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Abstract

This paper introduces a novel approach to compute the numerical fluxes at the cell boundaries for a cell-
centered conservative numerical scheme. Explicit gradients used in deriving the reconstruction polynomials
are replaced by high-order gradients computed by compact finite differences, referred to as implicit gradients
in this paper. A problem-independent shock capturing approach via Boundary Variation Diminishing (BVD)
algorithm is used to suppress oscillations for the simulation of flows with shocks and material interfaces. Several
numerical test cases are carried out to verify the proposed method’s capability using the implicit gradient
method for compressible flows.
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1. Introduction

This paper presents a novel algorithm based on implicit gradients for regular hexahedral (i.e., Cartesian) grids
to ensure low dispersion and dissipation. It is demonstrated that such low dispersion and dissipation schemes
can be constructed by linearly high-order schemes that achieve high-order accuracy for linear equations but
second-order accurate at best for nonlinear equations. Specifically, we construct low dispersion and dissipation
schemes based on a finite-volume scheme with the kappa solution reconstruction scheme of Van Leer [57] [2]
by making two key modifications: (1) replace cell-averaged solutions by point-valued solutions and (2) express
the kappa scheme with first- and second-derivatives and replace them by those computed by implicit methods.
The first modification is introduced to construct a high-order conservative finite-difference scheme, rather than
a finite-volume scheme, so that high-order accuracy can be achieved (for linear equations) in multi-dimensions
simply by applying a one-dimensional scheme in each coordinate direction. Implicit gradient schemes are similar
to that of compact finite volume schemes proposed by Sengupta et al. [49]. It is similar in that it uses the
kappa-reconstruction scheme, Equation in this paper, with implicit gradients (see Sengupta et al. [49]
Equation 1). The difference is that Sengupta et al. [49] have used upwind compact finite difference schemes
to compute the first derivatives, whereas, in this paper, the first derivatives are computed by implicit central
finite difference schemes. As pointed out in Refs [13] [14], however, methods based on the finite-volume method
with point-valued solutions (instead of cell-averaged solutions) can achieve third- or higher-order accuracy for
linear equations but can only be second-order accurate for nonlinear equations. While high-order accuracy can
be achieved for nonlinear equations by introducing high-order flux reconstruction [13, 14} [15], the linearly high-
order schemes are obviously more computationally efficient since expensive flux reconstruction is not necessary.
Moreover, it has been demonstrated that linearly high-order schemes significantly improve the resolution of
complex three-dimensional turbulent-flow simulations at a little additional cost over conventional second-order
finite-volume schemes widely used in practical unstructured-grid computational fluid dynamics codes, despite
not being genuinely high-order accurate for such nonlinear problems [7, [8 @, [10, 11 [12].

The proposed method is conservative and based on an upwind flux computed with solutions reconstructed
by the kappa scheme of Van Leer [57, [2]. This method is expected to be third-order accurate because the kappa
scheme is a quadratic reconstruction scheme. However, contrary to expectations, it results in a fourth-order
upwind finite-difference scheme (at least for linear equations) if combined with high-order accurate gradients
on regular grids. Specifically, we will express the kappa scheme in terms of the first and second derivatives of
the solution and then compute these derivatives by high-order gradient methods. In particular, conservative
schemes with exceptionally low dispersion and dissipative errors can be obtained if the gradients are computed
implicitly (globally coupled linear systems). Implicit gradient methods are not new: high-order compact schemes
proposed by Lele [3] can be directly applied to compute the gradients on regular grids. However, in our schemes,
implicit gradients are used not for directly approximating the flux divergence but for evaluating the derivatives
in solution reconstruction schemes within a framework of conservative finite-difference-type schemes. It allows
us to easily construct stable high-resolution shock-capturing schemes incorporating Riemann solvers and various
monotonicity-preserving mechanisms in the solution reconstruction, which would not be simple to incorporate
if the flux divergence was directly computed by implicit gradient methods as typical in the so-called compact
schemes. In this paper, we will employ the fourth- and sixth-order compact finite difference schemes of Lele [3]
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as implicit gradient methods. More specifically, we define the numerical solutions as point values at cell centers
(not cell averages) and evaluate the numerical flux with solution values reconstructed at a face by a quadratic
Legendre polynomial as in the unlimited kappa-scheme of Van Leer [57, [2] with first and second derivatives
computed by implicit gradient methods [3]. For shock capturing, we will combine the proposed schemes with
the BVD algorithm [4]. The proposed method has the following advantages:

(a) It generates fourth-order upwind finite-difference schemes with a quadratic reconstruction for linear equa-
tions, which typically leads to third-order accuracy at best. It generates practical low-dispersion/dissipation
schemes that can be easily implemented for structured-grid codes, and

(b) the implicit gradient approach combined with the shock-capturing approach via the Boundary Variation
Diminishing (BVD) algorithm gives superior results of flows with shocks, material interfaces and small
scale features than the approach presented in [6].

The BVD algorithm was initially proposed by Sun et al. [4] which combines a non-polynomial reconstruction
scheme, THINC (Tangent of Hyperbola for INterface Capturing), for discontinuous regions and an unlimited
polynomial based reconstruction for the smooth regions of flows. The proposed methodology adaptively chooses
the scheme with minimum Total Boundary Variation (TBV), reducing the numerical dissipation. Following
their idea, Chamarthi and Frankel [6] presented a new algorithm named HOCUS (High-Order Central Upwind
Scheme), which combined the Monotonicity preserving (MP) scheme and a linear-compact scheme using the
BVD principle, which is used in the present approach.

The rest of the paper is organized as follows. Section [2] introduces the governing equations of viscous
compressible flows. In Section [3] a brief description of the cell-centered conservative approach is presented and
the novel reconstruction schemes are introduced along with the implementation details. Numerical results and
discussion are presented in Section [d] and finally, in Section [6] we provide concluding remarks.

2. Governing equations

The compressible Navier-Stokes (NS) equations in a Cartesian coordinate system can be expressed as:
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where Q = (p, pu, pv, pw, pE)T is the conserved variable vector. p, u, v, w, and pE are the density, the three
Cartesian velocity components and the total energy, respectively. £ = e + %(u2 +v2 4+ w?) is the total energy
per unit mass, where e is the internal energy per unit mass. F¢, G¢, H® and FV, GV, HY, are the convective
(superscript ¢) and viscous (superscript v) flux vectors in each coordinate direction, respectively. The convective
and viscous flux vectors are given as:

Fe¢ = [pu,pu2 + p, puv, puw, u(pE +P)]Tv
G* = [pv, pw, pv? + p, pyw, v(pE +P)]T7 2)
H® = [PUJ, puw, pyw, pw? + p,w(pE +p)}T7

T
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The system of equations is closed with the ideal gas equation of state which relates the thermodynamic pressure
p and the total energy per unit mass:

’U,2 '1.)2 'LU2
p= (- - ) 0

where 7 is the ratio of specific heats of the fluid (y = 1.4 for air at standard conditions). After non-
dimensionalizing the governing equations by reference quantities (for velocity we use the freestream velocity
as the reference), the components of the viscous stress tensor 7 and the heat flux ¢ are defined in tensor
notation as:
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where p is the dynamic viscosity, d;; is the Kronecker delta, Ma is the Mach number, Re is the Reynolds number,
Pr is the Prandtl number, and T is the temperature obtained from the ideal gas assumption:

T = Ma2'y%. (7)

3. Numerical methods

The time evolution of the vector of cell-centered conservative variables Q is given by the following semi-
discrete relation applied to a Cartesian cell I ; x = [Tj_1/2, Zj4+1/2] X [Yi—1/2, Yit1/2] X [2k—1/2, 2k+1/2], expressed
as an ordinary differential equation:
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where Res; ; ; denotes the residual. 4E les and 48 are approximations to the flux derivatives
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at the cell center, and we seek their high-order approximations in the conservative form:
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where Azxz = (Ej+1/2 — xj71/27 Ay = yi+1/2 — yi71/27 and Az = Zk+1/2 — Zkfl/g. Fc, Gc, ﬁc and Fv, C‘}V
and HY are interpreted as the numerical approximation of the convective and viscous fluxes in the z—, y—
and z—directions, respectively. The viscous fluxes are computed using the a-damping approach presented by
Chamarthi et al. [50], which is extended in [53] for implicit gradients. This viscous flux discretization approach
prevents odd-even decoupling and improves the solution quality of the viscous simulations.

In the following subsections, we provide the details of the computation of convective fluxes, including the
novel implicit gradient method , shock-capturing algorithm , and the details of the approximate Rie-
mann solver . Note that we define the cell-centered numerical solution Q as a point-valued solution at the
cell-center, not a cell-averaged solution. It simplifies the introduction of implicit gradients, the implementations
of boundary conditions and initial values, and most importantly, it leads to linearly high-order finite-difference
schemes that preserve the design order of accuracy in multi-dimensions. Hence, the fluxes are computed only
at the center of a face in the z-direction as in a one-dimensional scheme.

3.1. Spatial discretization of flures

In this section, we present the spatial discretization of the inviscid fluxes. As mentioned, we desribe the
method in one-dimension as it can be easily extended to multi-dimensional (2D and 3D) problems as a finite-
difference scheme via dimension by dimension approach. The governing equations are discretized on a
uniform grid with N cells on a spatial domain spanning x € [z4,2]. The cell center locations are at x; =
2o+ (j —1/2)Az, Vj € {1, 2, ..., N}, where Ax = (x;, — 24)/N. The cell interfaces, indexed by half integer
values, are at Tiyl, Vje{0,1,2,..., N}. Let I = [x;_1/2,%;41/2] be a control volume (a computational cell)
of width Az = J?j+1/2 — l‘j,l/g.

3.1.1. Upwind flux (Riemann solver)

The convective numerical fluxes in the Equation @), Fe j—1/2 and Fe j+1/2, are computed by an approximate
Riemann solver. There are several types of Riemann solvers in the literature [16, 17, 18], 19, 20, 2], 22], and the
canonical form of the Riemann flux can be written as:

Fejine = FRT™ Q. QfLy). (10)
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where L and R are adjacent values of a reconstructed solution polynomial at a cell interface and |A ; +%| denotes
the characteristic signal velocity evaluated at the cell interface in a hyperbolic equation. In our implementation,

we obtain the cell interface conservative variable vector from the cell interface primitive variable vector, U 1

= (p,u,v, p)T. Thus, we present our reconstruction approach in terms of the primivitive variable vector.



Remark 3.1. Both conservative, Q, and primitive variables, U, can be used for the evaluation of the gradients
in the implicit gradient approach. For shock-capturing purposes, which will be explained in Section [3.1.2} the
gradients of the primitive variables are used for reconstruction.

3.1.2. Reconstruction with the kappa scheme

The procedure of obtaining the values at the interface from cell center variables is called reconstruction
or interpolation. It is obvious from Equation , a core problem is how to reconstruct the left- and right-
side values, QJL ‘1 and Qﬁ_ 1 for cell boundaries, which can fundamentally influence the numerical solution.
Representing these numerical approximations of L and R at cell interface as a piecewise constant is equivalent
to first-order approximation, i.e.,

R (12)

Therefore, a linear approximation is a second-order spatial approximation, while a quadratic representation
on each cell leads to a third-order spatial approximation. By considering a general local representation, as
explained in [57], the quadratic approximation can be expressed in terms of Legendre polynomials, valid for
Tj1/2 ST < Tjy1/t
2 AI’Q
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U(z) =U; + U (x —25) + —Lk | (2 — 25) (13)
where ij is the cell-center value and U;, U;-’ are the estimations of the first and second derivatives within the
cell j. Equation is the basis for the Monotonic Upstream-centered Scheme for Conservation Laws (MUSCL)
scheme, popularly known as the kappa scheme of Van Leer [57, [2]. The WENO schemes are an extension of the
MUSCL scheme to an arbitrary order of accuracy (see derivations presented by Balsara et al. in [23]). Note,
however, that the kappa scheme is used here with the point-values stored at the cell center, ﬁj, whereas it is
used with the cell-average in MUSCL. Such a scheme can still achieve third-order accuracy for linear equations
with k = %, but can only be second-order accurate for nonlinear equations [I3], 14]. However, while it remains
second-order accurate for nonlinear equations, it can achieve fourth-order accuracy for linear equations if the
derivatives U;- and U;’ are evaluated with high-order gradients. Linear fourth-order accuracy with a quadratic
polynomial may be an unexpected result, however we provide a proof for this through Fourier analysis and
multiple test cases.

For the numerical approximations of the Riemann problem, we need the values at the cell interfaces only.
Setting x = x; £ Ax/2 gives us the interface values:

N Az kAz? . Az kAz?

U]L+1/2 = Uj + 7U; + 1 U;,’7 or UJL—1/2 = Uj_1 + 7u}_1 + T ;/_1, (14)
N Az KkAz? . Az KkAz?

Uf—l/z =U; - 7U; + 1 U;,/’ or Uﬁ&-l/z =Ujs — - 9+1 — ;‘/-&-1'

In order to define these approximations completely, the derivatives U; and U;’ have to be estimated. Typically,
these derivatives are computed via explicit finite differences. However, in this work, we compute the necessary
derivatives using the implicit gradient approach. Both the explicit and implicit approaches will be presented in
the next section.

3.1.8. Second-order explicit gradients: Baseline scheme
Before we present the implicit gradient approach, we describe for comparison the baseline MUSCL-type
scheme, which uses second-order explicit finite differences for the gradients presented above. By using xk = %

and substituting the following explicit central differences for the derivatives in Equation ,

~ ~

v, - Yin1 —Uj
J R 2Ax R R (15)
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J Az2 )
we obtain the following third order reconstruction formulas,
L 1/ - R .
Ul = (<051 +50; +20541),
. 1. A X (16)
Uty = (20,1 +50, - U1

These reconstructions lead to third-order accuracy for linear equations and second-order accuracy for non-
linear equations because of the use of point values. Note that this should not be considered as a failure of the
scheme design because it is just a simplified version of the original finite-difference scheme of Van Leer [I3]



without flux reconstruction and it is deliberately designed this way in this work for developing practical and
efficient schemes with low dispersion and dissipation. As we will show later, the scheme can achieve higher
than third-order accuracy (for linear equations) with these explicit gradients replaced by higher-order implicit
gradient formulas. In effect, the resulting schemes are linearly high-order conservative finite-difference schemes
approximating the flux divergence in a conservative manner by a flux difference as shown in Equations @,
rather than the finite-volume scheme approximating the integral form of the governing equations. Therefore,
the quadratic reconstruction scheme does not limit the order of accuracy of the resulting scheme: it is used as a
stepping stone towards a higher-order difference approximation. High-order explicit gradient formulas may be
employed instead of implicit gradient methods, but such will significantly extend the residual stencil and require
complicated algorithms near boundaries. Implicit gradients do not involve such complications near boundaries,
and also have been found to generate much lower dispersion and dissipation that high-order explicit gradients.

3.1.4. High-order implicit gradients: Novel IG4 and IG6 schemes
Using the implicit gradient approach, we employ the compact schemes of Lele [3] to compute the gradients
at cell centers. For the first derivative, this can be written in general form as [3, 25, [26]:

U5 —U,3 ypUi2 = Uiz | Ui — U
6Azx 4Ax 2Ax ’
The left hand side of Equation contains the spatial derivatives U;- while the right hand side contains the

function values U at the cell center x;. Compact finite difference schemes of different orders of accuracy are
derived by matching the Taylor series coefficients with different constraints on the parameters «, 3, a, b and ¢
and are listed in [3]. In this work, we considered difference schemes for the first derivatives with the following
parameters,

/BU;‘_Q —+ OZU;'_I =+ U; + OZU;'+1 + /BU;_A'_Q =C

(17)

2 1
B=0, alzg(a—l—Z), b1:§(4a—1), c=0, (18a)

By substituting a = 15—4 in Equation 1} we obtain the optimised fourth-order compact derivative (see Fig. 2
in [3]), which we denote as CD4 and which is written as:

5 5 bl A~ A~ a1 ~ A~
DU+ U+ U = o (U= 00) + 50 (0500 - 0504)) (19)

For a = 1% in Equation 1 , we obtain the sixth-order compact derivative,denoted by CD6 and written as:

1 1 1 N N 7 N .

SUp 4+ U+ UL = o (Oj2=052) + o (0541 - 051) (20)
where j = 1,2,3,......, N — 1. Unlike the second-order central differences given by the Equations , which
depend only on values at j — 1, j and j 4+ 1, compact finite differences depend on all the nodal values of the
domain and therefore mimic the global dependence of the spectral methods. This global dependence results
in a tridiagonal system of equations that the Thomas algorithm can easily invert. Near the boundary cells,
lower-order one-sided difference formulas are used to approximate derivatives Ug’ and Uy’. The following
third-order formulas are considered for both the CD4 and CD6 schemes in the present work.

1 -5 - 1.
U +2U, = —(—U, +2U -U 21
ot Ax(2 0+2Us+3 2), (21)

/ ! 5 2 1
N +2UN—1 = Fx(iUN +2UN_1 + iUN_Q), (22)

The above formulas for the boundary cells is taken from [27], see their Equations 2.17. For the computation
of the second derivatives (Hessians), U;’ , we compute the derivative of the first derivatives obtained from

Equations and (20). For CD4:

5 5 by ay
ﬂU”j—l +U"; + ﬁU//j+1 = 1Az (U2 —U'j0) + Az (U'j11 —U'j), (23)
For CD6:
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It is emphasized that the orders of accuracy of these formulas for derivatives do not necessarily determine the
order of accuracy of the resulting scheme because it is determined by the truncation error of the final residual,
not by errors committed at an intermediate step (see a discussion on accuracy of fluxes and accuracy of the
final residual in references [I3]). For the same reason, the use of the kappa scheme in the way we implement it



does not imply third-order accuracy, and actually fourth-order accuracy is achieved for linear equations in the
final residual as we will show later.

After obtaining the derivatives U’ and U”, they are substituted into Equations to obtain the left and
right reconstructed values necessary for the Riemann problem, completing the implicit gradient approach. Using
CD4 or CD6 for the derivatives in Equation gives 1G4 and IG6, respectively. In either case, the left- and
right-interface values necessary for the desired approximate Riemann solver are, respectively:

L,IG YT, 1771/ A
Uit =Ui+3Ui+ U, —U; and U’ computed
R,IG 3
RS, 0, - U+ U

by Eqns and is IG4 and Eqns and is IG6.
j—1/2

It is emphasized that both the kappa scheme and the implicit schemes for the derivatives are known formulas,
but their combination had not been explored to the best of the authors’ knowledge. In particular, as we will prove
in the next section, it results in fourth-order upwind schemes with significantly low dispersive and dissipative
errors.

(25)

3.1.5. Accuracy and properties of 1G4 and IG6

Generally, schemes based on the quadratic reconstruction are third-order accurate at best. However, the
use of high-order gradients makes it possible to go beyond third-order accuracy. To prove this, we apply the
schemes to a linear convection equation Q; + F,, = 0 with F = Q,

dQ; 1
7; = _E[Fj+l/2 = Fj_12], (26)
where ) 1
Fit10 = by F(Qf+1/2) + F(Qfﬂ/z) - i(QﬁH/Q - QJL+1/2) = QJLH/Q» (27)

and perform a Fourier analysis, which is especially useful for analyzing schemes with implicit gradients. Consider
a Fourier mode: (g = Qo exp(ifz/Ax), where Qo is the amplitude, S is the frequency, Az is the mesh spacing
of a uniform grid, and ¢ = v/—1. Substituting it into the semi-discrete form , we find

dQq

yr _ ]:e:vactc?07 (28)
where F¢¥%¢t denotes the exact convection operator:
J—_-ea:act _ _g (29)

This is the operator approximated by numerical schemes. Below, we derive the corresponding operators for the
explicit and implicit gradients schemes, and measure the error by the leading deviation from the exact operator
in the expansion for smooth components. The Fourier analysis is also useful for analyzing the dispersion and
dissipative properties, which we will discuss subsequently.

Ezxplicit gradients: Baseline scheme:
First, we consider the explicit scheme with Equation . Substituting the Fourier mode into the residual
computed with the explicit gradients, we obtain

Y0 _ rEGAH

where

(cos B —1)? N sin B(cos B — 4)1_.

EG _ _
7= 3 3

(31)
Expanding it for a small 8 = O(Ax), we obtain

EG g [. B> pt B> B
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which shows, compared with the exact operator , that the leading error is third-order as expected: O(3%) =
O(Ax3). The third-order error appears in the real part, which indicates the error is dissipative. The leading
dispersive error is fourth-order.

Implicit gradients: 1G4 and IG6:
For the IG4 and IG6 schemes, we first derive the first and second derivatives. Consider a Fourier mode for
the first derivative: Q2 = G exp(i/Az), where Gy is the amplitude, and substitute it into CD4 (Equation [19)



to obtain:

5 sin S cos f + 11sin .
- cos BGo + Gy = p fo BQoz, (33)
which can be solved for Gy:
sinfcosf+ 11
Gy = Smpeoshr 1l o (34)

Ax(5cos B+ T)i

Similarly, for the second derivative, substituting Q?, = Hyexp(i3/Ax), where Hy is the amplitude, into CD4
(Equation , solving it for Hy, and substituting Equation , we obtain

(sin Bcos B+ 11)2
Az2(5cos B+ T)2

Hy = — Qo- (35)

Finally, substituting the Fourier modes, Q?, Q% and Q?
the above equations, we obtain

into the IG4 scheme and eliminating Gy and Hy by

xrx)

FIGH _ (cos B —1)%(cos® B — Tcos? B+ 11cos B — 5)
N 12(5cos B+ 7)?

36
_ sin B(cos B — 8cos? B+ T8 cos? B + 728 cos B + 929) (36)
12(5cos B+ 7)2 "
which is expanded as
4 6 7
Foio Py By O B (37)

Az 720 12096 6912

Clearly, it shows that it is fourth-order accurate with a leading fourth-order dispersive error and a sixth-order
dissipative error. Note that there are no third- and fifth-order dissipative errors, i.e., no real part of O(3%)
and O(B%), in contrast to the result for the explicit scheme . It indicates that the use of implicit gradients
effectively removed the third- and fifth-order dissipative errors and produces a significantly low-dissipation
scheme.

Similarly, for the IG6 scheme, we first derive the amplitudes of the Fourier modes for the gradient and the
second derivative by substituting the Fourier modes and solving the resulting equations for Gy and Hy. The
results are ) "
sin B(cos 8 + ).Qo, (38)

Go = 3Az(2cos 5+ 3)i

and
sin? (cos B + 14)?
9Az2(2cos 8 + 3)2

Then, substituting the Fourier modes, Q°, Q2 and Q”?
the above equations, we obtain

Hy= - Qo- (39)

into the IG6 scheme and eliminating Gg and Hy by

xrx)

(cos B —1)%(cos® B — Tcos? B+ 26 cos B — 20)
108(2 cos 5 + 3)2
_ sin B(cos* B — 8cos? B+ 105 cos? 3 + 1070 cos 3 + 1532)
108(2 cos B + 37)2 "

J—_'IGG —

(40)

which is expanded as , . ; -
Fles__ Bl 0, B B ] (41)

Az 720 1440 5040 ~ 86400
Therefore, the IG6 scheme is also fourth-order accurate with the leading fourth-order dispersive error. Note
that there is a fifth-order dissipative error, which does not exist in IG4. Therefore, IG4 is expected to be less
diffusive than IG6. Again, we emphasize that the order of accuracy of the scheme with implicit gradients is
not necessarily determined by either the order of the reconstruction polynomial or the order of accuracy of the
gradient algorithms. As we have just shown, the order of accuracy of the implicit-gradient-based schemes are

not intuitive and needs to be analyzed correctly to reveal their accuracy and properties.

Note that the accuracy analysis is valid only for linear equations. For nonlinear equations, all the schemes are
second-order accurate at best as long as the averaged flux is evaluated with reconstructed solutions: [F(QJL 1 /2)—|—

F(QE i+1/2)1/2 [13,114]. To preserve the high order of accuracy for nonlinear equations, the averaged flux needs

to be evaluated by flux reconstruction [FL 12t FI . 1/2, where F ‘17 and FE i1/2 are computed by a direct

J+1/2
flux reconstruction scheme, e.g., by applylng the kappa scheme to the fluxes. See Nishikawa [I5] for efficient

flux reconstruction techniques based on solution derivatives (not using flux derivatives). Alternatively, one may



reinterpret the numerical solution values as cell averages and apply a single-point high-order flux quadrature
formula proposed in Refs.[24] 29] or a multiple-point flux quadrature formula with a dimension-by-dimension
solution reconstruction [30]. However, it has been demonstrated that linearly high-order schemes can produce
solutions with dramatically higher resolution than conventional second-order schemes for practical turbulent-
flow simulations at a lower cost [7, 8, [, [10]. The same has been demonstrated for flows with shock waves by
Zhang et al. in [11].

Dispersion and dissipation properties:

Fig. [T]shows the dispersion and dissipation properties of the 1G4, IG6, and MUSCL schemes, i.e., imaginary
and real parts of Equations , , and , respectively. Figure shows that the dispersion property
of 1G4 is better than IG6. The dispersion property of the 1G4 scheme is superior to that of the IG6 scheme.
Compared with the MUSCL scheme, which uses explicit gradients, it can be seen that explicit gradients are
much more dispersive and dissipative than the implicit gradients considered here.
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Figure 1: Dispersion and Dissipation properties of the linear upwind schemes, where solid line: exact differentiation; green line:
1G6; black dashed: MUSCL; red line: 1G4.

Remark 3.2. In this paper, the proposed 1G4 and IG6 schemes are termed gradient-based “reconstruction”
schemes which is a misnomer. Instead, they should be called “interpolation” schemes as the “reconstruction”
terminology is typically used for “cell-averaged” variables, and interpolation is used for “point-values.” Unfor-
tunately, the first author has already used that terminology in [55], which is already accepted. Therefore even

in this paper, it is denoted as ”reconstruction.”

3.2. Shock-capturing via BVD algorithm: IG4MP and IG6MP

The novel schemes, 1G4 and IG6, derived in the earlier section, are linear in nature and therefore lead to
oscillations for flows involving material interfaces and shocks. In this section, we describe the shock-capturing
scheme using the BVD algorithm, previously presented in [6], extended to the IG schemes for both single and
multi-component flows. By comparing two different polynomials, the BVD algorithm selects the reconstruction
polynomial with minimum numerical dissipation by evaluating the Total Boundary Variation (TBV) given by
Equation for each cell for each primitive variable:

TBV; =|UF, -U% ., |+|U},-U
2

i—3 Jt+3

ﬁ% | (42)

For a given cell, the terms on the right-hand side of Equation represent the amount of numerical
dissipation introduced in the numerical flux in Equation . The BVD algorithm compares the TBVs of the
concerned polynomials and selects the one that is least dissipative at an interface. In the smooth regions of the
flow, the IG6 or IG4 linear schemes will be used, and in the presence of discontinuities, the BVD algorithm will
turn to the MP5 scheme [3I]. The combination of IG4 and MP5 is denoted as IG4MP and, the combination of
IG6 and MP5 is denoted as IG6MP in this paper, respectively. Both schemes are denoted together as IGMP
schemes.

In the following, the reconstruction procedure in the z-direction is discussed. Due to the dimension-by-
dimension approach, the other directions are handled the same way and the procedure is summarized below:

Step i. Evaluate the interface values by using the implicit gradient approach:



(a) Compute the first and second derivatives of the primitive variables by implicit gradient methods.
(b) Form the reconstructed states by substituting the derivatives in Equation , for each primitive
variable (note, the superscript IG refers to either 1G4 or IG6):
L,IG T / 7
Uj+1/2 =U; + %UJ‘ + leUj
(43)
RIG  _
U’ -0, - U+ LU

j—1/2

Step ii. Evaluate the interface values using the MP5 scheme. The steps involved are as presented in Appendix

Al

Step iii. Calculate the TBV values for each cell I; for each candidate scheme,

G _ L,IG R,IG L,IG R,IG
TBV;” = Uy = UL+ U - UL, (44)
MP5 __ L,MP5 R,MP5 L,MP5 R,MP5
TBV =[O US|+ U - U, (45)

Step iv. Modify the interface values at j — %, j— %, i+ %7 and j + % according to the following algorithm:

-[IK,IG -[IK,MP5
i3 = i3 ’
J=3 J—3

K,IG K,MP5
ur T =u7"7,
J—3 J—3

if TBYVMPS < TRVIC (46)
UG _ yk.MPs
1

i+3 j—3z

K,IG K,MP5
Ul =0l
i+3 i+3

where K = L or R.

Step v. For each reconstructed state, K, we check the following conditions for positivity of pressure and density

P <0 or pf<o. (47)
If the conditions given by Equations are not satisfied, the procedure is as follows,

UK IGMP - default |
UK = UK MPs jf UK IGMP faj]s, (48)
UK, FO if UK MP5 £541g

)

where, U FO ig the first order approximation computed using Equation .

Step vi. Evaluate the conservative variables, (Q]L 1 Qﬁ_ 1), from the primitive variables, (Uf +;7Uf+1) ob-
2 2 2 2

tained from the above procedure, and compute the interface flux F?ff‘an“
2

Remark 3.3. The choice of MP5 scheme as a candidate polynomial for shock-capturing has been arrived at
by testing several different combinations of linear and nonlinear schemes. It is also possible to use a third-order
reconstruction with the minmod limiter and THINC, and readers are referred to Appendix A and B of [6]. The
BVD algorithm used here is similar to the one used by that of Chamarthi and Frankel [6].

Remark 3.4. In this paper, the positivity preserving approach given by Equation was activated only for
the test case in Example One may use even more sophisticated positivity preserving approaches available
in the literature [59] [60].

3.8. Riemann solver

Approximate Riemann solvers approximate the convective flux after obtaining reconstructed states at the
interface as explained in the earlier section. This section illustrates how the HLLC approximate Riemann solver
[19, 21] approximates convective fluxes. For simplicity, only the HLLC approximations for both single and

multicomponent flows in the x-direction are illustrated in this section. The HLLC flux in z-direction is given
by:



Fy, it 0<5g,

; F if S <0<8S
Riemann _ pnHLLC __ *L L >U X Ox,
F SETTS P LS <0< 5k, (49)
Fr ,if 02> 8,

F.x =Fg + Sk (Qix — Qk), (50)

where L and R are the left and right states respectively. With K = L or R, the star state quantities are defined
as:

PK
K — UK
sk = | ——— PKVK . 51
= v (51)
Ek + (S* _UK) (PKS* + SKpqu)

In the above expressions, the waves speeds S; and Sk can be obtained as suggested by Einfeldt [20],
St =min(ur, — ¢, @ — ¢) and Sg = max(ugr + cr, U+ ¢), where @ and ¢ are the Roe averages from the left and
right states (for the definitions of the Roe averaged quantities, see Blazek [54]). Batten et al. [I9] provided a
closed form expression for S,:

_Pr—pL+ pLUnr(SL — Unr) — pPRURR(SR — UnRr)
pr(SL —unr) — pr(Sk — Unr) '

S, (52)
8.4. Temporal integration

Finally, the semi-discrete approximation of the governing equations is temporally integrated. The conserved
variables are integrated in time using the following third-order total-variation-diminishing (TVD) Runge-Kutta
scheme [32]:

QY = Q"+ AtRes(Q"),

QY = ZQ” + %Q“) + iAtRes(Q)(l), (53)
Q" = 1QM+2Q% 4 S ARes(Q),

where the (j,1, k) component of Res is given by the right-hand side of Equation . The superscripts n and
n + 1 denote the current and the subsequent time-steps, and superscripts (1) — (2) correspond to intermediate
steps. The time step At is computed as:

At = CFL - min (Atviscous; Atinviscid) ) (54)
where A A A
. Tq Yj 2k
Atinviscid = min < . 5 ? ) ) ) (55)
ik \ Wi k| + Cin [Vjin] + Can Wikl + ¢k

where c is the speed of sound and given by ¢ = y/vp/p, and

(56)

) )
AVjik QVjik QVjik

1 Az2 1 Ay? 1 Az2
Atviscous = mlil < i — Yi — “k
752

where o = 4 (see Chamarthi et al. [50] for the chosen constant of «) and v = u/p is the kinematic viscosity.
The details of the time-step restriction are presented in [53, [50]. Time integration is performed with a CFL =
0.2 for all the test cases.

4. Results

In this section, we present various results displaying the performance of the proposed schemes. We compare
the IGMP methods with the TENO5 scheme of Fu et al. [48]. In the following, the IGMP schemes use primitive
variable reconstruction, for the reasons delineated above, while the TENOb5 scheme uses conservative variable
reconstruction as the cited reference presents.
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4.1. Order of accuracy
Example 4.1. Accuracy of the proposed schemes

Firstly, we present the order of accuracy (OOA) of the new schemes by convecting the initial profile given by
equation in the domain z,y € [—1,1]. The solution is obtained at time ¢ = 2, and the time-step is varied
as a function of the grid size as At = CFLAz.

(pyu,v,p) = (1 +0.5sin(x +y), 1.0, 1.0 1.0). (57)

This exact solution effectively linearizes the Euler equations [I3] 4] and therefore we expect fourth-order
accuracy for the new schemes, which are linearly fourth-order accurate as shown above. The Ly norm of the
error between the exact solution evaluated at the cell center and the obtained solution is used to compute the
OOA. Table [1] presents the OOAs obtained for this test case.

Table 1: Lo errors and numerical order of accuracy for the linear test case. N is the number of cells in the domain
N TENO5 OOA IG6MP OOA  1G4MP OOA
102 6.79E-03 - 5.98E-04 - 4.65E-04 -
207 2.24E-04 4.92 4.59E-05 3.71 4.37E-05 3.41
407  7.06E-06 4.98 2.54E-06 4.18 2.30E-06 4.25
802 2.21E-07 5.00 1.77E-07  3.84  1.74E-07 3.72

We have the following observations regarding order of accuracy:

e The order accuracy of the IG schemes is consistent with the mathematical proof provided in section [3.1.4}
Therefore it is possible to obtain fourth-order accuracy with the kappa scheme given by Equation .

e L5 norm errors given in Table[T]also indicate that the absolute error of the IGMP schemes is nearly the same
as that of the fifth-order TENOb5 scheme. However, as it will be shown in the following examples, the IGMP
schemes will give better resolution than the TENOS5 scheme. Hu et al. [33] optimized the linear schemes
for favourable spectral properties satisfying the dispersion-dissipation relation but such optimization lead
to order degeneration. Even though the proposed schemes are only fourth-order accurate, they have
superior dispersion and dissipation properties.

Next, we consider the nonlinear test case proposed by Yee et al.[34], where an isentropic vortex is convected
in an inviscid free stream. The computations are carried out on a computational domain of [0, 10] x [0, 10]
with periodic boundary conditions on all sides. The case is run until t=10. The initial conditions for this test
case are:

_1
p= 1_%6(1%2) =22
1(1 .2 o _ _ 58
(U,U):(l,l)‘F%eQ(l T)(_yvx)a L= —=Tyc, Y=Y~ Yoc ( )
p=p7,

where (Zye, Yve) = (5,5) are the coordinates of the center of the initial vortex and 5 = 5. Note that this problem
can still be linearized if the parameter 8 is small, and the choice § = 5 is made to avoid it. See references
[13] [14] for details. Results are summarized in Table[2] We can observe clearly from Table [2 that the proposed
schemes are only second-order accurate for nonlinear cases, as expected. The TENO5 scheme, using conservative
variables, is also second-order accurate as mentioned in [48§].

Table 2: Lo errors and numerical order of accuracy for the nonlinear test case. N is the number of cells in the domain
N TENO5 OOA  IG6MP OOA  IG4MP OOA
257 4.33E-03 - 3.14E-03 - 3.14E-03 -
502 3.21E-04 249 6.54E-04 2.26 6.55E-04 2.26
1002 3.30E-05 2.17  1.64E-04  2.00 1.64E-04  2.00
2002 8.35E-06 1.99 4.10E-05 2.00 4.10E-05 2.00

Zhang et al. [I1I] demonstrated that the finite-volume WENO method with mid-point rule is only second-
order accurate for nonlinear systems, and the Gaussian integral rule is necessary for high-order accuracy. How-
ever, they also noted that the resolution characteristics are often comparable for flows involving discontinuities
despite the difference in the order of accuracy. In the present paper, we are also interested in flows involving
discontinuities. Also, such linearly high-order schemes have been demonstrated to serve as very low-dissipation
schemes for practical turbulent-flow simulations [7], [8, @ [[0]. In the following sections, we will demonstrate
that the developed schemes do indeed serve as very low-dissipation/dispersion schemes for strongly nonlinear
problems with shock waves.

11



4.2. One-dimensional Fuler equations

In this subsection, we consider the test cases for the one-dimensional Euler equations.
Example 4.2. Shock tube problems

The two shock-tube problems proposed by Sod [35] and Lax [36], are solved by the proposed schemes, IGEMP
and IG4MP. The solutions are obtained by setting the specific heat ratio to be v = 1.4, and are compared with
that of results from an exact Riemann solver [37]. The initial conditions for the Sod test case and the Lax
problem are given by the following initial conditions , and , respectively.

(0.125, 0, 0.1), 0<z<0.5,
s Uy = 59
(p:,p) {(1, 0, 1), 05<z<1, (59)
(g — {0445, 0698, 85%8). o<z <05, ()
PPI= N 05, 0, 0.571), 05<z<l.

First, the Sod test case is used to assess the shock-capturing ability of the scheme. The case is run using
200 cells until a final time of ¢ = 0.2. Fig. [2|shows the density and velocity profiles of the proposed schemes and
the TENObS scheme compared with the exact solution. The solutions by all the schemes are in good agreement
with the exact solution in addition to the absence of overshoots in regions of discontinuities.

1.0 1 1.0 1
Exact }
TENO5 -“
0.8 - 1G4MP 08 - 1
1G6MP
5 o
= 0.6 1 5 0.6 1
= 2
2 &
A &
_ 0.4 1
0.4 ;
0.2 1 : 021 ;
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
b x
(a) Density (b) Pressure

Figure 2: Numerical solution for Sod problem in Example for N = 200 points, where dashed line: reference solution; green
stars: IG6MP; blue squares: TENOS; red circles: IG4AMP.

Second, we used 200 cells for the Lax problem, and the solution is obtained at time ¢ = 0.14. Fig. [3] presents
the density and velocity of the new schemes and the TENO5 scheme compared with the exact solution. The
IGAMP scheme resolves the features of the flow while avoiding oscillations. Observing the velocity profile, the
proposed schemes can capture the discontinuity with relatively fewer cells compared to the TENOb5 scheme.
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Figure 3: Numerical solution for Lax problem in Example [£:2] for N = 200 cells, where dashed line: reference solution; green stars:
IG6MP; blue squares: TENOS5; red circles: IG4MP.

Example 4.3. Shu-Osher problem

Third, we consider the Shu-Osher problem [38], which is a one-dimensional idealization of shock-turbulence
interaction that simulates the interaction of a right moving shock wave for a given Mach number (M = 3)
superimposed with a perturbed density field. The initial conditions for this problem are:

—H< < —4,

(3.857143, 2.629369, 10.3333),
7u7 - 61
(p;u, p) { 4<a<s (61)

(1+0.2sin(5z), 0, 1),

The solution is obtained for a time ¢ = 1.8 on a grid size of 300 cells. The reference solution is obtained using
the WENOZ scheme [39] on a fine grid of 1600 cells. The density profiles are shown in Fig. It is observed
that both IGMP schemes perform well in capturing the post-shock oscillations in density. Notably, both the
proposed schemes capture the peaks and troughs of the density very well and better than the TENO5 scheme.

4.75 1

4.50 - N

— Exact
1.5 - o TENO5
o IG4MP
LO9 «  1G6MP ,\/\,
—4 -2 0 2 4 0.0 0.5 1.0 1.5 2.0 2.5
X X

(a) Global profile (b) Local profile

Figure 4: Density profile for Shu-Osher problem, Example @ on a grid of 300 cells, where solid or dashed line: reference solution;

green stars: IG6MP; blue squares: TENOb; red circles: IG4AMP.

Example 4.4. Titarev-Toro problem

The last one-dimensional test case we consider is the shock-entropy wave problem of Titarev-Toro [30]. In
this test, a high-frequency sinusoidal wave interacts with a shock wave. The test case reflects the ability of the
scheme to capture the extremely high-frequency waves. The initial conditions are given by equation on a
domain of [-5, 5],
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(1.515695, 0.523326, 1.805), x < —4.5,

’u’ = 62
(P p) {(1+0.1sin(20m), 0, 1), x> —4.5. (62)
1.7 4 1.70
1.6 1
1.5
1.4 4
2
213
[
a

— Exact

.14 T —
= TENO5
1.04 - IG4MP
094 IGEMP e
T T T T T ].30 T T T T
—4 -2 0 2 -+ -3 —2 -1 0 1
x x
(a) Global profile (b) Local profile

Figure 5: Density profiles obtained by various schemes for Example [f.4] Solutions are obtained for grid size of 1000 cells. Solid
line: reference solution; green stars: IG6MP; blue squares: TENOS5; red circles: IG4MP.

We used 1000 cells to simulate the problem until time ¢ = 5 and compared with the reference solution
obtained from a WENOZ simulation on a fine grid size of 3000 cells. The results obtained presented in Fig. [f]
indicate that the IGMP schemes can accurately capture the high-frequency wave. Specifically, we observe that
the IGMP schemes capture the linear region significantly better than the TENO5 scheme.

4.8. Multi-dimensional test cases for Euler equations
Example 4.5. 2D Shock-Entropy Wave Test

In this test case we consider the two-dimensional shock-entropy wave interaction problem proposed in [4I]. The
initial conditions for the test case are as follows,

(3.857143, 2.629369, 0, 10.3333), z < —4,

63
(14 0.2sin(10x cos@ + 10ysind), 0, 0, 1), otherwise, (63)

(psu,v,p) = {

with 6 = /6 over a domain of [—5,5] x [—1,1]. The initial sine waves make an angle of # radians with the
x axis. Initial conditions are modified as in [42] with a higher frequency for the initial sine waves compared
to that of [41] to show the benefits of the proposed method. A grid of 400 x 80 is chosen and the case is run
until ¢ = 1.8. The reference solution is computed on a fine grid of 1600 x 320 using the WENOZ scheme.
Density contour plots shown in Fig. [6] indicate that the proposed schemes significantly improve the resolution
of the flow structures. The local density profile along y = 0 is presented in Fig. The results demonstrate
that IG6BMP and IG4MP retain the desirable shock-capturing features in the MP5 scheme while capturing the
high-frequency region better than the TENO5 scheme. Also, the TENOb5 scheme has oscillations, shown in Fig.

for this test case.
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Figure 6: Density contours for the 2D shock-entropy wave test at ¢ = 1.8, Example @ for various schemes are shown in Figs.
(a), (b) and (c). Fig. (d) shows the local density profile in the region with high-frequency waves for all the schemes. Solid line:
reference solution; green stars: IG6MP; blue squares: TENOS5; red circles: IG4AMP.

Example 4.6. Riemann Problem

In this test case we consider the Riemann problem of [43] described as configuration 3. The initial conditions
of the problem are given by equation with constant states of the primitive variables along the lines = 0.8,
and y = 0.8 in the domain z,y € [0,1]. This produces four shocks at the interfaces of the four quadrants. Also,
the small-scale complex structures generated along the slip-lines due to the Kevin-Helmholtz instabilities serve
to assess the numerical dissipation of the scheme. Non-reflective boundary conditions are employed on all four
boundaries. The test case is run until ¢t = 0.8 on a grid of size 400 x 400.

(1.5,0,0,1.5), if z>08, y>0.8,
(33/62,4/4/11,0,0.3), if <08, y>0.8,

(p,u,v,p) = (77/558,4/v/11,4/+/11,9/310), if ©<08, y<0.8, (64)
(33/62,0,4/4/11,0.3), if £>08, y<0.8.

The computed density contours are presented in Fig. [7] The proposed schemes resolve better rollup be-
haviour along the slip lines compared to the TENOb5 scheme. The vortices indicate low numerical dissipation
features for the proposed schemes.
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Figure 7: Density contours of the Riemann problem in Example for different schemes on a grid size of 400 x 400.

Example 4.7. Rayleigh-Taylor instability

The Rayleigh-Taylor instability occurs at the interface between fluids with different densities when accel-
eration is directed from the denser fluid to the less dense fluid. In this test case, two initial gas layers with
different densities are subjected to unit magnitude’s gravity, where the resulting acceleration is directed towards
the less dense fluid. A small disturbance of the contact line triggers the instability. This problem has been
extensively studied using high order shock-capturing schemes in the literature, see, e.g. [44], with the following
initial conditions,

(2.0, 0, —0.025,/32 cos(87x), 2y +1.00), 0 <y <05,

(1.0, 0, —0.025 g—gcos(Smc), ly +3/2), 0.5 <y <1.0,

(p,u,v,p) = (65)

over the computational domain [0, 1/4] x [0, 1]. Reflective boundary conditions are imposed on the right and left
boundaries via ghost cells. The flow conditions are set to p =1, p = 2.5, and u = v =0 on the top boundary and
p=2,p=1.0, and u = v = 0 on the bottom boundary with the specific heat ratio, v = 5/3. The source term
S = (0,0, p, pv) is added to the Euler equations. We performed simulations on a uniform mesh of resolution
120 x 480 and the computations are conducted until ¢t = 1.95.
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Figure 8: Comparison of density contours obtained by different numerical schemes for the test case in Example on a grid size
of 480 x 120.

Fig. [8 shows the density distribution of the Rayleigh-Taylor instability problem. We can observe that the
implicit gradient schemes produced more small vortices in the shear layer, indicating that they have better
resolution to capture small scale features of the flow.

Example 4.8. Double Mach Reflection

Next, we consider the double-Mach reflection problem proposed by [40]. In this test case, an unsteady planar
shock-wave of Mach 10 impinges on an inclined surface of 30 degrees to the horizontal axis. This inclined surface
is simplified by tilting the shock-wave to avoid modelling the oblique physical wall boundary. The near-wall jet
structure and the vortex structures appearing from the contact discontinuity that emerges from the triple-point
indicate the proposed scheme’s numerical dissipation. Post-shock flow conditions are set at the left boundary,
and zero gradient conditions are applied at the right boundary. At the bottom boundary, reflecting boundary
conditions are applied in = € [1/6,3] and the post-shock conditions in = € [0,1/6]. Furthermore, the exact
solution of the moving shock is imposed at the upper at y = 1 and is time-dependent. The computational
domain is taken as x € [0, 3],y € [0, 1] and the simulation is performed until ¢ = 0.2 on a grid of 768 x 256 cells.

(oo 0.p) = (8, 8.25c0s30°, —8.255in30°, 116.5), z <1/6+ &=, (66)
T (1.4, 0, 0, 1), x> 1/6+ s

Observations made from Figs. [0] indicate that the IGAMP and the IGEMP schemes have better resolution
of the Kelvin-Helmholtz (KH) instabilities than the TENO5 scheme. Notably the resolution of the shear layers
along the slip lines and the near-wall jet region are well resolved. It can be noted that the current IG4MP
scheme is slightly better in resolving the shear layer along the slip line than the IGEGMP scheme.
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Figure 9: Density contours in the blown-up region around the Mach stem for Example on a grid size of 768 x 256.

Example 4.9. Inviscid Taylor-Green Vortex

Next, we consider the three-dimensional inviscid Taylor-Green vortex problem, with initial conditions given
by equation . We use a domain of size z,y,z € [0,27). Periodic boundary conditions are applied for all
boundaries. The ratio of the specific heats of the gas is taken as v = 5/3. The simulations are performed until
t =10 on a grid size of 64 x 64 x 64.

p 1
U sin x cos y cos z
v | = — €08 T sin 4 cos z ) (67)
w 0
(cos (22)+2)(cos (2z)+cos (2y))—2
p 100 + 16 S

This flow problem is essentially incompressible as the mean pressure is chosen to be very large. The Taylor-
Green vortex is the simplest problem for analyzing the nonlinear transfer of kinetic energy among the different
scales of the flow. It contains several physical processes that are key to understanding turbulence. The vortices
in the initial flow stretch and produce smaller-scale features with time. This problem can be used as a test
to examine the scale-separation ability of different schemes to under-resolved flow. We compare the ability of
different schemes to preserve kinetic energy and also the growth of enstrophy in time, i.e., the sum of vorticity
of all the vortex structures, indicating the schemes ability to preserve as many structures as possible. The
enstrophy can be described as the integral of the square of the vorticity that can be computed as the integral
of the magnitude of vorticity, Z?, over the whole domain,

Enstrophy = Z || (68)

cells

18



1.0 — 1G4
' 20{ — IG6
—-— 1G4MP
0.9 —-— IG6MP
---- TENO5
151 o~
208 T
S &
Q =
$0.71 210/
£ S A
< TSl
0.6
5 4
0.5
0.4 T 0 T T r r
0 2 4 6 8 10 0 2 4 6 8 10
t t
(a) Kinetic energy (b) Enstrophy

Figure 10: Normalised kinetic energy and enstrophy for different schemes presented in Exampleon grid size of 643. Solid line
with circles: exact solution; solid red line: 1G4; solid green line: 1G6; dashed red line: IGAMP; dashed green line: IG6MP; dashed
blue line: TENOb5.

Fig. [10[ shows the normalised kinetic energy and normalised enstrophy with respect to the initial values for
different schemes. We have the following observations:

e First, we consider the kinetic energy evolution of all the numerical schemes considered here, shown in Fig.
The unlimited linear schemes 1G4 and IG6 better preserved the kinetic energy than the limited
nonlinear schemes. The nonlinear IGMP schemes preserved the kinetic energy better than the TENO5
scheme, with IGAMP slightly better than IG6MP.

e Next, we consider the enstrophy plot shown in Fig. It can be observed that the present schemes
outperform the TENOb5 scheme significantly. Even though the BVD algorithm effectively captures discon-
tinuities, there is still a significant difference between the kinetic energy and enstrophy values computed
by the linear IG and nonlinear IGMP schemes, which can be improved in the future. The statistics ob-
tained by using different derivative schemes are presented in Appendix F of Subramanium et al. [45] by
Subramaniam et al.. They have obtained the highest enstrophy by using spectral derivatives, and by using
lower-order derivatives, they captured much lower enstrophy. They also noted that compact derivatives
gave better results than explicit derivatives. Our results also indicate the same. An important advantage
of the present IG schemes is the re-use of the velocity gradients in computing the enstrophy, which is the
same used for the reconstruction of the interface states given by Equations , for IG4 and 1G6 schemes,
respectively. TENOS does not have that advantage as it has to be computed separately. For the IG4 and
IG6 schemes, the native “implicit gradient” scheme that is used to compute the velocity gradients (as in
Equation is used to compute the enstrophy as well, and it may lead to improved enstrophy values for
the 1G4 scheme.

4.4. Multi-dimensional test cases for Compressible Navier-Stokes equations
Example 4.10. Viscous Shock tube

We demonstrate that the proposed schemes can produce superior results even in viscous problems. The
viscous shock-tube problem of Daru and Tenaud [5I] is considered here. In this problem, the propagation of
the shock wave and contact discontinuity leads to the developing of a thin boundary layer at the bottom wall.
The shock wave interacts with this boundary layer once it reflects at the right wall. These interactions result
in a complex vortex system, separation region, and a typical lambda-shaped shock pattern making it an ideal
test case for evaluating high-resolution schemes. The initial conditions are:

(120,0,0,120/7), 0<z < 0.5,

(P vp) = { (12,0,0,1.2/7), 05<z<L, .

The domain for this test case is taken as « € [0,1],y € [0,0.5]. The initial conditions are given by Equation ,
with the ratio of specific heats of v = 7/5. The flow is simulated for time ¢t = 1, keeping the Mach number of
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the shock wave at 2.37. The problem is solved using the proposed schemes for a Reynolds number of Re = 2500
on a grid size of 2000 x 1000. The flow structures are much more complicated for this Reynolds number as the
boundary layer separates at several points, giving rise to the development of highly complex vortex structures
and the interactions between vortices and shock waves. Kundu et al. [52] carried out a fine grid simulation on
109 million cells for this Reynolds number evaluating the shear layer instabilities and vortex generation during
the shock-wave boundary layer interaction. The numerical results obtained by the IGMP schemes are very close
to their converged results (see Fig. 5 in [52]) despite using a grid 55 times smaller. Density distributions along
the bottom wall, shown in Fig. also agree very well with those of Kundu et al. [52]. These results indicate
that the proposed schemes can compute the multi-scale flows with shock waves in high resolution, even on coarse
grids. The TENOS5 scheme failed for this test case, and therefore, the results are not presented. Additionally,
one advantage of the present implicit gradient method is sharing the velocity gradients between inviscid and
viscous fluxes, which would not be possible with the TENO5 scheme.
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Figure 11: Density gradient plots using IGEMP and IG4MP, Example for Re = 2500 on a grid size of 2000 x 1000 and the
wall density profile.

5. Possible limitations of BVD approach

5.1. Unlimited schemes and analysis of BVD algorithm for “low dissipation” scheme.

In this section, we present the difficulties of the BVD algorithm when a low-dissipation linear scheme is used.
In this regard, the low dissipation IG4H (H stands for Hermite) considered by Chamarthi in [55] is used as the
linear scheme as opposed to the IG4 approach considered earlier. In the IG4H approach, the second derivatives
are computed as a function of the primitive variables and the gradients at the cell centers and are given by the
following formula.

2 . . . 1
U’ = (Aﬁ) (Uj+1 -2U; + Uj_1> —(Ga7) Ui = U’ (70)

Such an evaluation of the second derivatives will lead to a low dissipation scheme. In the equations 7 we
compute the first derivatives by using the optimized fourth-order compact derivatives given by Equation .
Then, we use the explicit scheme given by Equation to compute second derivatives. The spectral properties
of the IG4H are already analyzed in [55], and the readers can refer to the original paper.

One can see from Fig. [I2) that the IG4H scheme has lower dissipation than the IG4. Once again, we carried
out the numerical simulations for the inviscid Taylor-Green vortex for the low dissipation scheme, Example
Similar to the observations in Fig. the unlimited linear scheme 1G4H gave better results than the 1G4
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and IG6 for kinetic energy and enstrophy, which also agrees with our theoretical observations from the Fourier
analysis in Fig. [[2]
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Figure 12: Dispersion and Dissipation properties of the linear upwind schemes 1G4 and IG4H.
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Figure 13: Normalised kinetic energy and enstrophy for different schemes presented in Example on grid size of 643. Solid line
with circles: exact solution; red line: 1G4; green line: IG4H.

The Taylor-Green vortex test case does not have discontinuities in the flow; therefore, the linear IG4H
scheme may not encounter any difficulties. Next, we will consider test cases with discontinuities. Chamarthi
and Frankel already performed such an analysis with a linear scheme in [6]. It is once again carried out with
the IG4H and IG4 schemes here. Readers can see Fig. 14 and the corresponding analysis in [6].

Numerical experiments are carried out for the Examples and using the linear schemes IG4H and
IG4, i.e., without any nonlinear shock-capturing mechanism and compared with the exact solutions for better
understanding of the BVD algorithm. All the numerical simulations are performed with a CFL of 0.2. Primitive
variables are interpolated to the cell interfaces for both IG4H and 1G4 schemes. For the Sod and Lax problems
in Example [£.2] we considered N = 200, and for the Shu-Osher problem in Example [{.3] we carried out the
simulations on the grid size of N = 300 and the following observations are made:

e Figs. and show the density and velocity profiles for the Sod problem. We can see that the
oscillations are only observed near the discontinuities for the 1G4 scheme, whereas for the IG4H scheme,
the oscillations are much more spread out and with higher amplitudes. Near the expansion wave, shown
in inset-2 of Fig. the IG4H scheme has more oscillations which are clearly due to the low dissipation
property of the scheme in high wavenumber regions. Similarly, even in the velocity profile, the oscillations
observed in IG4H are far more pronounced than in the IG4 scheme. Similar observations can also be made
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for the Lax problem from Figs. [14(c)[ and |14(d)l Therefore, using the BVD approach, it is sufficient to
correct fewer cells for the 1G4 scheme, along with the Riemann solver, compared with the IG4H scheme.

o Figs. [14(e)| and |[14(f)| show the density and velocity profiles for the Shu-Osher problem using 1G4 and
IG4H schemes. Both the schemes have preserved the wave-like structures, but once again, the IG4H
scheme has oscillations much more spread out in the velocity profile as shown in the inset of Fig{l14(f)
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Figure 14: Density and velocity profiles by 1G4 and IG4H schemes for various test cases. Figs. (a) and (b) corresponds to the
Sod problem, Figs. (c¢) and (d) corresponds to the Lax problem in Example and Fig. (e) and (f) corresponds to the Shu-Osher
problem, Example Red stars: 1G4 and Green squares: 1G4H.

With these observations, we have conducted further numerical experiments using the IG4H and MP5 schemes
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as a combination for the BVD algorithm. Similar to the approach used for the IG4 and IG6 schemes earlier, we
compute the TBV of the IG4H scheme using the Equation . All the interface values at j — %, j— %, i+ %
and j + %, for both L and R are modified according to the same algorithm as before, Equation , for each
primitive variable. We denote the non-linear scheme as IG4H-BVD.

IGAH _ |77L,IG4H R,IG4H LIGAH R,IG4H
TBV; - |Uj—% o Uj—% ’ + ‘Uj—&-% - Uj+% |’ (71)

K,IGAH K,MP5

U™, =U"5"",
J—3 J—3
K,IG4H K,MP5

UKIGAH _ 7K.)

1 I

J—3 J
it TBYMPS < pRyIGAH ’ ’ (72)
Uj]i,iG4H _ UJ{?&WPS’
2 2

K,JGAH _ ;7K,MP5
Uj+% o Uj+%
To elucidate the difficulties concerning low dissipation IG4H scheme along with the BVD algorithm, we
consider the blast wave test case of Woodward and Colella [40]] with the following initial conditions:

(1,0,1000), if 0.0 <z < 0.1,
(p,u,p) = ¢ (1,0,0.01), if0.1<z<0.8, (73)
(1,0,100), if 0.8 <z < 1.0.

The case was solved on a computational domain 2 = [0, 1] with N = 400 uniformly distributed grid points until
a final time, ¢ = 0.038.

One can see oscillations in the density profile for the IG4H scheme using the BVD algorithm. As it is
observed from Fig. [14] that the IG4H scheme has oscillations much more spread out than the IG4 scheme, which
indicates the number of cells that are to be corrected by the MP5 scheme will be significantly more. These
oscillations are directly related to the low-dissipation property of the IG4H scheme.

Similar oscillatory results are observed with the P4T2 scheme of Deng et al. [42], see their Fig. 13, which
is a combination of the fifth-order linear upwind and THINC schemes. Oscillations in the blast wave test case
are also observed in all the follow-up papers of the P4T2 scheme, see Fig. 6 in [46] and oscillations are observed
even in velocity profiles, see Fig. 13 of Ref. [47]. The fifth-order linear upwind scheme also has low dissipation
properties similar to the IG4H scheme, which may contribute to such oscillations.

o IG4H-BVD
*  IG4MP-BVD
Exact

“ ~_

0.4 0.5 0.6 0.7 0.8 0.9 1.0
b

Figure 15: Density profile for the blast wave test case, with initial conditions given by Equation (73)), using the BVD approach for
IG4H and 1G4 schemes.

These results indicate that the BVD algorithm may encounter difficulties with low dissipation schemes. To
overcome the shortcomings of the BVD algorithm concerning the low dissipation IG4H scheme Chamarthi has
proposed a different shock-capturing algorithm in [55]. The possible shortcoming of the BVD algorithm is that
the no.of cells that needs to be corrected based on the TBV criteria in Equation ([72) is challenging to judge.
Chamarthi and Frankel [6] have studied various combinations of schemes with the BVD algorithm, and the
readers can refer to the Appendix of [6].
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5.2. High-order accuracy with linear IG4 and IG6 schemes

Fourier analysis is typically carried out for a linear advection equation [42] 58, [56]. Through Fourier analysis,
it has been shown in the earlier subsection that the newly derived implicit gradient schemes are fourth-order
accurate. However, when the proposed scheme is implemented for Euler equations, specifically for non-linear
test cases, it was shown to be only second-order accurate in the Table [2, To understand this loss of accuracy,
we carried out the following analysis. The introduction explains that the convective fluxes are computed using
a Riemann solver, and the generic equation is rewritten below.

Riemann
F 1 =

1
itz 5l

1
B Fr + FR] - §‘A]+%|( f.g_% - jL+%)a (74)
In this paper, the interface fluxes Fr, and Fr are computed from the Uy, and Ugr as the BVD algorithm
only works with primitive variable reconstruction [42] 46l [l [6]. However, interface fluxes thus obtained will
lead to loss of high-order accuracy and will only be second-order accurate [58], Equation .

FL computed as F(Uy,) — Second-order accurate (75)
If the interface fluxes are directly computed using the fluxes at the cell centres (denoted as f), one will attain
the desired order of accuracy, Equation .

Fr computed as F(fL,) — High-order accurate (76)

The linear 1G4 and IG6 schemes are reevaluated with the flux reconstruction as opposed to the primitive
variable reconstruction in Equation and the results are shown in Table [3| As a result, it can be seen that
the genuine fourth-order accuracy for the Isentropic convecting vortex test case considered in Example has
been obtained by both 1G4 and IG6 schemes.

Table 3: High-order accuracy using flux reconstruction

N IG4 (f) Order IG6 (f) Order
252 8.80E-04 - 2.05E-03 -
502  3.86E-05 4.51 6.32E-05 5.02
1002 2.02E-06 4.26 2.51E-06 4.65
2002 1.26E-07 4.01 1.35E-07 4.22

However, obtaining high-order accuracy concerning the nonlinear shock-capturing scheme is challenging
when using the BVD algorithm. As explained earlier, the BVD algorithm works only with primitive variables
and thus loses design order of accuracy. Therefore, obtaining both high-order accuracy and shock-capturing in
the framework of the BVD algorithm is a challenging task (which is not presented in the open literature) and
will be considered a future work. Alternatively, it may also be possible to use the approach used by Balsara and
Kim [61], Zanotti and Dumbser [62], and Pidatella et al. [63] and still get high-order accuracy using primitive
variable reconstruction with appropriate modifications in the current scheme for both inviscid and viscous fluxes.

6. Conclusions

In this paper, linearly high-order implicit gradient schemes have been developed based on a quadratic
reconstruction combined with implicitly computed derivatives. Although the developed schemes are fourth-
order accurate only for linear equations and the formal order of accuracy reduces to second-order for nonlinear
equations, they still act as very low-dissipation/dispersion schemes and are capable of producing highly-resolved
solutions even for problems with shock waves. Important contributions and observations of the paper are
summarized as follows

1. We proposed a novel approach of computing the cell interface values for cell-centered conservative frame-
work where the gradients of reconstruction polynomials are computed by compact finite differences. We
have shown that fourth-order accuracy for linear problems can be achieved with a quadratic solution
reconstruction if the derivatives are computed implicitly.

2. We demonstrated that linearly high-order schemes can still serve as very low-dissipation/dispersion schemes
for highly nonlinear problems with discontinuous solutions. Problem independent shock-capturing tech-
nique via the BVD algorithm gave superior results for several benchmark test cases involving shocks and
small scale features.
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Appendix
A. Fifth-order monotonicity-preserving scheme

In this Appendix the procedure for fifth-order monotonicity-preserving scheme of [31] is documented. For
brevity, we only explain the procedure for the left interface values, UL_;_]Z[PS, since the right interface values,

Uj.z’_ﬂfpf’ can be obtained via symmetry. The steps involved are as follows.
2
Linear : Linear - Linear MP —20
ybmps _ ) Ui if (Uj+1/2 _UJ‘) (Uj+1/2 _Uj+1/2> < 1077, (77)
EARE Uyﬁ‘f%‘ear otherwise,
where
Ui = @(Qﬂj,g — 130,y +470; + 270,41 — 3U0;40),
Uppse = UL+ minmod (U, — UL U, — U )|
U%_IE/Q = Uj + minmod |:Ijj+1 — Ijj, 7 (ﬂj - ﬂj_l)i| ,
it = max [min (05, 0540, UME ) min (05, UV 1, UL, )]
PiY /e = min [max (Uj, Ui, Uﬁ?ﬂ) , max (Uj,Ué-]fl/yUJLfl/Q)} , (78)
1/~ N 1
U;'V—I&-?/Q = 9 (Uj + Uj+1> - §d%-1/27
Uy =0;+4(0; - 0,4),
1 /.~ N 4
Ut = 5 (3UJ‘ - Uj—1> + gdé\{l/%
d}11/ = minmod (4d; — dji1,4d;41 — d, d;, ;1)
dj = fjj_l — Qij + ﬂj-i—lv
where,
1
minmod(a,b) = 5 (sign(a) + sign(b)) min(lal,|b]), (79)

The MP5 reconstruction involves the transforming of primitive variables into characteristic variables and
readers are referred to section 2.3 in [6].
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