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Abstract This paper introduces a novel approach for recovering sparse signals
using sorted L1/L2 minimization. The proposed method assigns higher weights
to indices with smaller absolute values and lower weights to larger values,
effectively preserving the most significant contributions to the signal while
promoting sparsity. We present models for both noise-free and noisy scenarios,
and rigorously prove the existence of solutions for each case. To solve these
models, we adopt a linearization approach inspired by the difference of convex
functions algorithm. Our experimental results demonstrate the superiority of
our method over state-of-the-art approaches in sparse signal recovery across
various circumstances, particularly in support detection.
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1 Introduction

The recovery of sparse signals is a fundamental and critical issue in compressed
sensing (CS) [4]. It involves identifying the solution with the smallest num-
ber of non-zero entries in a linear equation, particularly in high-dimensional
scenarios. Regularization methods are widely used and effective techniques
for this purpose, as they balance data accuracy with penalty terms. Regu-
larization can fit a function appropriately to the given constraint, alleviating
overfitting to some extent. In compressed sensing, sparse signals can also be
seen as compressible. Retrieving the sparsest and most accurate solution from
a linear constraint can be expressed as an optimization problem, as shown
below:

min
x∈Rn

‖x‖0 s.t. Ax = b, (1)

where ‖x‖0 denotes the number of nonzero entries in x with A ∈ R
m×n as

the sensing matrix and b ∈ R
m as the measurement vector . The problem (1)

is computationally intractable and falls into the category of NP-hard prob-
lems [17], meaning it cannot be solved in polynomial time as the problem size
grows. As a practical alternative, the L1 penalty regularization can be used
instead, which replaces the L0 norm with its convex envelope. The resulting
optimization problems are

min
x∈Rn

‖x‖1 s.t. Ax = b, (2)

and

min
x∈Rn

{λ ‖x‖1 +
1

2
‖Ax− b‖22}, (3)

where λ is the regularization parameter. A significant breakthrough in com-
pressed sensing theory was achieved through the development of the restricted
isometry property (RIP) [2]. This property provides constraints on the ap-
proximation to an orthogonal matrix, ensuring that the solution of (2) is the
optimal solution to the original minimization problem (1). The resulting opti-
mization problems, (2) and (3), can be solved using various algorithms, such
as gradient descent, iterative support detection (ISD) method [31], coordinate
descent [32], and the alternative direction method of multipliers (ADMM) [1].

While the L1 minimization is computationally tractable, it has been noted
in [5] that it is biased towards large coefficients. As a result, nonconvex relax-
ation techniques have emerged to give closer approximations to the L0 norm.
In addition to the p-th power of Lp with 0 < p < 1 [3], other widely-used sparse
models include the smoothly clipped absolute deviation (SCAD) [33], capped
L1 [40,23,14], minimax concave penalty (MCP) [38], and the transformed L1

(TL1) [15,39].
In recent years, there has been interest in the L1-L2 model, which is de-

fined as ‖x‖1 − ‖x‖2, due to its success in sparse signal recovery [42,12],
particularly in scenarios where the sensing matrix has high coherence. One
advantage of the L1-L2 penalty [35] over L1 is its unbiased characterization of
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one-sparse vectors. However, as the number of leading entries (in magnitudes)
increases, L1-L2 becomes biased and behaves similarly to L1. Furthermore, a
scale-invariant functional based on the ratio of L1 and L2 norms, denoted as
L1/L2, has been proposed [22]. This penalty function performs well in both
high and low-coherence cases and has been shown to possess the sNSP (strong
Null Space Property). The sNSP provides a stronger condition than the origi-
nal NSP (Null Space Property) [19] for ensuring that a matrix A can generate
a solution vector x that is a local minimizer of L1/L2. Several recent works
have demonstrated the advantage of this penalty function in various applica-
tions such as signal processing [22,29], medical imaging reconstruction [28],
and super-resolution [27].

The Lt,1 metric, proposed by Hu [10], is a closely related metric to this
study. It excludes large magnitude entries in penalization, resulting in a better
approximation to L0 than L1. This approach was integrated into the iterative
support detection (ISD) method [31], which minimizes

∑

i/∈T |xi|, where T
is a fixed set containing the indices of the large magnitude entries from the
previous reconstruction. Ma et al. [16] developed the truncated Lt,1−2 model,
which incorporates a similar idea into the L1-L2 model. More recently, these
truncated ideas have been incorporated into the L1/L2 framework: [30] re-
placed the denominator into L∞ which is equal to truncate the entries to the
one with the largest magnitude. [8] adjust numerator into Lt,1 and prove the
restricted isometry property. In addition, Huang et al. [11] proposed a sorted
L1 minimization, where the truncated effect is transformed into a weighting
scheme based on the ranks of the corresponding components among all the
components in magnitude.

In this study, we propose a novel nonconvex minimization model, called
the sorted L1/L2, to promote sparsity in signal recovery. Our approach is
inspired by the effectiveness of the L1/L2 method [22,25,27,29,28] and the
truncated/sorted models, such as the sorted L1 method [11], which penalize
components based on the order of their absolute value. Our model extends the
sorted L1 method by incorporating the L2 norm and offers a flexible framework
for promoting sparsity. The major contributions are three-fold:

(a) We propose the sorted L1/L2 model to solve the sparse signal recovery
problem in noise-free and noisy scenarios.

(b) We provide theoretical proof of the existence of the solution and employ
a linearization algorithm for numerical optimization.

(c) We perform various experiments to showcase the effectiveness of our pro-
posed method and demonstrate its superiority over current state-of-the-art
techniques in both noise-free and noisy scenarios, with a particular focus
on support detection.

The rest of this paper is organized as follows. The proposed minimization
models are presented in detail in Session 2 with a toy example. We also provide
a theoretical analysis of the existence of solutions in both noisy and noise-
free cases in Section 3. The algorithmic development for the two models is
introduced in Section 4. In Section 5, we present the results of our numerical
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experiments, which include sparse recovery in various sensing matrices and
models. Finally, we conclude with a summary of our findings and suggestions
for future work in Section 6.

2 Sorted L1/L2 minimization

In this section, we introduce a novel nonconvex optimization model called the
sorted L1/L2 minimization. Given the signal x ∈ R

n, we can build a non-
negative vector w ∈ (0, 1]n such that

0 < wi1 ≤ wi2 ≤ ... ≤ win ≤ 1,

where the sequence is sorted by the magnitude of x in a decreasing order
|xi1 | ≥ |xi2 | ≥ · · · ≥ |xin |. The nonconvex sorted L1/L2 regularization is
defined as

Rw(x) :=
‖w⊙ x‖1

‖ (1−w)⊙ x‖2
, (4)

where ⊙ is the Hadamard product or elemental-wise multiplication, i.e., (p⊙
q)i := piqi, pi ∈ p, qi ∈ q. Here we define ‖0‖1

‖0‖2

= 0 and require w 6= 1.

Sorted L1/L2 regularization shows high flexibility due to the weight vector
applied on x. When wi =

1
2 , ∀i, (4) becomes the original L1/L2 model. Besides,

the scale-invariant property is preserved in the sorted L1/L2 minimization,
which is exactly the same property as the L0 model. In the numerator, we
penalize the entries with small magnitudes by giving them a large weight such
that the restored signal is encouraged to be sparse. On the other hand, we
use a small weight to protect those entries with large magnitudes since these
entries in the support should not be suppressed. In the denominator, we do
the opposite way by assigning large weights for large magnitudes, and small
weights for small magnitudes. This is because minimizing one over the L2 norm
is equivalent to maximizing the L2 norm. In light of the above motivation,
the big magnitude can be protected by assigning a large weight to a large
magnitude for the denominator.

With this sparse term, we get a constrained method in the noise-free case

min
x∈Rn

Rw(x) s.t. Ax = b. (5)

For the noisy case, an unconstrained minimization model can be formulated
as

min
x∈Rn

{

λRw(x) +
1

2
‖Ax− b‖22

}

, (6)

where λ is a regularization parameter.
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2.1 A toy example

Now we give a toy example to study the behaviors of the sorted model and
compare it with different sparse models. Here, we consider a noise-free problem
and aim to solve the sparsest solution that satisfies a given linear equation





1 0 a 0
0 1 −2 0
0 1 0 −2



x =





1
1
1



 ,

where a 6= −2 is a parameter. Notice that the linear equation is under-
determined. Any general solution of this linear equation has the form of
x = (−ak+1, 2k+1, k, k) for a scalar k ∈ R. The sparsest solution is (1, 1, 0, 0)
obtained by k = 0. Here we plot the objective values of each mentioned vector
for three particular values of a. Specifically, we follow [11] and set the weight
vector w in our proposed model as

wi =

{

1 otherwise,

e−r(t−i)/t i ∈ Γx,t.
(7)

where r is a “slope rate” constant controlling the curvature of the weight
curve and Γx,t is a set containing the index of the entries of x with the t
largest magnitudes, i.e., for any i /∈ Γx,t, j ∈ Γx,t, |xi| ≤ |xj |.
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Fig. 1 The objective value of different models when a = −3 (left), a = 3.5 (middle), a = 4
(right). Model parameters setting: sorted L1/L2: t = 2, r = 5.

In Figure 1, only our proposed sorted L1/L2 model can obtain the sparsest
solution k = 0 as the global minimizer for all the cases. The L1 method
fails when a = −3 while it has multiple minimizers when a = 4. The L1/L2

regularization only gets the sparsest solution when a = −3, and L1-L2 fails
for all cases.

Figure 2 shows that r affects the scale of the objective value. A smaller
value of r corresponds to a larger weight thus it will result in a larger value of
the numerator, as well as a smaller value of the denominator. In the case of
a = 3.5 and a = 4, different values of r lead to different optimal solutions. It
is observed that when r = 5, the sorted model can find the sparsest solution
in all the cases.
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Fig. 2 The effect of slope rate r in the sorted L1/L2 model when a = −3 (left), a = 3.5
(middle), a = 4 (right).

3 Theoretical analysis: Solution existence

In this section, we will discuss the theoretical properties of the sorted L1/L2

model. We adapt some analysis in [24,37] to prove the solution existence of the
sorted L1/L2 models in both the noise-free and noisy models. Note that {xk} is
called a minimizing sequence of (5), if Axk = b for all k and limk→∞ Rw(xk) =
s∗, where

s∗ = inf
x∈Rn

{Rw(x) | Ax = b} . (8)

Our analysis involves an auxiliary problem as follows

p∗ := inf
x∈Rn

{Rw(x) | x ∈ ker(A)\{0}}. (9)

First, we show our proposed regularization Rw(x) is bounded under a mild
assumption.

Lemma 1 Given a nonzero signal x ∈ R
n, if there exists δ > 0, such that

wi ≥ δ, ∀i then we have

δ ≤ Rw(x) ≤
√

‖x‖0 ≤ √
n. (10)

Proof Here we can get a lower bound of Rw(x) as

Rw(x) ≥
‖w⊙ x‖1

‖x‖2
≥ ‖w⊙ x‖2

‖x‖2
≥ δ‖x‖2

‖x‖2
= δ.

On the other hand, we have ‖x‖1 ≤
√

‖x‖0‖x‖2 and w is sorted by the

magnitude of x in a decreasing order, then Rw(x) ≤ ‖x‖1

‖x‖2

≤
√

‖x‖0 ≤ √
n.

Regarding the noise-free problem (5), it is clear to see that only when
b = 0, we have x = 0. Therefore, the global optimal solution cannot be a
trivial solution 0, if b 6= 0. Next, we show the same conclusion in the noisy
case (6).

Theorem 1 Support A is an under-determined matrix, b ∈ Im(A). Denote
F (x) := λRw(x)+

1
2‖Ax−b‖22. For sufficiently small parameter λ, the optimal

solution of (6) cannot be 0.
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Proof Since A is an under-determined matrix and b ∈ Im(A), there exist
infinitely matrix solutions in Ax = b. Denote

x̂ = argmin
x

‖x‖2 such that Ax = b.

Based on Lemma 1, we have

F (x̂) =
λ‖w ⊙ x̂‖1

‖ (1−w)⊙ x̂‖2
≤ λ

√

‖x̂‖0,

Hence, if λ <
‖b‖2

2

2
√

‖x̂‖0

, then we have F (x̂) <
‖b‖2

2

2 = F (0), which leads the

global minimizer of (6) can not be 0.

Next we discuss the non-emptiness of the auxiliary problem (9) and the
relationship between s∗ and p∗.

Lemma 2 Consider (9), assume w is larger than zero, i.e., there exists δ > 0,
such that wi ≥ δ, ∀i, then p∗ < +∞ and the solution of (9) is nonempty for
any A ∈ R

m×n and x ∈ R
n.

Proof Suppose there exists an unbounded sequence {zk} of (9) such that

Rw(z
k) → p∗ as k → +∞. It implies p∗ < +∞. Defining ẑk = z

k

‖zk‖2

, which

is bounded and belongs to ker(A)\{0}. Owing to the scale-invariant property
of the sorted L1/L2, we have Rw(ẑ

k) = Rw(z
k) → p∗.Therefore, we get one

accumulation point z∗ ∈ ker(A)\{0} from this bounded sequence. Thus we
prove the solution set of p∗ is nonempty.

Lemma 3 Consider (8) and (9), for any A ∈ R
m×n, x ∈ R

n, one can obtain
s∗ ≤ p∗.

Proof For every v ∈ ker(A) \ {0}, we will get s∗ ≤ Rw(x + tv), where t ∈ R

is a constant. Thus we derive

lim
t→∞

Rw(x+ tv) = lim
t→∞

Rw(x/t+ v) = Rw(v). (11)

Eventually, we will obtain

s∗ ≤ Rw(v), (12)

where v ∈ R
n, v ∈ ker(A) \ {0}, which leads to s∗ ≤ p∗, directly.

By the definition in (8), we suppose there exists an unbounded minimizing
sequence xk converge to s∗, i.e., limk→∞ Rw(x

k) = s∗. After that, we now
prepare to prove that p∗ is equivalent to s∗.

Lemma 4 Consider (8) and (9), for any A ∈ R
m×n, x ∈ R

n, one can ob-
tain s∗ = p∗ if and only if there exists a minimizing sequence of (8) that is
unbounded.
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Proof Suppose there is an unbounded minimizing sequence
{

xk
}

of the noise-
free problem (8). Without loss of generality, assume we have ‖xk‖2 → ∞ and

denote limk→∞
x
k

‖(1−w)⊙xk‖2

= x∗ for some x∗ where ‖w⊙x∗‖1 = s∗ according

to the definition of the minimizing sequence. In addition,

Ax∗ = lim
k→∞

Axk

‖ (1−w)⊙ xk‖2
= lim

k→∞

b

‖ (1−w)⊙ xk‖2
= 0. (13)

Hence x∗ ∈ ker(A) \ {0}. One can obtain ‖(1−w)⊙ x∗‖2 = 1, which implies

p∗ ≤ Rw(x
∗) =

‖w⊙ x∗‖1
‖(1−w)⊙ x∗‖2

= s∗. (14)

Combining Lemma 3, we obtain p∗ = s∗.
Now we prove the necessary condition: suppose that s∗ = p∗, since s∗ < ∞,

we have a sequence
{

dk
}

satisfying dk ∈ ker(A)\{0} such that limk→∞ Rw(d
k) =

p∗. Without loss of generality, assume limk→∞
d

k

‖(1−w)⊙dk‖2

= d∗ for some d∗

with ‖(1−w)⊙ d∗‖2 = 1. It follows that

Ad∗ = lim
k→∞

Adk

‖(1−w)⊙ dk‖2
= 0

with ‖w⊙ d∗‖1 = lim
k→∞

Rw(dk) = p∗.
(15)

Now we choose one fixed x̄ such that Ax̄ = b and define xl = x̄ + ld∗ for
l = 1, 2, .... One can obtain Axl = b for all l. Thanks to (11), then the
following equality achieved

lim
l→∞

Rw(x
l) = lim

l→∞
Rw(x̄+ ld∗) = Rw(d

∗) = p∗ = s∗ (16)

since ‖xl‖2 → ∞ as l → ∞. Thus, xl is an unbounded minimizing sequence
for (1), which indicates our proof is complete.

In [25,37,26,41], the existence of globally optimal solutions is analyzed
based on the spherical section property (SSP). Here we revisit SSP and prove
the solution’s existence.

Definition 1 (spherical section property [26,41]) Let m, n be two positive
integers such that m < n and V be an (n −m)-dimensional subspace of Rn.
We say that V has the s-spherical section property if

inf
v∈V \{0}

‖v‖1
‖v‖2

≥
√

m

s
. (17)

Theorem 2 (solution existence in (5)) Consider (5), suppose that ker(A) has
the sorted spherical section property for some s > 0 and there exists x̃ ∈ R

n

such that ‖x̃‖0 < δ2m/s and Ax̃ = b. If there exists δ > 0, such that wi ≥ δ, ∀i,
then the set of optimal solutions of (5) is nonempty.
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Proof According to the sorted spherical property of ker(A) and the definition
of p∗ in (9), one can obtain p∗ satisfies p∗ ≥ δ

√

m/s. According to Lemma 1,
it follows that

s∗ ≤ ‖w ⊙ x̃‖1
‖(1−w)⊙ x̃‖2

≤
√

‖x̃‖0 < δ

√

m

s
≤ p∗, (18)

where the left term is satisfied with Ax̃ = b, and the middle term is due to
the equivalence of norms, while the last term holds by our assumption. Thus
s∗ < p∗. Combining Lemma 4, we obtain that there is a bounded minimizing
sequence

{

xk
}

for (5). One can pass to a convergent subsequence
{

xkj
}

so
that limj→∞ xkj = x̄ for some x̄ satisfying Ax̄ = b. Since b 6= 0, it implies
x̄ 6= 0. We then upon using the continuity of Rw(x) at x̄ and the definition of
minimizing sequence that

Rw(x̄) =
‖w ⊙ x̄‖1

‖(1−w)⊙ x̄‖2
= lim

j→∞

‖w⊙ x̄kj‖1
‖(1−w)⊙ x̄kj‖2

= s∗. (19)

This shows that x̄ is an optimal solution of (5). Then the proof is completed.

Theorem 3 (solution existence in (6)) Denote the infimum of the objective
function as

F ∗ := inf
x∈R

n
λRw(x) +

1

2
‖Ax− b‖22 < ∞. (20)

If A ∈ R
n is full row rank, b /∈ 0, there exists δ > 0, such that wi ≥ δ, ∀i, and

0 < λ <
‖b‖2

2

2(
√
n−δ)

, then the solution set of (6) is nonempty.

Proof Since A is full row rank, one can obtain x̃ := A⊤(AA⊤)−1b such that
Ax̃ = b. According to Theorem 1, there exist a sequence taking from {xk}
where xk 6= 0, such that lim

k→∞
F (xk) = F ∗. Then we will show the optimal

solution being nonempty via the following two cases:
(i) Assuming that there is only a finite number of k such that xk /∈ ker(A),
without loss of generality, if erasing these elements and maintaining the rest
still as xk, it will make the following inequality set up,

λ
√
n ≥ F (x̃) ≥ F ∗ = lim

k→∞
F
(

xk
)

≥ λδ +
1

2
‖b‖22, (21)

which violates the condition 0 < λ <
‖b‖2

2

2(
√
n−δ)

.

(ii) If there are infinite number of k such that xk /∈ ker(A). Thus there must
be a subsequence

{

xki
}

such that
{

xk
}

⊇
{

xki
}

with xki /∈ ker(A). We can
obtain

√

σmin (A⊤A)
∥

∥xkj
∥

∥

2
− ‖b‖2 ≤

∥

∥Axkj
∥

∥

2
− ‖b‖2

≤
∥

∥Axkj − b
∥

∥

2
≤ 2

√
F ∗.

(22)
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Here the first term is the smallest eigenvalue of the matrix A⊤A. The last
term is due to ‖Axki − b‖22 ≤ 2F (xki) ≤ 4F ∗ with a sufficient large subscript

i. The result implies {xki} is bounded, thus there exists a subsequence xkij

converging to x̂ such that,

lim
j→∞

F (xkij ) = F ∗. (23)

Thus x̂ ∈ argmin
x∈Rn

F (x), which is a global minimizer of (6), and hence the

solution set is nonempty.

4 Algorithms development

This section provides algorithms for the noise-free (5) and noisy models (6).

4.1 Noise-free case

The constrained model (5) can be rewritten as

min
x∈Rn

{Rw(x) + I0(Ax − b)} , (24)

where I0 is an indicator function enforcing x to satisfy the constraint

I0(t) =

{

0 if t = 0,

+∞ otherwise.
(25)

Here we adopt a DCA-type algorithm to solve the problem (24). Note that
DCA is a descent algorithm for minimizing the difference of convex (DC)
functions [20,21]. Here, we use the same scheme but relax the limitation of
convex functions. Generally, DCA splits the objective function into two terms
G and H :

min
x∈Rm

F (x) := G(x) −H(x).

Starting from an initial point x0, DCA iteratively constructs two sequences
{

xk
}

and
{

yk
}

:
{

yk ∈ ∂H
(

xk
)

xk+1 ∈ argmin
x

G(x) −
〈

x,yk
〉

,

where yk ∈ ∂H
(

xk
)

, i.e., yk is a subgradient of H(x) at xk. In our problem
(24), we consider the decomposition as follows:

G(x) = α‖x‖1 + I0(Ax− b),

H(x) = α‖x‖1 −Rw(x).
(26)
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Here G(x) is convex, but H(x) may may not be. Note that the selection of the
weight guarantee ‖(1−w)⊙ x‖2 does not equal zero, and we get

∂H(x) = α∂‖x‖1 −
∂‖w⊙ x‖1

‖ (1−w)⊙ x‖2
+

‖w⊙ x‖1(1 −w)2 ⊙ x

‖ (1−w)⊙ x‖32
. (27)

Therefore, yk can be set as yk = α sign(xk)− sign(w⊙x
k)

‖(1−w)⊙xk‖2

+ ‖w⊙x
k‖1(1−w)2⊙x

k

‖(1−w)⊙xk‖3

2

,

where sign(v) is a signum function sign(v)i =











1 vi > 0,

0 vi = 0,

−1 vi < 0.

After computing

yk, the x-subproblem can be formulated as a linear programming problem.
Notice that

xk+1 = argmin
x

{

α‖x‖1 + I0(Ax− b)−
〈

x,yk
〉}

, (28)

which can be formulated into a linear programming (LP) problem by nonneg-
ative transformation with x. Assume x ∈ R

n can be split into the minus of two

nonnegative parts x = x+−x−, where x+ ≥ 0 and x− ≥ 0 and let x̂ =

[

x+

x−

]

.

Then the linear constraint Ax = b turns to Āx̂ = b where Ā = [A−A]. Then
the problem will be

min
x≥0

1Tx s.t. Āx = b,

thus after deriving the solution x̂, we could obtain the solution x by

x = x̂(1 : n)− x̂(n+ 1 : 2n).

Besides, since we have the indicator function in G(x), we could formulate it
to

xk+1 = argmin
x

{

α‖x‖1 + I0(Ax − b)−
〈

x, ∂H
(

xk
)〉}

= argmin
x

{

α‖x‖1 −
〈

x,yk
〉

s.t. Ax = b
}

,
(29)

which can be efficiently solved by an optimization software called Gurobi.
In addition, since we do not assume to know the order of the magnitude in

the ground truth signal x̄. We sort the entries of xk during each iteration and
update the weight accordingly. The algorithm is summarized as Algorithm 1.

4.2 Noisy case

We consider the unconstrained model (6). Similar to the noise-free case, we
first use a DCA-type scheme to split the optimization problem to be two-part:

G(x) = α‖x‖1 +
1

2
‖Ax− b‖22

H(x) = α‖x‖1 − λRw(x),
(30)



12 Chao Wang et al.

Algorithm 1 The sorted L1/L2 minimization via DCA-type algorithm in the
noise-free case.

Input: A ∈ R
m×n,b ∈ R

m×1, Max and ǫ ∈ R, ρ ∈ R
Initialization: k = 1 and solve the L1 minimization to get x1

while k < Max or ‖xk − xk−1‖2/‖xk‖ > ǫ do

yk = α sign(xk) −
sign(w⊙x

k)

‖xk−w⊙x
k‖2

+
‖w⊙x

k‖1(1−w)2⊙x
k

‖xk−w⊙x
k‖3

2

Adopt Gurobi to solve the linear programming problem and obtain xk

Update the weight w based on xk

k = k + 1
end while

return xk

where α is the parameter about the degree of convexity in each term. Here
∂H(x) is exactly the same as (27) in the noise-free case except we have a
regularization parameter for the sorted penalty. Note that through the DCA-
type splitting, we only need to solve the unconstrained quadratic programming
problem,

xk+1 = argmin
x∈Rn

α‖x‖1 +
1

2
‖Ax− b‖22 −

〈

x,yk
〉

, (31)

where yk = ∂H(xk). Here we utilize the alternating direction method of mul-
tipliers (ADMM) to solve the subproblem. By introducing z ∈ R

n as the
auxiliary variable, the optimization problem can be rewritten as:

argmin
x,z∈Rn

α‖z‖1 +
1

2
‖Ax− b‖22 −

〈

z,yk
〉

s.t. x = z. (32)

The augmented Lagrangian can be illustrated as:

Lk
δ (x, z;v) = α‖z‖1 +

1

2
‖Ax− b‖22 −

〈

z,yk
〉

+
δ

2
‖x− z+ v‖22 . (33)

Here the problem just generates two subproblems with a scaled dual variable
updating the residual at the next iteration:















xj+1 := argmin
x

Lk
δ (x, zj ;vj),

zj+1 := argmin
z

Lk
δ (xj+1, z;vj),

vj+1 := vj + zj+1 − xj+1,

(34)

where the subscript j represents the inner loop index, as opposed to the super-
script k for outer iterations. For the subproblem of x, since (33) is a quadratic
function, the minimization of subproblem x can be reformulated as the prox-
imal, then the closed-form solution will be

xj+1 = (A⊤A+ δI)−1(A⊤b+ δ(zj + vj)). (35)

Then the subproblem of solving z is the solution of the soft-threshold operator,

zj+1 = shrink
(

xj+1 − vj + yk,
α

δ

)

, (36)
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where

shrink(x, a)i =











xi + a xi < −a,

0 −a ≤ xi ≤ a,

xi − a xi > a.

The last multiplier can be updated with the residual of z and x at iteration
j + 1.

vj+1 = vj + zj+1 − xj+1. (37)

The algorithm is summarized as Algorithm 2.

Algorithm 2 The sorted L1/L2 minimization via DCA-type scheme in the
case of the noisy case.

Input: A ∈ R
m×n,b ∈ R

m×1, kMax, jMax, ǫ ∈ R, and ρ ∈ R
Initialization: k = 1, and solve for the L1 minimization to get x0

while k < kMax or ‖xk − xk−1‖2/‖xk‖ > ǫ do

yk = α sign(xk) −
λ sign(w⊙x

k)

‖xk−w⊙x
k‖2

+
λ‖w⊙x

k‖1(1−w)2⊙x
k

‖xk−w⊙x
k‖3

2

while j <jMax or ‖xj − xj−1‖2/‖xj‖ > ǫ do

xj+1 = (A⊤A+ δI)−1(A⊤b+ δ(zj + vj)
zj+1 = shrink

(

xj+1 − vj + yk, α
δ

)

vj+1 = vj + zj+1 − xj+1

j = j + 1
end while

xk+1 = xj

Update the weight w based on xk+1

k = k + 1
end while

return xk

5 Numerical results

In this section, we will demonstrate the performance of the proposed meth-
ods via a series of numerical experiments. All the numerical experiments are
conducted on a standard laptop with CPU(AMD Ryzen 5 4600U at 2.10GHz)
and MATLAB (R2021b).

In the noise-free case, we test two types of special sensing matrices, over-
sampled discrete cosine transform (DCT), and Gaussian random matrix. For
over-sample DCT experiments, we follow the works [6,13,36] to define A =
[a1, a2, . . . , an] ∈ R

m×n with

aj :=
1√
m

cos

(

2πhj

F

)

, j = 1, . . . , n, (38)

where h is a random vector independently sampled and uniformly distributed
in [0, 1]m. Here F ∈ Z+ controls the coherence, i.e., with F increasing, the col-
umn of the sensing matrix becomes more coherent. Matrix with high coherence
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results in an ill-posedness, in which one can see that the coherence is generally
describing the multicollinearity of matrix A. On the other hand, we generate
a Gaussian random matrix by using N (0, Σ), where Σ = {(1 − R) ∗ I(i =
j)+R}i,j with a positive parameter R. Note that a larger value of R will lead
to greater difficulty in recovering the sparsest solution [39]. Besides, we gener-
ate the support index of the ground truth x̄ ∈ R

n by the unified distribution
with entries following the standard normal distribution. Then we normalize
the whole ground truth to enforce its maximum to be 1. The measurements b
can be generated naturally by the product of sensing matrix A and the ground
truth x. All tests on sparse recovery obey the same environment setting. We set
the size of sensing matrices 64× 1024 to test the performance with a severely
ill-posed problem. In addition, in the previous work [7], they have shown there
is a minimum separation between these adjacent support index of x̄, recov-
ering the sparsest solution could be possible. Here throughout the noise-free
case, we impose all the models satisfying that: mini,i′∈supp(x) |i− i′| ≥ 1 for
both the oversampled-DCT and Gaussian sensing matrices. For the measure
of performance, we take the relative error (ReErr) between the reconstruction
solution x and the ground truth x̄, defined as ‖x − x‖2/‖x‖2. Furthermore,
Now we define the success rate: the number of successful trials over the total
number of trials. If ReErr < 10−3, then we treat it as a successful trial to re-
cover the ground truth. We adopt a commercial optimization software Gurobi
[18] to minimize the L1 norm via linear programming for the sake of efficiency.
We restrict the values of x+ and x− within [0, 1], owing to the normalization.
The stopping criterion is when the relative error of xk to xk−1 is smaller than
10−8 or iterative number exceeds 10n.

The experiments in the noisy case follow a setup in [34]. We focus on re-
covering a signal x of length n = 512 with s = 130 nonzero elements from m
measurements, represented by b, obtained through a Gaussian random ma-
trix A. The matrix A has normalized columns with a zero mean and a unit
Euclidean norm, and Gaussian noise with zero mean and standard deviation
σ = 0.1 is also taken into account. Fewer m leads to a more difficult and ill-
posed problem for the reconstruction. We use the mean-square error (MSE)
metric to assess the recovery performance. Since the sorted L1/L2 model is a
nonconvex-type model, the choice of initial guess x(0) directly impacts the per-
formance. We use the restored solution via the L1 minimization as the initial
guess throughout the noise-free and noisy case.

5.1 Discussion on weight vector

We consistently utilize the same weight vector as (7) throughout all the nu-
merical experiments. Here t controls the cardinality of Γx,t, and r is the “slope
rate” to determine the shape of w, where a large r clearly leads to a large cur-
vature. Due to the uncertainty of the performance of support detection by L1

initial guess, we choose t around ‖xL1
‖0/3 which is similar to one in [11]. Here

xL1
is the restored signal via L1. Furthermore, it is noteworthy that since the
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weight is an exponential function, a large r will cause a significant propor-
tion of {wi} , i ∈ Γx,t values clustering at very small values. Hence, selecting
a small value for r is a suitable choice at the beginning. In addition, in Fig-
ure 2, one can observe that a small value of r can amplify the scale of local
optimums and makes them sharper, which can improve the probability of the
model encountering the local optimum.

Furthermore, we devise a two-stage weighting scheme. In the first stage, we
use small values of t and d to encourage finding more entries in the support.
After the 20 iteration step, we alter the value of the weight function to accel-
erate the support detection and the convergence. To be precise, in the absence
of noise, we employ (t, r) = (20, 0.8) in the first stage and (t, r) = (27, 3) in
the second stage, whereas, for the noisy case, we choose (t, r) = (100, 0.8) and
(t, r) = (120, 3) in the respective stages. Figure 3 shows the noise-free case,
where the left sub-figure is the shape of the weight vector sorted in ascending
order. Note that changing the value of t not only modifies values of the weight
function but also implies a desire to encompass more possible support sets
that might have been overlooked. Figure 3 shows that the two-stage scheme
has higher success rates for sparse recovery than the one-stage, especially when
the sparsity level is high.
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Fig. 3 Left: two weight functions sorted in an ascending order, where w1 and w2 are with
the parameters (t, r) = (27, 3), and (27, 0.8), respectively. Right: comparison of success rate
with one-stage and two-stage sorted L1/L2 in the noise-free case under the Gaussian random
matrix with R = 0.1.

5.2 Algorithm behaviors

We conduct a numerical experiment to empirically demonstrate the conver-
gence of the proposed algorithms. In the noise-free case, the relative error and
objective value decrease steeply in the first 10 iterations, as shown Figure 4.
The relative error reaches to the computation accuracy 10−15 in the 9-th iter-
ation.
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Fig. 4 The relative error (left) and objective value (right) for empirically demonstrating
the fast convergence of the proposed algorithm for the noise-free model.

Regarding the noisy case, Figure 5 shows the change of the objective value
and relative error with different maximum iterations in the inner loop. Here
maximum iteration for the outer one is set as 100. Note that with the inner it-
eration increasing, curves of objective value and relative error both have larger
curvatures, which empirically show a more rapid convergence rate. Meanwhile,
only one inner iteration will cause the objective value to rise steeply and then
decrease. Besides, although a large number of inner iterations will result in
a more rapid convergence, it takes much more computational time. We ob-
serve that 20 iterations in the inner loop are sufficient to yield good results.
Hence, in the following experiments, we fix the maximum number of the inner
iteration as 20.
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empirically demonstrating the convergence with the noisy model.
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5.3 Comparison on various models

First, we consider the noise-free case and compare the proposed sorted L1/L2

minimization with four models for sparse recovery: the L1 minimization, the
Lp model[3], the L1-L2 model [42,12] and the L1/L2 minimization [22]. Fig-
ure 6 reveals that the sorted L1/L2 model makes the state-of-art performance
with the oversampled-DCT matrix, especially when F = 5 with relatively low
coherence. For a relatively low coherence, the L1-L2 minimization makes the
third best, but it makes the best when F = 10, while the sorted L1/L2 makes
the second best. The L1/L2 model makes the second best and achieves a sim-
ilar performance compared to the sorted L1/L2 model when F = 10. The Lp

method does not perform well in the high coherence F = 10, which is even
worse than L1. Regarding the Gaussian sensing matrix case, Figure 7 shows
that Lp is very excellent. We can clearly see the sorted L1/L2 model gets com-
parable results compared to the Lp model both for R = 0.1 and R = 0.8. While
L1-L2 performs well using oversampled-DCT in high-coherence situations, its
performance worsens in the Gaussian matrix case. It is noteworthy that we
use the same settings and parameters across different matrices or coherence
levels and the robustness of the sorted L1/L2 model.
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Fig. 6 Success rates for different models under the oversampled-DCT matrix.

Now we consider the noisy case and compare the proposed sorted L1/L2

model with other models in the noisy case: L1, L1-L2 [42], Lp via the half-
thresholding method [34], error function for sparse recovery (ERF) [9] and the
oracle performance in recovering a noisy signal. In addition, we implement
and compare the L1/L2 minimization in the unconstrained formulation via
a DCA-type scheme. If the ground truth of support set of s = supp(x) is
known, which is the index set of nonzero entries in x̄, then we can give the
ordinary least square (OLS) solution. Thus we take the MSE of OLS as an
oracle performance with σtr(A⊤

s As)
−1, as the benchmark.

Regarding parameter settings for the noisy sparse recovery, we set δ = 0.8
and α = 0.1 in our model. As for λ, we observe that a smaller value leads
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Fig. 7 Success rates for different models under the Gaussian matrix.

to better performance for smaller m (which corresponds to more challenging
problems), while a larger value of λ is required for larger m (which corre-
sponds to easier problems) to increase the constraint on the penalty term and
prevent over-fitting. Since earlier research has indicated that selecting a fixed
penalty parameter that is either too small or too large may lead to a substan-
tial increase in computational expenses. Here we implement the regularization
parameter λ for an adaptive updating strategy resembling the related topic
[10]. Note that a similar parameter setting (λ = 0.1 ×m/270) is used for L1,
while we empirically use m2/n2 − 0.1 for our model as the number of rows
m and columns n is given. It should be noted that this parameter setting is
empirical, and the performance is not sensitive to small oscillations with λ. For
other models, we follow the setting from the previous work except for L1/L2,
in which we adopt the DCA with parameters λ = 0.06, α = 0.05, and δ = 0.9.
The initial guess for all models is the solution obtained from L1.

In Figure 8 and Table 1, the measurements are taken at 10 intervals ranging
from 250 to 360. The oracle performance is based on the OLS given the support
of the ground truth, which is extremely difficult to achieve. However, our
proposed model closely approximates the oracle performance, especially with
a large number of rows m, and achieves state-of-the-art performance with any
m. As m decreases, the problem becomes more ill-posed, and the performance
of all models starts to converge the same.

5.4 Support detection

In this section, we will conduct a series of numerical experiments to state the
ability to detect support in different models. The performance of detecting
support is assessed in terms of the recall rate, defined as the ratio of the
number of identified true nonzero entries over the total number of true nonzero
entries, and the precision rate, defined as the ratio of the number of identified
true nonzero entries over the number of all the nonzero entries obtained by the
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Fig. 8 MSE of sparse recovery in the noisy case by different models.

Table 1 MSE of sparse recovery in the noisy case.

m 250 260 270 280 290 300
L1 5.36 5.02 4.85 4.49 4.23 3.95
L1-L2 5.16 4.82 4.63 4.28 4.05 3.76
L1/L2 5.11 4.67 4.31 3.92 3.75 3.43
Lp 5.32 4.89 4.55 4.10 3.81 3.41
ERF 5.26 4.70 4.34 3.81 3.57 3.17
sorted L1/L2 4.98 4.50 4.06 3.63 3.47 3.10

oracle 4.17 3.84 3.57 3.33 3.12 2.93

m 310 320 330 340 350 360
L1 3.81 3.59 3.51 3.32 3.13 3.08
L1-L2 3.62 3.41 3.32 3.15 2.98 2.92
L1/L2 3.27 3.10 2.97 2.83 2.72 2.66
Lp 3.17 2.96 2.79 2.61 2.44 2.33
ERF 3.03 2.84 2.66 2.57 2.50 2.38
sorted L1/L2 2.90 2.73 2.58 2.46 2.32 2.24

oracle 2.76 2.62 2.49 2.37 2.26 2.16

algorithm. We compare the proposed model with the L1, L1-L2, and L1/L1

minimization for sparsity 10, 12, 14, 16, 18, 20. Note that we consider the
Gaussian sensing matrix A with the same parameter setting as in Session 5.3.
Each sparsity corresponds to 100 independent repeated trials, and then we
take their average to calculate the recall and precision rates.

Figure 9 exhibits the proposed sorted L1/L2 minimization achieves the
state-of-art recall and precision rate compared with other models. The recall
rate of the sorted L1/L2 model is higher than L1 and L1/L2 minimization,
which indicates its good performance in detecting the true support. The L1

model achieves almost 50% support index in the sparsity 20. Such performance
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is significantly higher than its result in sparse recovery, which implies L1 can
indeed detect the support but fail to recover the exact solution. L1/L2 performs
the second best. The results in Figure 9 (right) demonstrate that the sorted
L1/L2 model achieves an exceptional level of precision in various sparsity. At
sparsity levels ranging from 10 to 14, our model exhibited a perfect precision
of nearly average 100%, which indicates that all the non-zero elements are
detected by the model. In comparison, L1 achieves a precision of less than 30%
at a sparsity level of 12 and remains steady at around 15%. The performance
of L1/L2 is inferior to that of our model, as it maintained good precision at
low sparsity levels. However, as the sparsity level increased, such as at the
level of 18 and 20, our model demonstrates a superiority of 28% and 17% over
L1/L2, respectively.
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Fig. 9 The recall (left) and precision rates (right) for the L1, L1/L2, and sorted L1/L2

models with sparsity from 10 to 20.

Table 2 The rate of finding support focused on the indices with the ‖x̄‖0-largest magnitudes
by different models with 100 independent trials. All models achieved the best when sparsity
1-9 except for L1 thus we omit in the table.

Sparsity 10 12 14 16 18 20
L1 83% 55% 35% 21% 14% 11%
L1-L2 100% 96% 81% 52% 25% 17%
L1/L2 100% 100% 90% 72% 41% 24%
sorted L1/L2 100% 98% 96% 87% 64% 44%

At last, we design an intriguing but straightforward experiment of variable
selection. Figure 9 shows that there are a lot of nonzero entries selected by
L1, L1/L2, or the sorted L1/L2 model. Thus we can select from the indices
with large magnitudes to guarantee a high probability of detecting some true
support. In light of this statement, we only consider the entries with ‖x̄‖0-
largest magnitudes in the restored signal x. To be more precise, for example,
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given sparsity 20, we only focus on the 20 largest magnitudes indexes, and
then we compute the rate of finding the true support index.

Table 2 shows our proposed sorted L1/L2 model achieved state-of-art per-
formance compared with other models. For sparsity 18, our proposed model
can find the average of 64%, i.e. nearly 11 true support in 18 nonzero entries
indices, while L1, L1-L2, and L1/L2 only find 2, 4, and 7, respectively. As
the sparsity level rises, our proposed model stays to find the average of 8 true
support, which is two times that of the L1/L2 model.

6 Conclusion and future works

In this paper, we discuss a novel type of regularization by generalizing the
L1/L2 model into a sorted L1/L2 scheme. We provide a theoretical analysis
of the existence of solutions. By employing the DCA-type scheme, we can
achieve state-of-the-art performance for sparse recovery in both noise-free and
noisy scenarios. The experimental results demonstrate that the sorted model
has a significant advantage over the L1/L2 model and is capable of detecting
the support set with high accuracy, even in high-sparsity cases. These sorted
models can be easily incorporated with a box constraint if it is available, which
ensures the boundedness of the solution in the subproblem. Note that it is
possible that the solution of our algorithm can be unbounded if there is no box
constraint. However, we empirically test that {xk} from the noise-free or noisy
scenarios is always bounded and convergent for general random matrices A.
Our future research will involve extending this sorted model to the matrix and
tensor formulation to consider low-rankness instead of sparsity. Furthermore,
we plan to explore its application to image processing and investigate sparsity
on the gradient.
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