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Asymptotically compatible energy and dissipation law of the
nonuniform L2-1, scheme for time fractional Allen-Cahn model

Hong-lin Liao* Xiaohan Zhu' Hong Sun?

Abstract

We build an asymptotically compatible energy of the variable-step L2-1, scheme for the
time-fractional Allen-Cahn model with the Caputo’s fractional derivative of order o € (0, 1),
under a weak step-ratio constraint 7y /7p—1 > 7« (c) for k > 2, where 73 is the k-th time-
step size and r.(a) € (0.3865,0.4037) for o € (0,1). It provides a positive answer to the
open problem in [J. Comput. Phys., 414:109473], and, to the best of our knowledge, it is the
first second-order nonuniform time-stepping scheme to preserve both the maximum bound
principle and the energy dissipation law of time-fractional Allen-Cahn model. The compatible
discrete energy is constructed via a novel discrete gradient structure of the second-order L2-1,
formula by a local-nonlocal splitting technique. It splits the discrete fractional derivative into
two parts: one is a local term analogue to the trapezoid rule of the first derivative and the
other is a nonlocal summation analogue to the L1 formula of Caputo derivative. Numerical
examples with an adaptive time-stepping strategy are provided to show the effectiveness of
our scheme and the asymptotic properties of the associated modified energy.

Keywords:  time-fractional Allen-Cahn model, discrete gradient structure, discrete energy
dissipation law, maximum bound principle, asymptotic compatibility
AMS subject classiffications. 65M12, 65M06, 35Q99, 74A50

1 Introduction

This paper continues to discuss the second-order nonuniform L2-1, scheme in for the time

fractional Allen-Cahn (TFAC) model ,,,,,,
o0 =—p with p=2% = f(@)-3Ad, (1.1)

where @ is the phase variable and FE is the Ginzburg-Landau type energy functional

@ -1)%. (1.2)

W~ =

2
E[®] := /Q (% IVO|® + F(@)) dx with the potential F(®) =
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The variable ® represents the concentration difference in a binary system on the domain ) C R?
and € > 0 is an interface width parameter. The notation 9 := §D§ represents the Caputo’s
fractional derivative of order « € (0,1) with respect to ¢, defined by

(Ofv)(t) == /0 wi—a(t — s)v'(s)ds  with wg(t) == tP=1/1(B) for B > 0. (1.3)

As the fractional order a — 17, the TFAC model (1.1)) is asymptotically compatible with the
classical Allen-Cahn (AC) model [2,4],

0P =—p with p= %. (1.4)
As is well known, the AC model preserves the maximum bound principle
|D(x,t)| <1fort>0 if |P(x,0)]<1, (1.5)

and the energy dissipation law

%JFHMHQ:O for t > 0, (1.6)
t
where the L? norm |[u| := /(u, u) with the inner product (u,v) := [, uvdx for u,v € L*(Q).

In recent years, the TFAC model has received extensive attentions and researches in
accurately describing anomalous diffusion problems and developing efficient numerical methods
to capture the long-time coarsening dynamics 357,104 144/17,21,[24-26,29,31]. A very interesting
problem is whether the TFAC model also inherits the maximum bound principle and
the energy law in an appropriate nonlocal form. Tang, Yu and Zhou [29] established the
maximum bound principle and derived a global energy dissipation law. Quan, Tang and Yang
proposed two nonlocal energy decaying laws for the time-fractional phase field models in |26,
including a time-fractional energy dissipation law (95'E) (t) < 0 for ¢t > 0, and a weighted energy
dissipation law, diw < 0 for t > 0 where E,(t) := [, w(s)E(st)ds is a nonlocal weighted energy.
Du, Yang and Zhou [3] investigated the well-posedness and the regularity of solution, and showed
that the solution satisfies |07 ®|| 1»( 7.12) + [AP|| Lo (o 1,12) < C for any p € [2,2/a) if the initial
data ®g € H{ (). They also discretized the fractional derivative by backward Euler convolution
quadrature and developed some unconditionally solvable and stable time stepping schemes of
order O(7%), such as a convex splitting scheme, a weighted convex splitting scheme and a linear
weighted stabilized scheme. A fractional energy dissipation law was also obtained in [3| and
the discrete energy dissipation laws (in a weighted average sense) were derived for two weighted
schemes on the uniform time mesh. Recently, Hou and Xu [5-7] split the nonlocal time-fractional
derivatives, including the L1-type, L2-1, and L2 schemes, to local and nonlocal terms for time-
fractional phase field equations, and treated the derived nonlocal term with the SAV technique,
so that the resulting modified discrete energy decays with respect to time.

Naturally, we hope that the energy dissipation law of the TFAC model is asymptotically
compatible with the energy dissipation law of the AC equation , just as the TFAC
model is asymptotically compatible with the AC equation . By reformulating the




Caputo’s form ([I.1)) of the TFAC model into the Riemann-Liouville form, one can follow the
arguments [22, Section 1] to obtain the following variational energy dissipation law

dE, 1 9 1 [t
+ swa(t)]|pl] —2/0 Wat(t—s) lu(t) — u(s)|? ds =0 fort >0, (1.7)

dt 2

with the variational energy

B.[0] = E[o] + /0 walt — )||uls)|| ds. (1.8)

As remarked, the variational energy dissipation law is asymptotically compatible with the
energy dissipation law of the AC equation . In recent works [12,22,23], the discrete
gradient structures of some variable-step L1-type formulas of the Caputo and Riemann-Liouville
fractional derivatives were constructed via the so-called discrete orthogonality convolution kernels.
The associated discrete energy dissipation laws of the corresponding schemes for time-fractional
gradient flows were shown to be asymptotically compatible with the original energy law of their
integer-order counterparts. As seen, the variational energy and its discrete versions in
[12,[22,|23] are always incompatible with the original (discrete) energy, in the fractional order
limit « — 17, due to the presence of the history effect in the Riemann-Liouville integral form.

In a recent interesting work [25], Quan et al. proposed the following nonlocal-in-time modified
energy (in our notations), formulated as the summation of the original energy E[®] and a new
accumulation term due to the memory effect from time fractional derivative,

lo(t) — 22— & /0 woalt—5)[B() — ()2 ds.  (1.9)

Wl—a (t)

£al®] := Blo] + 2=

2

It is remarkable that this decreasing upper bound functional decays with respect to time and is
asymptotically compatible with the original energy E[®] in the fractional order limit o — 17.
The associated modified energy and energy dissipation laws at discrete time levels were derived
in [25] for several L1 and L2-type implicit-explicit stabilized schemes on the uniform time mesh
in solving time-fractional gradient flow problems. The modified discrete energies of these time-
stepping schemes are incompatible (in the sense of & — 17) with their integer-order counterparts,
see [25, Theorems 4.1-4.2 and 5.2], although they always coincide with the original energy at the
initial time ¢ = 0 and as the time ¢ tends to co (the steady state).

As observed from the extensive experiments in [5-7,|12}/17,[21H26|29,[31], the time-fractional
gradient low models admit multiple time scales in the long-time coarsening dynamics approaching
the steady state. Thus an adaptive time-stepping strategy seems more suitable to capture the
multiscale behaviors and to save computational cost by choosing proper time-step sizes at different
time periods. It is natural to require theoretically reliable time-stepping methods on general
setting of time-step variations. We consider a time mesh 0 =ty < t; < -+ - <t < --- <ty =T
with the time-step sizes 7y, 1=ty — tx—1 for 1 < k < N and the time-step ratios ry := 73 /731 for
2 < k < N (the step-ratio notation py = 1/7441 was used in previous works [20}21]).

The nonuniform L2-1, formula [20] of the Caputo derivative was applied in [21] to build a
second-order maximum-bound-principle-preserving scheme for the TFAC model ; however,
no energy dissipation law of the second-order L2-1, scheme has been established due to the



lack of technology to establish the positive definiteness (or discrete gradient structure) of the
discrete derivative on general nonuniform time meshes. Very recently, Quan and Wu [27] made
a key progress on this issue by establishing the positive definiteness of the L2-1, formula on
general nonuniform meshes with a mild step-ratio restriction r; > 0.475329 for & > 2. They
also proved the H'-stability of the L2-1, time-stepping scheme for linear subdiffusion equations.
Nonetheless, the positive definiteness of the discrete fractional operator should be inadequate to
build an asymptotically compatible discrete energy for the TFAC model .

In this paper, we revisit the variable-step L2-1, scheme for the TFAC model and provide
a positive answer to the unsolved problem raised in [21]. Our contribution is two folds:

e A new local-nonlocal splitting is adopted to split the L2-1, formula into two parts: one is a
local term analogue to the trapezoid rule of the first derivative and the other is a nonlocal
summation analogue to the L1 formula of Caputo derivative. Then a novel discrete gradient
structure (DGS) of the L2-1, formula is constructed under an updated step-ratio constraint,
that is 7, > r.(«) for k > 2 where r, () € (0.3865,0.4037) for a € (0,1), which is a little
weaker than those in previous studies [20421},27].

e An asymptotically compatible energy and the associated energy dissipation law of the
variable-step L2-1, scheme are established for the TFAC model . To the best of our
knowledge, it is the first second-order nonuniform time-stepping scheme to preserve both
the maximum bound principle and an asymptotically compatible energy dissipation law of
the TFAC model.

This paper is organized as follows. Section 2 describes the L2-1, formula and constructs a new
discrete gradient structure by using a novel local-nonlocal splitting. An asymptotically compatible
discrete energy and the associated energy law of the L2-1, implicit time-stepping scheme are
established in Section 3 for the TFAC model. Some numerical experiments are included in the
last section to support our theoretical results.

2 Discrete gradient structure of L2-1, formula

Set an off-set parameter 6 := «/2 and t;_g := 0tx_1 + (1 — 0)t. For any grid function {wk}fcvzo,
denote V,w" := wF — wh1, 8ka7% .= V,wk /7, and the operator w*=¢ := w1 + (1 — 9)w”
for k > 1. For simplicity of presentation, we will always use the following notations

wn(t) == —wo—q(thg —t) and @ (t) :=wi_a(tng—1t) for 0 <t <t, .

2.1 Variable-step L2-1, formula

Let II; v be the linear interpolant of a function v with respect to the two nodes t;_; and j, and
let II, ;v denote the quadratic interpolant with respect to t;_1, tx and ¢;4;. One has

vk v ok 2(t — t,._
(M) () = 225 and (o) (1) = 220 4 2E12) (g ety g k).
Tk Tk Tht1(Th + Tht1)




The L2-1, formula [1},20,21,27] of Caputo derivative (1.3) can be obtained by employing a
quadratic interpolant in each subinterval [t;_1,t;] for 1 < k < n — 1 and a linear interpolant in

the final subinterval [t,,—1,¢,_g]. That is

tn—o n—1 th
/ =, (5) (M) (s)ds+ 3 / = (s) (a0 (s) ds (2.1)

(00)" =
k—1Ytk—1

tn—1

k+1 k
V v — TE11 VU

_ao van—k E < kVT . e fz@k)v
Th1(1 =+ rrg1)

where a( n) _j and C _;, are positive coefficients defined by

(TL 1 min{tkvtn—e}
a, ) = — @ (s)ds for 1 <k <mn, (2.2)
Tk Jt_4
m 2 "
Gl = =3 (s —t,_1)w,(s)ds for 1 <k <n. (2.3)
Tk: te—1

2.2 Discrete gradient structure
then wo_o(t) — 1 whereas wi_q(t) — 0, uniformly for ¢ in any compact

Notice that if « — 17,
subinterval of the open half-line (0,00). Thus, aén) = woo((1 — &)1n)/17n — 1/7,, whereas

()k—>0andC Zp — 0for 1 <k <n-—1. It follows that

(200 - 9,02 as a — 17,
so that the L2-1, formula (2.1 tends to the Crank-Nicolson approximation at the offset point

n—1/2 of the first time derivative. This asymptotic property inspires us to split the discrete

to_
fractional derivative ([2.1]) into two parts,

(9%v)"=0 2 5 faa(()n)VTv" + i: dﬁgvauk forn > 1, (2.4)
—_— k=1
Jon Jr
where the discrete convolution kernels a( n) ;. are defined by, a(() )= 2(21__;) a(()l) and
2(21:5) a(()n) + Tn(llwn)dn), fork=n,n>2
iy =S ar) + s — e, for2<k<n-—1,n>3 (2.5)

fork=1,n> 2.

o™ 1 C(n)

Ap_1— 1+7rg >n—17
It is seen that the local part J; is similar to the Crank-Nicolson approximation of first time
derivative and the second part J}; represents an L1-type formula of Caputo derivative (1.3). In
1

general, the coefficient of J@%, should be properly large so that J&y — 0-0v""2 and J; — 0 as



the fractional order o — 17, and it should also be properly small so that the remaining part J7,
admits a discrete gradient structure under a weak step-ratio constraint.

We will apply the splitting formulation to derive a new discrete gradient structure
of the L2-1, formula , which plays an important role in establishing the discrete energy
dissipation law of our numerical scheme. As we will see in Lemma [2.2] and Theorem [2.1] the
current choice ﬁa(()n) in the local part Jg, would be subtle and key to obtain the minimum
allowable lower bound r,(«) of the time-step ratios for an asymptotically compatible discrete

energy of the corresponding L2-1, time-stepping scheme.

Lemma 2.1. Let r, = r () be the unique positive root of the equation

2(1_0‘/2)7°* Ty 1
e = T2+ ,1).
e \/1+a+(1a/2)7“*+1+r*+3 72(1 1 17) 0 forae(0,1)

It holds that 0.3865 ~ 1,(0) < ri(a) < re(1) ~ 0.4037 for a € (0,1).

Proof. Tt is not difficult to find that

2r T -
8*h:( S )
" —2;12: +r, 14y

3ry + 2
T‘E(l + 7’*)2

NI

4 1 1
[( ta >0,

2o 4 )22 —q + (14+70)2
127, ( 2r, n Ty
(2—a)2(3E2 + )2\ 522 4, 147

1

)_5 <0 forae(0,1)and r, > 0.

Ooh = —

Due to the fact h(1/4,@)h(1/2,a) < 0 for any « € (0, 1), the equation hA(r.,a) = 0 has a unique
positive root r, = r4(«) € (1/4,1/2). Thanks to the implicit function theorem, one has % (a) > 0
and the root r,(a) is increasing with respect to o € (0,1). That is, r.(0) < r(a) < re(1).
Then we complete the proof by solving the two equations h(r,(0),0) = 0 and h(r.(1),1) =0
numerically and find that r,(0) ~ 0.3865 and r,(1) ~ 0.4037. O

Lemma 2.2. For the discrete kernels ELE{L_)k in (2.5), define the auziliary convolution kernels

Aén) = 2&671) and A;n) = dfﬁk for1<k<n-—1. (2.6)

For ry = ry(a) defined in Lemma assume that the adjacent time-step ratios ri fulfill
T > (@) for k> 2. (2.7)
(n)

Then the auxiliary convolution kernels A _j, satisfy

(@) A", > A" S0 for1<k<n—1(n>2);

(b)A L k>A g for1<k<n-—1(n>2);

() AN — AT s A A for 1<k <n—2(n>3).

Proof. See the lengthy but technical proof in Section [ O



Theorem 2.1. Under the step-ratio constraint (2.7)), it holds that

(n)
2(v7_vn)<8av)n79 _ Q[VTU"] _ g[vﬂ)n*l] + R[Vﬂ)n] + 220é(l

T

where the nonnegative functionals G and R are defined by

n—1 n n
6l = Y (40— AL (3 ) Al (Sw) ornzo,
j=1 l=j+1 =1
n—1 n—1 9 n—1 9
Rl = 30 (A5 = A= AR+ AR ( 3 wf) 4 (57 = A (')
= =j+ =

Proof. Obviously, Lemma [2.2] guarantees that the two functionals G and R are nonnegative. The
kernel-splitting formula (2.4)) gives (9%v)"~% = J&, + J¥,. Obviously, the local part J&, can be

handled easily, that is,
2¢

9 _
By following the proof of [18, Lemma 2.3] with op,i, = 0, it is not difficult to obtain the following
equality for the nonlocal term J7,

2V ") Ty = aagn><mn>2.

n n—1 n n
270" Yol (708 = 3 (4T, - A (32 ) 4 A (Y vt)
k=1 j=1 l=j+1 =1
n—2 n—1 n—1
=3y A (> VTUE)Q —A (> vTv’f)z +R[V0"),
j=1 l=j+1 =1
Then the desired DGS follows immediately. 0

Remark 1. The new condition improves the lower bound of step ratios, ri > 0.4753, in
the recent works on the stability of variable-step second-order formulas, see more details in [27,
Theorem 3.2], (18, Theorem 2.1] and [28, Theorem 3.2 and Corollary 3.3]. As mentioned before,
the properly small part J@y = ﬁaén)VTv” i the local-nonlocal splitting s key to achieve
the minimum lower bound r.(«). Can the variable-step fractional BDF2 formula [18] have an
appropriate DGS under the new lower bound r.(«) of the step ratios? It is an interesting issue
worthy of further investigations although it is out of our current scope. Note that, the previous
choice ﬁa[()n) in (18, (2.1)] for the local part of the fractional BDF2 formula is critical to obtain
the mazimum allowable upper bound r*(«) of step ratios, see [18, Lemmas 2.1-2.2].

3 The L2-1, scheme and energy dissipation law

Consider finite differences in spatial directions. Let the uniform length h := L/M for some
integer M and the discrete grid Q, := {x), = (ih, jh) |0 < i,j < M}. Let Aj, be the second-order
difference approximation of Laplacian operator A. Let (-, -) be the discrete inner product and ||-||
denote the discrete L? norm. Also, the maximum norm |[v||_ := max, e [vnl-

7



We revisit the following nonuniform L2-1, scheme for the TFAC model (|1.1J),
(0%¢)" 0 = —p»0  with pu" 0 = f(¢)" " — EApe" " forn >1, (3.1)

where the notation f(¢)"% := 0f(¢" 1) + (1 — 0)f(¢"). The following result shows that the
nonlinear scheme (3.1]) is uniquely solvable and preserves the maximum bound principle.

Theorem 3.1. Under the step-ratio condition (2.7|) with the step-size restriction

T, < min

0w a(1—0) R (1 — e)}

" (3.2)

the second-order nonuniform L2-1, scheme (3.1)) is uniquely solvable and preserves the maximum
bound principle, that is, ||¢"| <1 for 1 <n < N if HgbOHOO <1.

Proof. |21, Lemma 3.3] gives the unique solvability of (3.1). Also, the maximum bound principle
is verified in [21, Theorem 3.1] under the step-ratio constraint r, > 4/7. The key point is the
kernel monotonicity of the L2-1, formula (2.1), see [21, (3.10) and (3.15)]. In our notations, it

requires dgi)kil > dgi)k for 1 < k < n — 2, which follows directly from the definition (2.6 and

Lemma (a). Thus the maximum bound principle also holds under the condition ({2.7)). O

As the fractional order a — 17, the nonuniform L2-1, scheme (3.1)) degenerates into the
classical Crank-Nicolson scheme for the AC model (1.4))

0,¢""2 = —p""2  with p""2 = f(¢)"2 — 2Ap" 2. (3.3)
It preserves the maximum bound principle if 7, < min{3, %}, see |8, Theorem 1]|. Theorem (3.1

indicates that the time-step condition (3.2]) is asymptotically compatible as o — 17.
Now we define a new modified energy &, [¢"] as follows,

Eald] = E[¢"] + % (G[V,¢"],1) forn > 1, (3.4)

where the nonnegative functional G is defined in Theoremand E [¢"] is the discrete counterpart
of the Ginzburg-Landau energy functional (|1.2]), that is,

2
E[¢"] := %va”z +(F(¢"),1) with F(¢") := i(((bn)Q —1)* forn>0.

The following theorem says that the modified energy &, [¢"] decays at each time level.

Theorem 3.2. Under the step-ratio condition ({2.7)) with the step-size restriction (3.2]), the
nonuniform L2-1, scheme (3.1)) preserves the following discrete energy dissipation law

Or&a [¢"] + 5 a((]n)TnH87¢n_%H2 <0 for1<mn<N.

2(2-a)



Proof. Making the inner product of (3.1) by V,¢", one has
((029)" 70, v,¢™) + (Vo™ V1, v,0™) + (f(¢)" 0, v, 4") = 0, (3.5)
where the discrete Green’s formula has been used. For the first term, Theorem yields

((22¢)" "V, 6") > %<g[vf¢”], 1) — % (Glv-¢" 1, 1) + 5 -

—

n nll2
ay”[[v-6""
With the fact 2a(a — b) = a® — b? + (a — b)?, the second term of (3.5) can be formulated as

2 2 1 —26)¢
€2<vh¢n797vhv7¢n> — % thd)nHQ _ % th(’bnfl“? + (2)6 thde)nHZ ]

For any a,b € [—1, 1], we have the following two fundamental inequalities,

(@~ a)(a—8) > {[(a® = 1)* ~ (¥ ~1)°] ~ (a ~ )",

1
(07 =b)(a—b) = J[(a® = 1)* = (p* = 1)*] = (a = b)*.
With the help of Theorem the third term of (3.5)) can be bounded by
(F@)"0,V26") 2 (F(@"),1) = (F(¢" 1), 1) = |V-"|*.
Inserting the above three estimates into (3.5]), one gets

(ﬁaé”) — 1) HVT¢HH2 + ﬁaén)‘lngbn‘F + 5a[¢n] < ga[(ﬁn—l]' (36)

The time-step condition (3.2) implies that 2(2°ia) a((]") =3 (1079)“’2—01(1 —0)7,7* > 1 and the claimed
result follows from (3.6) immediately. O

As the fractional index o — 17, it is easy to find that dgln_)k — 0 and Agbn_)k —0forl1 <k<n.
The term G[V,¢"] in the modified energy (3.4]) vanishes according to Theorem Thus

£ul0") = EI6") + 5 (019,6"),1) — E["] asa—1-

such that the energy dissipation law in Theorem is asymptotically compatible with the energy
dissipation law [8, Theorem 2 or the inequality (3.21)] of the Crank-Nicolson scheme (3.3)),

0-Ealg"] + oV 7o||0,67 2P <0 — 0, E[¢"] + %HM”—%HQ <0 asa— 1

>
2(2—a)
Obviously, the modified energy (3.4)) of the L2-1, scheme also degrades into the original energy
E [¢"] in approaching the steady state (V,¢™ — 0), that is,

EalP"] — E[¢"] ast, — +oc.

Remark 2. Although the nonuniform L2-1, scheme proposed in [21] for the TFAC model is
only considered in this paper; however, Theorem 2.1 would be useful to derive the discrete energy
dissipation laws of some other L2-1, approrimations, such as convex splitting scheme and certain
linearized schemes using the recent SAV techniques, for time-fractional phase-field models. The
interesting readers can refer to [15,(16,/19, 20,27/ for the error analysis in the discrete H* or L?
norm of the variable-step L2-1, time-stepping schemes.



4 Proof of Lemma 2.2

This proof is rather technical and lengthy due to the nonuniform setting with the weak step-ratio
condition and the inhomogeneity of the auxiliary convolution kernels A( n) _j» Which is defined

by (2.6) with the discrete kernels ail_)k in (2.5). To make the proof as clear as possible, we always

avoid the usage of dg?k and directly use af{?k and {T(Zi)k defined by (2.2)-(2.3)).

Note that, the discrete convolution kernels of the nonuniform L2-1, formula have been
investigated in the previous work, see [20, Theorem 2.1]. However, this proof is quite different
from the proof of [20, Theorem 2.1] because the new step-ratio condition markedly improves
the previous restriction rp > 4/7 ~ 0.5714 and the desired properties (b)-(c) are new. As the
same point, we will continue to use the two integrals defined in [20, (4.1)],

n ety —t n Beop—

Ir(z—)k = / : w,(t)dt and J,(L_)k = / ¢w,’;(t) dt forl1<k<n-—1.
te—1 t—1 Tk

(n)

They will play a bridging role in building some useful links between the positive coefficients a,

and Cfﬁ)k, see Lemmas It is worth mentioning that the new step-ratio condition (2.7)) is
a little better than those in the recent works [18,27]. Also, our proof seems more concise than
the analysis in the proofs of [27,128, Lemma 3.1 and Theorem 3.2].

Lemma 4.1. For n > 2, the positive coefficients ai@k in (2.2) satisfy

a(n) @l (te1) = I(n)k for1<k<n,
@, (te) — a(n) J(n) for1<k<n-1,

n—

and then
o) (n) _ g(n) _

(i) a, ) —a, =1, k1+J e Jor1<k<n-—-1;

(i1) 4(%_5)@6") - agn) o, (tn—1) + J(n).
Proof. This proof is similar to that of [20, Lemma 4.6] and we omit it here. O
Lemma 4.2. The positive coefficients Cr(ﬁ)k in (2.3) satisfy

(i) (<D for1 <k <n—2

(ii) ¢y > 1reaCYy for 1 <k <n—2, and

¢y = < ¢y = (U, for 1<k <n-3.

Proof. This proof is similar to that of [18, Lemma 4.2] and we omit it here. O

10



Lemma 4.3. For n > 2, define a discrete sequence {0} as follows,

By - 2(1 — a/2)rg

':1+a+(1—a/2)rk fork>2. (4.1)

n)

The positive coefficients Ifl_k, Jr(:i)k and C,(:i)k satisfy
(i) I > (14 Bra)CY for 1<k <n—1, and

I — (14 B¢, < 10 — (14 )¢, for 1<k<n—2

n—

(1) J(")k > SCT(Z?k for1<k<n-—1, and

n—

g 3¢t < gD gD o 1<k <n -2

), rndn) < 3(2°ia)w%(tn,1) forn > 2.

Proof. By the integration by parts, one derives from (12.3)) that

w1 "
o= S [ -t — @6t for 1<k <n-—1, (4.2)
Tk Jtp—1
such that
() _ e _ 1" 2
L2~ = (ty —t)*w,(t)dt >0 for 1 <k<mn-—1.
Tk Jtp—1

It says that Ir(fb_)k > CT(Ln_)k for 1 < k <n—1. To obtain a sharper bound, we will compare CT(Ln_)k
(n) C(n)

with the difference term I, ”, — (., by the Cauchy differential mean-value theorem. To do so,
introduce two auxiliary functions with respect to z € [0, 1],

1 th—1+2Tk
Gk (2) ::2/ (t —tp_1)(th1 + 21 — )i (t)dt for 1 <k <n-—1,
Tk Jtr-1
1 tp—1+2Tk
U, k(2) ;:2/ (tp1 + 27, — t)2wl(t)dt for 1 <k <n-—1,
Tk Jte—1

such that ¢, (1) = Cgi)k and ¥, (1) = If;i)k — Cr(ji)k for 1 < k <n — 1. Simple calculations give
their derivatives

/ 1 P12 " " I
Cn,k(z) _776/15 (t - tkfl)wn“) dt, n,k(z> = ZTkwn(tkfl + ZTk)v
k—1

e (2) =Ty, (te—1 + 273) + 2w (te_1 + 27k),

11



and

2 th—1+27k tp—1+2Tk
(2) == / (bt + 275 — D(B)dt, U 4(2) = / ! (t) dt,

Tk th—1 te—1
\Il;;ik(z) =21 (tp_1 + 271).

It is obvious that ¢, x(0) = 0, ¢, ,(0) = 0 and ¢, (0) = 0 for 1 < k < n — 1. Also, one has
U, 1(0) =0, ,(0)=0and ¥, (0) =0 for 1 <k <n—1. Thanks to the Cauchy differential
mean-value theorem, there exist some z1y, 29k, 231 € (0, 1) such that

L = G0 Wale) (o) | U (me) 2
G nalak) Gl Guilear) L+ (L4 a)pmiins
2
> > for1<k<n-1,
T+ (1+a) 2 Prry =0

where the fact (1 + @)@/l (t) = (tn—g — t)w) (t) for 0 < ¢t < t,—1 was used in the last equality.
Also, the decreasing property, wi (t) < w)_,(t) for 0 < t < t,,_9, implies that

ety —ttp —t t—tr_1
I,(Zi)k -1+ Bk—i-l)cr(:i)k = / o ( o P )w,’;(t) dt
te—1
ety —tty —t t—ti_1
< ( - )w"_ t)dt
[T (A e i)

r(;i_klf)l -1+ 5k+1)C(11_k1,)1 for1<k<n-2.

n

The results in (i) are verified. Moreover, the definitions of Jy(ﬁ)k and (4.2)) yield

() o) _ 3 [ "
I =3 =5 / (t—tp2)(t— tp 1 — 27 /3 () dt > 0
k Jtr—

for 1 <k <n—1 because w (t) is increasing with repsect to ¢ and

1

/tk (t—tk_l)(t—tk_l—2Tk/3)dt:7',§/ s(s —2/3)ds = 0.

th—1 0

In the similar way,

(n) m) _ 3 [™ "
Ik =36k <3 / (t = te—1)(t — t1 — 273/3)wo, 4 (t) dt
The Jt_y

= T(fzcl_)l — 3(;"_;1_)1 for1<k<n-2.
They confirm the result (ii). By using the fact aw), (t) = (th—g — t)wp(t) for 0 < t < t,,_1, we
take the case k =n — 1 of (4.2)) to find that

1
CYL) < w;{(tnl)'rnl/ s(1—s)ds = w;l(tnfl)'
0

o«
6(1—0)r,

It arrives at (iii) and completes the proof. O
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We are in a position to present a detail proof of Lemma

Proof. This proof contains three parts: Part I gives the monotonic property (a), Part IT checks
the algebraic convexity (c) and Part III verifies the monotonic property (b).

(Part I) The definition of the discrete kernels a( )kv will be used frequently in this
proof. By using the definitions and ., one has A( n) — A(n) > (0 and

1 bt 4+t — 2t
A(n) >a(n) S ) —/ Sl TR T (1) dE > 0 forl<k<n-1,
n—k n—k 1+ Tht1 n—=k te s (1 + TkJrl)T;? n( ) I >~

due to the fact ft (tge1 + ti — 2t) dt > 0. Thus the discrete kernels A( )k >0forl<k<n.

To check the monotonic property of A( n) “ with respect to k, we need the following two
inequalities. If r; > ry(a) for [ > 2, one apphes the definition and Lemma - to get

Tk+2 ) 1 1
2 Y+ —— + 83—
(6k+2 1+ T2 b Tht1 r2(1+ 1)
> 9 2(1 — a/2)rp4 L The2 3 — 1
l+a+(1—a/2)rgre 14140 r2(1+7y)
2(1 —a/2)r, T 1
>2 3—————<=h =0 fork>2 4.3
- \/1+a+(1—a/2)7"*+1+7"*+ r2(1+41y) (r, ) orkz2 (43
and, similarly,
e, _
F Ter1(1 4+ 7541) r2(1+ry)
32— ) 1
>/ TY 3 T S h(rna)=0 for k> 2, 4.4
- a * r2(1+1ry) (re,a) o= (44)
We will verify A( )k ;2 Ai g (n >k +12>2) by the four separate cases: (L.1) k =1 for n = 2,
(L. )k—lfornZ?) (I3)2<k<n-—2forn>4,and (I.4) k=n—1 for n > 3.

(I.1) The case k=1 (n =2). Lemma [4.1] (ii) gives

2 2y 41—a) @ 2
A Moo

2412 (2

24+ry  (2)
T2 @ 7742(14—7"2)(1 . (4.5)

L(t) + 2
ra(l + 1) 1 wy(t1) +J;7 +
The desired inequality Aé2) > Agz) is obvious.

(I.2) The case £k = 1 (n > 3). Applying Lemma (i), we reformulate the difference term
ASE)Q — Ag@l into a linear combination with nonnegative coefficients,

(n) (n) (n) (n)
() _ 40 g _ o Co1 Cn_z o 4 g LG G
An72 Anfl _an72 + o 1_|_ I 2+J Ty 1—}—1"3
= (1%~ (4 B, + n ),
n n 1+3r n
(0, 3¢y + L 3r2) - 2) o) (4.6)

13



Then Lemma (i)-(ii) yields A( )2 > A( )1 immediately.
(I.3) The general cases k=2,3,--- ,n—2 (n>4). Lemma [4.1] (i) gives

¢ W
A(") —An — (n) n—k  Sn—k-1 n—k+1
e S N P (1 + Tk)
= (Inn,)k,1 - (1 + ﬁk+2)c,(:i)k,1) (ﬂk’-i- + 1 _|_ 12 )(Cgi)k,1 - rk’-i—lg?([i)k)
T
e
r,%(l +7%)

+ (Jy(;i)k - 3C7(Ln—)k) + g’r(zri)k - TkCn—k-l—l)

1 1

Tkt (n)
+ +3 -

L+ g2 Jrien Tk+1 ra(1+ %) nk

for 2 < k < n—2. With the help of Lemma[4.2] (ii) and Lemma (i)-(ii) together with the
inequality (4.3)), the nonnegative linear combination ) leads to the desired inequality.

(I.4) The case k =n —1 (n > 3). By using Lemma (ii), we have

@+r)” g

[(5k+2 + (4.7)

1—
A — g A=) o) )

2 —« (14 7y) Tp—1(1 4 rp_ 1)
n)
_ , _ 3(2—a) (n) (n) C1 — Tn-1Gy
- (wn(tnfl) a TTLCI ) (‘]1 3Cl )+ 2 (1 +7ﬂn71)
n 3—————— . 4.8
+ [ ot ey T rﬁ_1(1+rn1)] G (4.8)

Thus Lemma (ii) and Lemma (ii)-(iii) together with the constraint arrive at
the desired 1nequahty, A( n) A( Rt completes the proof of Lemma (a).
(Part IT) This part verifies Lemma (c) with the help of a positive auxiliary function
21—z«
2—a 2—a

2 —
g(z,a) =1+ (x—i—2 ) >0 forz>0and 0 < a <1, (4.9)
-«

due to the fact 9yg(z,a) > 0 and then g(z, o) > ¢(0,a) > 0. To make full use of the above linear

combination forms (4.5))-(4.8)) of the difference term Agi)kq — Ag:)k for different indexes k, the

algebraic convexity (c) will be checked via the equivalent form,
AW A A A for 1<k <n—2 (n>3). (4.10)

To cover all of possibilities, we will consider the following four separate cases: (IL.1) k = 1 for
n=3, (II.2) k=1forn>4, (I.3)2<k<n-—-3forn>5, and (II.4) k =n — 2 for n > 4.

(IL.1) The case k =1 (n = 3). Applying Lemma[£.2] (i) and Lemma (i)-(ii) to the last two
terms of the linear combination form (4.6 for the case n = 3, but retaining and merging
the first two terms, one has

(3)
@3 46 03 ¢ 2) @y , (1+3r2) (2
A7 = Ay <L _1—11—r3+(J1 -3¢7) + - 1

14



(I1.2)

(IL.3)

(IL.4)

Then subtracting the equality (4.5) from the above inequality, we apply the first equality
(taking k = 2 and n = 3) of Lemma |4.1] to get

3)
AP 4D — (AP - AP) <1~ S i) = al? — () — L~ wh(n)

1473 1473
B (1—-0)"r ¢ ars
T T (41— a) (9(“’”0‘”2*@) <0,

where ¢ is the positive function defined by (4.9).

The case k =1 (n > 4). Applying the linear combination form (4.6)), Lemma (i) and
Lemma (1)-(ii), we have

Ay = A < (1057 — (4 B ) + (Bt x“l>

) (1 +37’2)<(n 1) _

1)

+ (70 =3¢ty

The general cases k = 2,3,--- ,n—3 (n > 5). By using the equality -, Lemma
and Lemma (i)-(ii) together Wlth the step-ratio constraint (4.3)), we obtain that

Agzn—)k—l - ASzn—)k < (Iy(zn k1)2 (1 + 6k+2)c7(zn—_k—)2> (5k+2 + 1_,_7:2) (Cq(zn_kl)z - TkHCn k )1)

n—1) n—1) 1 (n—1) (n—1)
+ (Jnfkfl - 3Cn k— 1) + 2(1 +r )(Cnfkfl - chnfk )
Th+2 1 1 (n—1)
- + 43—
—Am D A for2<k<n-3. (4.11)

The case k = n —2 (n > 4). Applying Lemma Lemma (ii) and the restriction
(4.3)) to the last three terms of the linear combination form (4.7)) for the case k = n—2 (but
retaining and merging the first two terms), we obtain that
(n)
(n)
i 1+ rn)rn_1C2

(n—1) (n—1) 1
+ (J -3 +

AP A <l e (B

(CYL—I) . rn—2€§n_1))

1 1 (n— 1)
— )T 33— —5—7—7—"— 4.12
[(671 1+ n)r L Tn1 + r2_o(1+ rn_g)] ! (4.12)

Replacing the index n with n — 1 in the formulation (4.8)), one has
(n—1) (n—1)
APD gD J(n D _ gpn=1) 1 — Tn—2Gs
0 1 Wh—1(tn—2) + ( G ) + 2 (1+r,_9)
2+ Th_1 1 (n—1)

_  +3 - . 4.13
[rn_l(l +7rp—1) r2 5(1 +rn_2)] 1 ( )
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By subtracting (4.13]) from (4.12]) and dropping some nonpositive terms, we apply the first
equality (taking k =n — 1) of Lemma and Lemma (iii) to derive that

n n n— n— n Tn n—
A A (AT — ATy <1 - S () + (B + —— )Y

1+m 14+r,
(n) /
(n) / 1 ' T\ 05 (tn—2)
— @ (b)) — L — — tne
<ay”’ — @ (th—2) T @, _1(tn 2)+(Bn+1+rn) 32— a)
(n) / fn) ' Tn '
(1-0)""1.5%
= — <0 4.14
At )l — ) <0 (4.14)
where the fact 3, = 1 jﬁrzla _/ i)/rzn)rn < 12:;” has been used in the third inequality and g is

the positive function defined by (4.9)). It completes the proof of Lemma (c).

(Part IIT) It remains to prove Lemma (b). The definition of A

ol gives

1 1 [Utyg 4t — 2t 1
AW =g ("></ 2T (t)dt=A"Y forn >3,
n—I1 a’nfl 1 +T2 Cnfl — o) 4o (1 —|—T‘2)7‘1 wn—l( ) —2 orn = 3

For the simple case n = 2, a direct calculation arrives at

@ ,0_ @ 1 @ 40-ao o_ @ 1 @ .,
AT Ay = T4y 9 g 0 T 1+r2C1 2w (to)

N e L 2 2 \l-a
T (I+r)T(1-a) 2—a+2(T2+2—a)_(r2+2—a> <0

Thus one has Av(ln:;) > A,({i)l for n > 2. Thanks to (4.10)), we have

AmD A s A A S0 for 1<k <n—2(n>3),

n— n—

which leads to the monotonic property (b) directly. The proof of Lemma is completed. ]

5 Numerical examples

In this section, we present several numerical examples to illustrate the efficiency and accuracy of
the nonuniform L2-1, method for the TFAC model . At each time level, the nonlinear
equation is solved by employing a fixed-point algorithm with the termination error 10~'2. Also,
the sum-of-exponentials technique [13] with the absolute tolerance error ¢ = 10712 and cut-off
time At = 1072 is used to speed up the convolution computation of the L2-1, formula .
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5.1 Accuracy verification

Example 1. Consider an exact solution ®(x,t) = wiy,(t)sin(z)sin(y) with o € (0,1) by adding
an exterior force to the TFAC model (1.1)).

We use a 5122 spatial mesh to discretize the spatial domain (0,27)? and take T = 1 and
€2 = 0.1. The time interval [0, 7] is always divided into two parts [0, Tp] and [Ty, T] with total N
subintervals, where Ty = min{1/7v,7T} and Ny = (T++—'y*11 The graded mesh t; = To(k/Noy)?
is applied inside the initial part [0,7p] for resolving the initial singularity. The random time-
steps Tng+k = (T' — Tp)ex/S1 for 1 < k < Nj are used in the remainder interval [Ty, T] where
Ny :=N — Ny, S := Z]kvél er and € € (0,1) are the random numbers.

Slope =16

Slope =15

10g10(e{N))

1 12 14 16 18 2 22 24 26 28 3 1 12 14 16 18 2 22 24 26 28 3
log10(N) log10(N)

Figure 1: Temporal accuracy of (3.1)) for « = 0.8,0 = 0.4 and o = 0.5,0 = 0.5.

We test the time accuracy with the L? norm errors e(N) = maxj<p<n H<I>" — QS"H By
setting different grading parameters v > 1, the numerical results in Figure [I| are computed for
0 =04, a=08and 0 = a = 0.5, respectively. As observed, the variable-step L2-1, scheme
is of order O(777) if the grading parameter v < Yopt = 2/, while the optimal time accuracy
O(7?) can be attained when the grading parameter v > Yopt.

5.2 Simulation of coarsening dynamics

Example 2. The coarsening dynamics of the TFAC model is examined with ¢ = 0.05. The
initial condition is generated as ®o(x) = rand(x), where rand(x) is uniformly distributed random
number varying from —0.001 to 0.001 at each grid point.

We use a 1282 grid to discretize the domain (0,27)2. The graded mesh t; = Ty(k/Ny)" with
the settings v = 3, Ny = 30 and Ty = 0.01 are always applied in the initial part [0, Tp], cf. |10]. In
order to improve the computational efficiency of long-time numerical simulation and accurately
capture the rapid changes of energy and numerical solution, we adopt the following adaptive
time-stepping strategy to adjust the step size by the change rate of the solution [9,30]

Tada = Max {Tmim Tmax/n((ba 77)} so that Tn+1 = maX{Taday T*Tn}u

where Tnax and Tmin are the predetermined maximum and minimum size of time-steps, and

I(p,n) = \/1 + 77“87@1)”*% H2 with a user parameter 1 to be determined. We take Tpax = 1071,
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Bl
adaptive time steps

0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50
time: t time: t time: t

Figure 2: Energy curves from adaptive strategy for different parameters 7.

Tmin = 1073, Ty = 0.01, v = 3 and consider three different parameters n = 10,10% and 10° to
determine a suitable parameter 1 where the fractional index o = 0.7, T=50 and the reference
solution is computed by using the uniform time step 7 = 5 x 1073, As seen in Figure |2} the value
of parameter 1 evidently influences on the adaptive sizes of time steps. The time-steps have the
smallest fluctuation if = 10% and the energy curve is closer to the reference curve.

Figure 3: Profiles of coarsening dynamics at ¢t = 1,10, 30, 50 (from left to right) for three different
fractional orders o = 0.4,0.7,0.9 (from top to bottom).

Next, by taking Tmax = 107!, Tmin = 1072 and the parameter = 10? in the adaptive time-
stepping strategy, the profiles of coarsening dynamics with different fractional orders o = 0.4, 0.7
and 0.9 for the TFAC model are shown in Figure 3] Snapshots are taken at time ¢ = 1,10, 30
and 50, respectively. We observe that the coarsening rates of TFAC model are dependent on the
fractional order and the time period. The calculated energies using the adaptive time steps for
the coarsening dynamics are depicted in Figure [4, which shows that the original energy and the

—_
co



0 10 20 30 40 50
time: t

Figure 4: E(t), £,(t) and adaptive time steps for the fractional orders v = 0.4,0.7,0.9.

modified energy for TFAC model with o = 0.4,0.7 and 0.9 are both decreasing respect to time.
And the adaptive time steps strategy is successful in adjusting the time steps.

p— —E[
- - -&lt

Energy
Energy

0 10 20 30 40 50 ) 10 20 30 40 50 ) 10 20 30 40 50
time: t time: t time: t

Figure 5: Comparison of E(t) and &,(t) for a = 0.9,0.95,0.97 (from left to right).

Figure[5|compares the curves of E(t) and &,(t) for different fractional orders e = 0.9, 0.95,0.97
to illustrate the asymptotic compatibility of the new discrete energy. As expected, the closer the
time fractional index is to 1, the closer the modified energy &,(t) is to the original energy FE(t).
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