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Abstract

Objectives
To evaluate the effectiveness of four large language models (LLMs) (Claude, Bard, ChatGPT4, and New
Bing) that have large user bases and significant social attention, in the context of medical consultation
and patient education in urolithiasis.

Materials and methods
In this study, we developed a questionnaire consisting of twenty-one questions and two clinical scenarios
related to urolithiasis. Subsequently, clinical consultations were simulated for each of the four models to
assess their responses to the questions. Urolithiasis experts then evaluated the model responses in terms
of accuracy, comprehensiveness, legibility, human care, and clinical case analysis ability based on a
predesigned 5-point Likert scales. Visualization and statistical analyses were then employed to compare
the four models and evaluate their performance.

Results
All models yielded relatively qualified results, except for Bard, which failed to provide a valid response to
Question 13. Claude consistently scored the highest in all dimensions compared with the other three
models. ChatGPT4 ranked second in accuracy, with a relatively stable output across multiple tests, but
shortcomings were observed in empathy and care for counsellors. The Bard model exhibited the lowest
accuracy and overall performance. Claude and ChatGPT4 both had a high capacity to analyze clinical
cases of urolithiasis. Overall, the Claude model emerged as the best performer in urolithiasis
consultations and education.

Conclusion
Claude demonstrated superior performance compared with the other three in urolithiasis consultation and
education. This study highlights the remarkable potential of LLMs in medical health consultations and
patient education, although professional review, further evaluation, and modifications are still required.

Introduction
Urolithiasis is a common disease of the urinary system, with an incidence rate ranging from 1–10%
worldwide. The high recurrence rate and detrimental effects of urolithiasis impose significant health and
economic burdens on both patients and society. Therefore, early diagnosis, intervention, and strict follow-
up are crucial for effective urolithiasis management, complication reduction, and prevention of disease
recurrence(1, 2). However, patients often lack reliable information regarding diagnosis, prognosis,



Page 4/16

treatment options, side effects, and preventive measures at all stages of decision-making and treatment.
Providing appropriate medical consultation services to patients with urolithiasis or suspected cases plays
an important role in patient education, which can significantly improve prognosis and alleviate the burden
of urolithiasis(3).

Large Language Models (LLMs) represent a type of artificial intelligence (AI) model that generates natural
language text from copious amounts of data. Utilizing deep neural networks and machine learning
algorithms, such as transformers, LLMs are trained on vast quantities of text data and are capable of
various natural language tasks, including summarization, translation, question answering, conversation,
and even poetry generation. LLMs, as represented by ChatGPT, have also shown unique innovation and
remarkable efficiency in various medical scenarios, such as answering medical and public health
inquiries(4, 5), facilitating computer-aided diagnosis(6), providing treatment advice(7), and providing
healthcare education(8). These applications demonstrate the potential of LLMs in improving the quality
and efficiency of medical consultations and patient education.

In urology, the application and evaluation of LLMs are limited. Görtz et al. established a chatbot named
PROSCA and evaluated its performance in providing patient information regarding early detection of
prostate cancer(9). The showed that PROSCA was well-received by patients and served as an additional
informative tool to benefit them. Similarly, Zhu et al. reported that LLMs (ChatGPT, YouChat, and NeevaAI)
can accurately address the fundamental inquiries from patients with prostate cancer, and analyze
specific scenarios to a certain extent(10). However, the performance of LLMs for the consultation and
education of patients with urolithiasis remains unexplored and requires evaluation. This study aimed to
evaluate the effectiveness of four large language models (Bard, Claude, ChatGPT4, and New Bing) that
have large user bases, robust qualifications, and significant social attention, in the context of medical
consultations and patient education regarding urolithiasis.

Materials and Methods
We designed a set of urolithiasis-related questions and clinical scenarios ranging from basic to
advanced. Subsequently, we simulated clinical consultations for each of the four models to assess their
responses to these inquiries. The answers provided by the models were evaluated by urolithiasis experts
based on objective and rigorous standards, and the results were collected. Finally, statistical analyses
were performed to compare the scores of the four models and evaluate their performance.

Questions and clinical scenarios design:
A set of 21 questions that address the common concerns of patients with urolithiasis was collected.
These questions were curated through an analysis of queries from online consultation platforms, surveys
conducted among hospitalized urolithiasis patients, and incorporation of the researchers' clinical
experience. The questions were categorized into simple and complex types with difficulty levels ranging
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from general urolithiasis knowledge to cutting-edge diagnostic and therapeutic techniques. Two case
scenarios with different complexities were created based on clinical experience.

Model selection and test
Four LLMs that possess substantial user bases, impressive backgrounds, and significant social attention
were evaluated. The models included in this study were Bard, Claude, ChatGPT4, and New Bing. Each
model underwent three rounds of testing for all questions and the resulting outcomes were recorded. The
tests were performed in late April 2023.

Scoring Criteria and procedure
5-point Likert scale was used to evaluate the LLM outputs based on five dimensions: accuracy,
comprehensiveness, legibility, human caring, and case analysis performance. Accuracy pertains to the
correctness and adherence to scientific knowledge and clinical guidelines in the provided information.
Comprehensiveness evaluates the extent to which the response addresses all relevant aspects of the
question or case scenario. Legibility assesses the clarity of the response in terms of its logical structure,
language usage, and ease of comprehension for the target audience. Human care measures the degree to
which the response demonstrates empathy towards patients, addresses their concerns, and respects their
values and preferences. Lastly, the case analysis performance measures the proficiency of the LLM in
interpreting case scenarios, identifying key issues, and providing a coherent and effective approach or
solution. The Likert scale was defined as follows:

1-Unacceptbale: The LLM's response significantly lacks in the particular criterion.

2-Poor: The LLM's response lacks in the criterion but not to a severe extent.

3-Fair: The LLM's response adequately but not exceptionally meets the criterion.

4-Good: The LLM's response aligns well with the criterion.

5-Excellent: The LLM's response excels in the criterion, exceeding the standard expectation.

Three associate chief physicians (Y. S., B. X., and G. Z.) with expertise in urolithiasis from different
medical centers were recruited as reviewers to evaluate the results of the three tests across the five
dimensions. To comprehensively evaluate the models, we synthesized the scores of the three reviewers
as the final scores for each model. Discrepancies in scoring were resolved by taking the median value or
following the majority view.

Visualization and Statistical analysis
The online tool HIPLOT (https://hiplot.org) was used to create dot plots, illustrating the individual model
scores for each question, and radar plots, enabling a comparison of the overall scores of various models.
All statistical analyses were performed using R version 4.3.0 (The R Foundation for Statistical Computing,
Vienna, Austria). Non-parametric Wilcoxon tests were used to compare scores between different groups.
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Results

Characteristics of questions and clinical scenarios
After collection and screening, we included 21 questions covering various aspects of urolithiasis, ranging
from concepts to diagnosis, treatment, prevention, and follow-up. Additionally, we designed two clinical
case that dealt with emergencies caused by ureteral stones. One case involved a straightforward case of
renal colic caused by ureteral stone obstruction, while the other involved a complex situation leading to
septic shock caused by ureteral stone obstruction. The questions and cases are shown in Table 1.
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Table 1
Questions and clinical scenarios

Category Number Question

I.
Overview

1 What is kidney stone?

  2 What is the specific mechanism of kidney stone formation?

  3 Are kidney stones hereditary?

  4 What harm can kidney stones cause?

  5 What are the characteristics of kidney stones with different compositions?

II.
Diagnosis

6 How to determine if I have urolithiasis?

  7 What auxiliary examinations should kidney stone patients undergo for
diagnosis and assessment?

  8 Why do kidney stones cause pain?

  9 What are the characteristics of pain caused by kidney stones and how to
differentiate it from other diseases?

  10 Is it possible not to have a CT scan if I have kidney stones because of the
radiation?

III.
Treatment

11 Can kidney stones be eliminated naturally, and if so, how to increase the
probability of natural elimination of stones༟

  12 How to perform conservative treatment for kidney stones

  13 How to relieve pain and other symptoms caused by kidney stones?

  14 What are the various treatment methods for urolithiasis and their respective
characteristics?

  15 What type of stones are suitable for extracorporeal shock wave lithotripsy?

  16 Under what circumstances does kidney stone require surgical treatment?

  17 What is the difference between ureteroscopic lithotripsy and percutaneous
nephrolithotomy for kidney stones?

  18 What are the potential risks and complications of surgical treatment for
kidney stones?

IV. Follow-
up and
Prevention

19 What type of kidney stones are prone to recurrence?

  20 How to prevent kidney stone recurrence through diet and lifestyle
adjustments?

  21 How to follow up after kidney stone surgery?
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Category Number Question

Cases 1 22 Young male, 23 years old, sudden onset of left lumbar back pain for 2 hours,
accompanied by nausea and vomiting, admitted to the emergency
department, physical examination revealed left lumbar percussion pain,
routine urine test showed occult blood, ultrasound indicated left ureteral
dilation and mild hydronephrosis of the left kidney. According to the medical
history, what disease should be considered, and what additional tests
should be performed?

Case 2 23 Female patient, 62 years old, left lumbar pain accompanied by fever for 2
days, admitted to the emergency department. Body temperature 38 degrees
Celsius, heart rate 110 beats/min, blood pressure 80/40mmHg, blood
routine showed white blood cell count 23x109/L, neutrophil percentage 95%,
kidney function showed blood creatinine 300µmol/L, blood glucose
23mmol/L. Abdominal CT indicated left kidney hydronephrosis, perinephric
infiltration, and a 0.8 cm high-density shadow at the distal end of the left
ureter. What disease should this patient consider? What additional tests are
needed, how to urgently deal with it? What is the cause of the patient’s
hypotensive shock?

Performance of the models in answering questions of
urolithiasis
The detailed outputs of the different models for the questions and cases are presented in the
Supplementary Material. We summarized the ratings given by the experts for each question.

The accuracy scores of the four models for all questions are shown in Fig. 1A. The Claude model
performed the best in terms of accuracy, and most answers scored 4 points or higher, with only two
questions scoring lower than 4 points. ChatGPT4 ranked second in terms of accuracy. Bard's responses
had the lowest accuracy, with most questions scoring 3 points or less and question 13 scoring only 1–2
points. ChatGPT4 exhibited the most stable output, with the smallest fluctuation in scores across the
three tests.

The scores for comprehensiveness of the responses are shown in Fig. 1B. The Claude model again had
the highest median score of 5. ChatGPT4 obtained a median score of 4, while both the Bard and New
Bing models had median scores of 3. Notably, the Bard model demonstrated the most stable output
results.

Figure 1C shows the readability scores of the output answers; all four models had a median score of 4.
Based on the performance in the three tests, ChatGPT4 yielded the most stable output.

Figure 1D shows the scores for human care. The Claude model exhibited the highest median score of 4,
while the other three models achieved a median score of 3. Furthermore, Claude had the most stable
output, with almost all questions scoring 4 points and exhibiting minimal variation in scores.

Case analysis performance of the models
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We conducted a detailed evaluation and comparative analysis of the performance of the two case
analyses. The ratings given by experts showed that both the Claude and ChatGPT4 models had ratings of
4 or above for both cases in terms of their capacity to analyze cases. However, Bard's ratings were
significantly lower than those of the other three models. The performance of each model is shown in
Fig. 2.

The comparison of overall scores for the models
We calculated the score rate of each model for each question in different dimensions by dividing the total
score of each model for each question by the full score, The corresponding radar charts were then
generated based on this data. Figure 3A, 3B, and 3C present the results of the three tests. Notably, Claude
demonstrated remarkable stability across all three tests, consistently achieving scores of 80 or higher in
all dimensions. ChatGPT4's performance was relatively balanced and excellent in all aspects, except for
human care. Both Claude and ChatGPT4 showed significantly higher overall scores than the other two
models, with Claude performing noticeably better than ChatGPT4 (Fig. 3D).

Discussion
The application of ChatGPT and other LLMs in the medical field has sparked a lively debate in the
academic community since their emergence(11). Several studies have evaluated the performance of
ChatGPT3.5 in various medical domains and tasks. For example, ChatGPT3.5 passed all three stages of
the United States Medical Licensing Examination (USMLE), a comprehensive assessment for medical
licensure in the US (12). In addition, when employed in the radiological diagnosis of breast cancer
screening and the evaluation of breast pain severity, ChatGPT exhibited moderate accuracy(13).
ChatGPT3.5 also demonstrated the potential to improve health education by providing consultation to
healthcare providers and offering accessible and understandable medical knowledge to the general
public(14, 15). Thus, LLMs, such as ChatGPT, have shown unique advancements and remarkable
efficiencies in solving medical issues. However, different LLMs have different strengths and limitations in
terms of functionality, performance, and reliability. Similarly, various AI LLMs exhibit diverse features and
capabilities when applied to different medical scenarios.

In this study, we compared the performance of four state-of-the-art LLMs currently available, including
Bard, Claude, ChatGPT4, and New Bing, in health consultation and patient education in urolithiasis.
Claude was developed by Anthropic and founded by former employees of OpenAI. Bard, developed by
Google, was built based on its own language model, LaMDA. ChatGPT4, developed by OpenAI, was built
based on the latest GPT-4 language model. New Bing developed by Microsoft, is also based on GPT4;
unlike the other three models, New Bing can output images and access the Internet for real-time data and
information. It can also provide sources and references for its answers. Overall, the findings of the
present study are promising. All models yielded relatively qualified results, except for Bard, which failed to
provide a valid response to Question 13. The study indicated that the Claude model consistently
outperformed the other three models, exhibiting the highest scores across all dimensions including
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accuracy, comprehensiveness, readability, and empathy, regardless of question complexity. ChatGPT4
ranked second in accuracy, with a relatively stable output across multiple tests, but there were still
shortcomings in empathy and care for counsellors. The Bard model had the lowest accuracy and overall
performance, with lower scores in comprehensiveness, readability, and human caring. The case analysis
evaluation also showed that both the Claude and ChatGPT4 models demonstrated strong capabilities in
case analysis, while Bard's performance in this regard was significantly inferior. Overall, the Claude model
emerged as the top performer in urolithiasis consultations and education.

Our study had several important limitations. First, the relatively small number of inputs, specifically the
urolithiasis patients’ questions and case scenarios, restricted the depth and scope of our analysis.
Increasing the number of questions and cases and categorizing them by question type and complexity
could reveal more specific and profound differences in the performance of LLMs in simulating different
clinical tasks. Second, LLMs are being rapidly updated and our study only represents the performance of
the four models in their respective versions until late April 2023. With ongoing model updates, their
performances may improve over time. Third, we designed only one language pattern for questioning, but
it is important to recognize that different questioning styles may yield varying results from the models.
Therefore, it is necessary to design more standardized and rigorous prompts and conduct more tests to
evaluate the output of these models in the future.

With the rapid development of natural language processing and artificial intelligence, LLMs can make full
use of medical big data, and through cross-collaboration with researchers, clinical healthcare
practitioners, patients, and health policymakers, they will have an unprecedented impact on all aspects of
healthcare in the future and further promote a paradigm shift in healthcare(16, 17). Although current
evaluations show promising prospects for LLMs' application of LLMs in healthcare consultations, certain
concerns remain. These models are not specialized medical LLMs based on professional materials within
the field. LLMs utilize a vast amounts of data from various internet sources for training and text
generation, but these training data are not all peer reviewed and may introduce biases. The lack of
transparency in the black-box nature of LLMs compromises objectivity and accuracy during the
answering process(18–21). Additionally, the training data may have temporal limitations. Except for New
Bing, the other three models cannot provide any sources or evidence for their claims, which may raise
concerns and suspicions when the outputs deviate from current clinical practices and the latest medical
advancements. Moreover, LLMs can generate erroneous content that appears reasonable from a
scientific perspective(12). Due to their reliance on textual information, most models are incapable of
handling medical images. In addition, they cannot account for non-quantifiable cues involved in medical
consultations, such as religious beliefs, sociopsychological characteristics, and emotional shifts(22).
These elements, along with the expertise of physicians, play a crucial role in addressing medical
issues(23). Therefore, the use of LLMs for clinical consultation requires human intervention to verify the
sources and ensure the accuracy of their outputs.

In the foreseeable future, it is imperative to acknowledge that LLMs should never serve as a complete
substitute for licensed healthcare providers. Instead, they should be regarded as supplementary tools that
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can improve clinical decision-making. Healthcare providers should be aware of these limitations and
should use LLMs cautiously.

Conclusion
We assessed four prominent LLMs currently available and demonstrated their competence in performing
assigned tasks within the field of urolithiasis consultation. Claude outperformed the other three LLMs in
terms of accuracy, comprehensiveness, readability, human care, and case analysis ability. ChatGPT4
ranked second performance. The rapid advancements in artificial intelligence and natural language
processing technologies have provided unprecedented prospects for LLMs in medical health
consultations and patient education. However, it is important to emphasize that professional review and
supervision remain essential in the current process of applying LLMs. Further evaluations and model
modifications are required to enhance their effectiveness and strive for an even more ideal level of
performance.
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Figure 1

The performance of the four LLMs on various urolithiasis-related questions across different dimensions.
A, the performance of accuracy. B. the performance of comprehensiveness. C, the performance of
legibility. D, the performance of Human caring. Each color in the figure represents a different question,
while the dashed line represents the median score. The vertical bar denotes the extremes observed in
different tests.
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Figure 2

Comparison of the four LLMs regarding the performance in urolithiasis case analysis. The significance
levels are indicated as follows: ns: not significant; *: p<0.05; **: p<0.01; ***: p<0.001.
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Figure 3

Comparison of overall performances for the models with respect to different dimensions. The score rates
of each model for different dimensions were generated by dividing the total score of each model for each
question by the full score. A, radar plot of score rates regarding different dimensions for the first test. B,
radar plot of score rates regarding different dimensions for the second test. C, radar plot of score rates
regarding different dimensions for the third test. D, the comparison of overall scores for different models
on each question. Significance levels are indicated as: ns: not significant; *: p<0.05; **: p<0.01; ***:
p<0.001.
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