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Minimization of non-smooth, non-convex
functionals by iterative thresholding

Kristian Bredies* Dirk A. Lorenz!

April 17, 2009

Abstract

Numerical algorithms for a special class of non-smooth and non-convex
minimization problems in infinite dimensional Hilbert spaces are consid-
ered. The functionals under consideration are the sum of a smooth and
non-smooth functional, both possibly non-convex. We propose a gener-
alization of the gradient projection method and analyze its convergence
properties. For separable constraints in the sequence space, we show that
the algorithm amounts to an iterative thresholding procedure. In this
special case we prove strong subsequentional convergence and, moreover
show that the limit satisfies necessary conditions for a global minimizer.
Eventually, the algorithm is applied to ¢’-penalties arising in the recovery
of sparse data and numerical tests are presented.

AMS classification scheme numbers: 49M05, 65K10
Keywords: Non-convex optimization, non-smooth optimization, gradient pro-
jection method, iterative thresholding

1 Introduction

In this article we develop an algorithm which aims at minimizing non-smooth
and non-convex functionals, covering the important special case of Tikhonov
functionals for non-linear operators and non-convex penalty terms. The min-
imization of non-convex and non-smooth functionals is a delicate matter. On
the one hand, there is a class of popular generic algorithms such as simulated
annealing, genetic algorithms and other derivative-free methods which can be
performed with minimal assumptions on the objective functional. However,
they tend to be impractical in higher-dimensional or infinite-dimensional spaces.
On the other hand, many minimization algorithms for non-convex problems
which are based on derivatives can be applied when the functional is sufficiently
smooth. Convergence can, under suitable conditions, be established, also in
infinite-dimensional spaces [21,22]. When it comes to non-convex and non-
smooth optimization problems in high (or infinite) dimensions as it is typical
for inverse problems in mathematical image processing or partial differential
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equations, there are only a few algorithms available, for instance the grad-
uated non-convexity algorithm which works for finite-dimensional, large-scale
problems [1,19,20]. In the present paper, a new method for the numerical
minimization of such functionals is proposed.

More precisely, we introduce a generalized gradient projection method which
involves non-convex proximity mappings and show convergence. Our plan of
establishing convergence can roughly be summarized as follows: First we show,
that the proposed algorithm reduces the functional value in every step. By
coercivity this will give us a weakly convergent subsequence. Then we use
arguments for the specific case of separable penalties to show strong convergence
of a subsequence and we show that the limit is a critical point of the functional.
Under additional assumptions we get strong convergence of the whole sequence.

Our problem in general reads as follows: Let X be a Hilbert space, S : X —
[0, 00| a differentiable functional and R : X — [0, o] possibly non-smooth. For
a positive parameter o we consider the minimization problem

umei)r(l To(u) with Ty(u) = S(u) + aR(u). (1)
Such a T, typically models the Tikhonov functional associated with the inverse
problem K(u) = g where K : X — Y is a weakly sequentially closed and
sufficiently smooth mapping into the Hilbert space Y. Here, S measures, for
example, the discrepancy, i.e.

while R serves as a regularization term, which is non-convex and non-smooth
in our setting.

As a case of particular importance we will consider separable penalties,
i.e. for X =2 and ¢ : [0, 00[ — [0, 00 we consider

R(u) = > ¢(Juxl)

keN

(while R(u) = oo whenever the sum does not converge). Note that we do not
assume ¢ (and hence R) to be either convex or smooth.

One may be tempted to use the approach via surrogate functionals as pro-
posed in [9] and applied to non-linear problems in [23]. In this approach, one
replaces the functional with

®(u,a) = To(u) + § Ju - al* + 5 | K (u) - K(a)|”

and defining an iteration through u"*! € argmin, ®(u,u™). It is easy to see

that this produces decreasing functional values but as shown in [23] one has
to solve a “fixed-point problem” in each iteration. In the non-convex case this
fixed-point equation becomes an inclusion with a discontinuous operator and
hence, there is no guarantee for convergence. Hence, we will not pursue this
direction but use the generalized gradient projection algorithm from [5] (see
also [3,7] in which a generalized conditional gradient method was used in the
case of convex constraints and [4] for the case of Banach spaces).

The paper is organized as follows: Section 2 presents the generalized gradient
projection method for the case of general functionals S 4+ aR. Section 3 treats



the case R(u) = > ¢(|ug|) and in Section 4 we specialize the results further to
the case ¢(z) = 2 with 0 < p < 1 and S(u) = |[Ku — g||* /2 with a bounded
linear operator K. Section 5 presents numerical experiments and Section 6
summarizes and concludes the paper.

2 The generalized gradient projection method

We first consider the general case of minimizing
To(u) = S(u) + aR(u).

The generalized gradient projection algorithm builds on the gradient projection
algorithm for constrained minimization problems
min S(u),

where C' is a usually a non-empty, convex and closed set incorporating the
constraints. In this case, the method calculates iterates according to u™*! =
Po(u™ — 8,8 (u™)) where Po denotes the projection onto C' and s, is a prop-
erly chosen step-size (cf. [10,11]). The main idea of the generalized gradient
projection algorithm for the solution of (1) is to replace the convex constraint
C by a general functional R and to replace the projection Po by the associated
proximity operator, i.e.

2
[[u — o]
2

Js 1 u+— argmin
veX

+ saR(v). (2)

While proximity operators are well-studied for convex functionals [24,25], the
non-convex case has been of interest to researchers only recently [15]. The
motivation for the consideration of this minimization problem is that, in practice
and as we will see later, it is much easier to solve than the original problem since
it only involves the regularization term R. Hence, the generalized gradient
projection algorithm reads as

u’ € dom(S +aR) , u"T € Gy, (u"),

/ 2
| — $,8"(u) — v © syaR() (3)

Ga,s, (u) = argmin

veX 2

In [5] the convergence of the generalized gradient projection method is worked

out for the case of convex R and it is proved that the algorithm converges

linearly in certain cases. In the non-convex case the operator Js may be set-

valued because there may be several global minima—moreover local minima may

exist. However, if one is able to evaluate J;, i.e. to calculate global minimizers

of 3 [lu— v||* + saR(v), descent of the functional value is guaranteed as shown
in the following proposition.

Proposition 2.1. Let S : X — [0,00[ be weakly lower-semicontinuous and
differentiable with S’ being Lipschitz continuous with constant L > 0. Further-
more, let R: X — [0, 00] be weakly lower-semicontinuous and o > 0. Then, Jg
is non-empty for each s > 0 and it holds for every

v € Gy s(u)



that
To(v) < Talu) = 3(2 = L) lv—ul*. (4)

S

Proof. Due to the assumptions, the functional in (2) is proper, coercive and
weakly lower-semicontinuous for each v € X and hence, minimizers exist, in
particular for the minimization problem in (3). Due to the minimizing property
of v it holds that

Lo —u+ s8] + saR(v) < L[S (uw)||* + saR(u)

which implies

aR(v) — aR(u) <
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With this, it follows that
(S+aR)(v) = (S+aR)(u) < S(v) = S(u) = (S (u)|v—u) - 2713 lo —ull*. (5)

Finally, we use the Lipschitz-continuity of S’ and the inequality of Cauchy-
Schwarz to show

S() — S(u) — (S (u)|v —u) :/0 (S (u—t(v—u)) — S (u)|v—u) dt

1
g/ Lt o — uf]? dt
0

L 2
=5 o=l
which immediately implies the assertion. O

From this proposition we conclude that a step-size 0 < s < L~ reduces the
objective functional T,. But since T, is bounded from below we get that the
sequence (T, (u™)) converges. As a direct consequence we moreover have the
following corollary.

Corollary 2.2. In the situation of Proposition 2.1 and with a step-size sequence
(sn) satisfying 0 < s < s, <5 < L™ for each n, the sequence (u™) generated
by the iteration (3) obeys

Hu”Jrl - u”H —0 as n— oc. (6)
Proof. The assertion follows from the estimate

L — L) [ —u||” < (S + aR)(u") — (S + aR) (")

Sn

and the observation that (S + aR)(u™) is a converging sequence. O

In general, this does not lead to convergence, but if R is, for example, some
power of a norm in a space which is compactly embedded in X i.e.

P

Z

R(u) _ {”'UJ“Z u e ’ Zes X, p>0, (7)
00 ué¢Z



then from the boundedness of the sequence (T, (u™)) follows that (R(u™)) is
bounded and hence (u™) is precompact in X, admitting a convergent subse-
quence u™ — u* as j — 00.

It is however, not clear whether the limit is a global solution (which is rather
unlikely in general) or at least a point which is stationary in some sense. At the
current stage, however, we can state the following.

Proposition 2.3. For each global minimizer u* of T, and 0 < s < L™, we
have

Ga,s(u") ={u"}.

In other words: FEach minimizer is a fized point of the generalized gradient
projection method.

Moreover, if 0 < s < s, <3 < L™, each convergent subsequence of (u")
according to (3) converges, for some s € [s,3], to an element of the closed set

Ups={ueX | u € Gqs(u)}.
Proof. Choosing v € G s(u*) and utilizing (4) implies

Ta(u") < Talw) < Tufu) ~ (52 - Yo -l

hence ||v — u*||* < 0 and consequently, v = u*.
For the remainder, first examine, for 0 < s < L™, the functional

+ saR(u) — (min = 58'(w) — o] + saR(v))
veX 2

S )|?

Up.s(u) 5

which satisfies ¥, s > 0 and U, s(u) = 0 if and only if u € G4 s(u) or, equiva-
lently, u € Uqy,s.

We will show that ¥, , is lower semi-continuous with respect to both u and
s which in particular implies that U, s is closed. For this purpose, choose a (u™)
with u" — u, (s,) C ]0,L7![ such that s,, — s with 0 < s < L™! and fix a
v € X with R(v) < co. Computations lead to

o lsnS" @I — 158" (w)]? N IsS" ()|* = [u" = 5,5"(u™) = v]|*
- 2 2
+ spa(R(u™) — R(v))

\Ijavsn (un)

and by continuity of S’ as well as lower semi-continuity of R follows

it v, . () > 1850 = = 58'(w) — ol

n—oo 2

+ sa(R(u) — R(v)).
This holds true for each v € X such that R(v) < oo, hence

’ 2 et _ 22
liminf ¥, o (u™) > M + saR(u) + sup (— lu= 5 éu) oll” saR(v))

n—00 veX

=T, s(u).

Next, suppose that a subsequence of the iterates converges, i.e. u™ — u as
Jj — oo for some u € X. Note that the step-sizes (s,,) associated with the



subsequence (uy,) are contained in the compact set [s,3], hence, one can say

without loss of generality, that s,, — s for some s € [s,3]. For each j, one easily
sees the identity

Va,s,, (u)
aR(unj"Fl) _ aR<u7Lj) - _ J _ <Sl(un]~)’ unj+1 _ unj>

Sn,;

1

= ol .
28p,

As we already concluded in the proof of Proposition 2.1, this leads to

To(u™ ) — T (u™) < —

v ,,snj(unj) 1 L s i 12
a,sn _ (anj _ 5) Hu i+l _ oy, jH

Sn,
implying
\I’a,snj (u”f) < Snj (Ta(u”ﬂ') _ Ta(unj—ﬁ-l))-

Since the right-hand side tends to zero as j — oo it follows, by lower semi-
continuity, that ¥, (v) = 0 and hence u € Uy s. O

The sets U, s in the latter proposition describe, in some sense, the fixed
points of the iteration, hence one can say that the generalized gradient projection
method converges subsequentially, if it converges, to a fixed point. The main
objective of this article is to show a framework in which the iteration (3) is
computable in the non-convex setting and in which weaker conditions than
the compactness stated in (7) lead to convergence to such a fixed point. We
therefore examine, in the following, separable non-convex regularization terms
in the sequence space £2. Due to the special properties these constraints have,
it is possible to obtain convergence for ¢P-regularization with 0 < p < 1, for
example, without a (strong) compactness assumption.

3 Application to separable constraints

Before turning directly to sparsity constraints in terms of /P (quasi-)norms we
study the application of (3) in X = ¢? for separable constraints of the form:

oo
R(u) = ¢(lux|) (8)
k=1

Throughout this section, we assume the following on ¢.

Assumption 3.1. Let ¢ : [0,00] — [0, 00] be continuous with ¢(0) = 0 and
¢(x) — oo whenever x — oco. It is moreover assumed that for each b > 0 there
exists an a > 0 such that ¢(x) > ax? for x € [0,b].

Note that this ensures coercivity and weak sequential lower-semicontinuity
in ¢, see Lemmas 3.2 and 3.4, respectively, in [6]. Furthermore, we usually
assume that S : £ — [0, 00[ is weakly sequentially lower semi-continuous and
differentiable with Lipschitz continuous derivative whose constant is L > 0 (this
only excludes trivial problems).



Let us take a closer look at the generalized gradient projection method (3).
Assuming that S’(u) is computationally accessible, the main problem is the
evaluation of the proximity operator (as it is also pointed out in [15], where
similar, more general considerations can be found). But fortunately, as one can
easily see, in the case of separable constraints, computing Js is reduced to the
solution of the one-dimensional minimization problem

Js(x) € argmin 3(y — 2)* + sag(|y|)
y

for x € R. In fact, by symmetry, we can moreover restrict ourselves to the case
2 > 0. Knowing the (generally multi-valued) mapping js, iteration (3) amounts

to
u® such that Yone O(JuRl) < oo,
up ™t € Jo(u" = 508" (W")), = s, (uft = 50 ("))

9)

The following is concerned with the convergence analysis of this iteration.
As it will turn out, subsequential convergence to a stationary point can be en-
sured under sufficiently general conditions. In addition to that, some necessary
properties of the sought global minimizers of (1) are derived and the algorithm
is adapted such that it converges to points where these conditions are met.

We start with an observation on js which resembles a result from [20].

Lemma 3.2. Let ¢ be non-decreasing on [0,00[ as well as differentiable on
10, 00[ with ¢'(x) — oo for x — 0. Then there exists a ks > 0 which depends
monotonically increasing on s such that

|z] < ks = js(z) =0.
Proof. By definition of j; we have, for js(z) # 0,

v = js(z) + sa¢' (js(2)) = (I + sad) (js(2)).

Without loss of generality, consider > 0. Since ¢’ > 0 and ¢'(y) tends to
infinity for y — 0 the value ks = infy~o y+sa@’(y) is positive meaning that for
all y > 0 we have (I 4+ sa¢’)(y) > ks which proves the claim. Moreover, from
the definition of x4 that it depends monotonically increasing on s. O

We give properties of the iterates of the generalized gradient projection
method. The crucial observation is that due to the fact that j; maps either
to 0 or to a value with modulus greater or equal to ks, so a change of support
always implies a “jump” of size k5. We are interested in examining what a
change of support implies for the functional descent. This is closely connected
to the following property of S.

Assumption 3.3. Let S : 2 — [0,00[ be continuously differentiable with
Lipschitz constant L. Assume there is an orthogonal projection P onto a finite-
dimensional space and an L* < L such that with QQ = I — P the estimate

15" (w) = S'(@)I” < L* | P(u = o)|* + (L*)* | Q(u — ) |* (10)

is satisfied for each u,v € £2 .



Such an assumption leads to the following refinement of Proposition 2.1
which also gives functional descent for a step-size s = L™!.

Proposition 3.4. Suppose that S satisfies Assumption 3.3 and let0 < s < L1,
Then, for each u € £? and v € G, s(u), the functional descent of T, can be
estimated by

Ta(v) < Talw)—5 (1 -L) 1P = w5 52 (G- 1) Q@ - w. (11)

Proof. For the verification of the claimed estimate, we can restrict ourselves to
the case u # v. In analogy to the proof of Proposition 2.1, one gets to the
intermediate step (5) which can be further estimated, using Cauchy-Schwarz as
well as (10), according to

- e ) - S ) o — g Nl
To(v) — Talu) < /O (8" (a0 — ) — )] 0 — u) dt — 12—
g 4 ()2 21 o = ul?
S/O L2 1P =)l + (L)? R — w)*) " dt [Jo — ul] = ===~
< L@ 1Pe - wl? + @2 Qe - w2 - =y 1y .
(12)

Note that L* < L < 1/s, so the difference on the right hand side is actually
non-positive. By writing v/a—vb = (a—b)/(v/a++v/b) and estimating it becomes

(22 1P~ )l + () [ — i) ? - 1=
- (L N §>—1 (L2 — 572) |1 P(v— u)||1;|__(5f|1|*)2 _ 872) 1Q( — )| )

Combining (12) and (13), rewriting (L*)? — s72 = (L* + s~ 1)(L* — s~ 1) and
expanding finally gives (11). O

In the context of Assumption 3.3, we also observe the following.

Lemma 3.5. Let P : (2 — (2 be an orthogonal projection onto a finite-
dimensional space and Q = I — P. Then, for each 0 < € < 1 there exists a kg
such that for the truncation operator (M u)r = 0 if k < ko and (Mg, u)r = ug
otherwise holds

[ My, Pul| < & || Pull ;o A=) [[Miul| < [|QMi,ul
for all u € £2.
Proof. With an orthonormal basis z1, ..., z, of range P, we can write
My Pu=Y" (] Pu) M,z = [|Mi, Pull < (3 1M1 ) 1Pull
j=1 j=1

so choosing kg large enough that the sum on the right-hand side does not exceed
€ yields || My, Pul| < ¢ ||Pul|. Likewise,
PMigu=3" (M2 Miguyz; = [PMigull < (3 M2 ) [ Migul

j=1 =1



which implies
@My ull = [|Myoull = [PMy,ull = (1 —¢) [ My, ul| -
O

Lemma 3.2 together with Proposition 3.4 implies that the sequence generated
by (9) eventually does not change its support from some iterate on.

Lemma 3.6. Let ¢ fulfill the assumption of Lemma 3.2 and let R be according
to (8). Let furthermore (u™) be generated by iteration (9) and the step-size
sequence (s,) satisfy

0<s<s,<s<L %

Then all iterates u™ (n > 1) have a finite support and the support only changes
finitely many times. In case Assumption 3.3 is satisfied and 3 = L™', the
supports of all u™ for n > 1 are still contained in a finite set.

Proof. First assume that 3 < L™'. Due to Lemma 3.2 there exists a rs > 0
such that || < ks implies j,, (x) = 0 for all n, the latter since s, > s > 0 and
ks depends monotonically increasing on s. Hence, each non-zero component of
u” has magnitude greater or equal to xs. We conclude that if the support of

u™t1 differs from u”, we have Hu"‘“ — anH > k. But from Proposition 2.1 we
deduce that also
1 K2 .
(2 5)% <mom e
Sn 2

with the right-hand side going to zero as n — oco. Hence, a change of the support
can only occur a finite number of times.

In case 3 = L~! and when Assumption 3.3 is satisfied, first assume that
||Q(u”+1 —u™) H does not converge to 0, meaning that there exists a ¢ > 0 such
that HQ(u"‘Irl — u”)H > ¢ for infinitely many n. For these n, Proposition 3.4
yields 1

cs

57:”[/ _:_1 (g — L*) < To(u™) — Ta(un+1)
which is a contradiction since the right-hand side tends to zero as n — 0 while
the left-hand side is bounded away from zero. Hence, ||Q(u”+1 — u")” — 0.

Next, we choose kg according to Lemma 3.5 (with ¢ = 1/2, for instance)
and consider the mappings Q My, as well as QM,% = Q(I — My,). Note that
range Q My, N range QM liB is a finite-dimensional space on which the pseudo-
inverse (QMjp, )" is linear and continuous. Denoting by Z the projection on this
space and by v = 4"t — 4™ we have

QU = QM v" + ZQM-v"™ +(I — Z)QMj-v™.

It follows that w™ — 0 as n — oo since
range Q = (range Q My, + range ZQM,&J) @ range(] — Z)QM,&J
by the construction of Z. We conclude, by Lemma 3.5, that

My 0™ + My, (QMy, )T ZQMp 0" — 0

—gn



asn — oo. Since (u™) is bounded, (™) is bounded and, moreover, contained in a
finite-dimensional subspace of ¢2, hence according to Lemma 3.5 we can achieve
for arbitrary € > 0 that || My, z™| < /2 for each n, by simply choosing k1 > ko
large enough. Also, || My, v™|| < || Mg, v"™ + z"| + || Mk, z"™|| so by choosing ng
suitably it follows || My, v™ + 2"|| < /2 for n > ng and hence || M, v"| < € for
these n.

Letting 0 < € < K, eventually allows us to conclude that M, u™ has fixed
support for n > ng since the opposite would imply that || My, v"|| > ks for some
n > ng which contradicts the above. Consequently, all supports of ™ for n > 1
are contained in a finite set. O

By the above lemma we have the existence of a strong accumulation point
of the sequence (u™):

Corollary 3.7. Every subsequence of (u™) has a strong accumulation point
u*. In the case 5 < L™, this accumulation point is a fized point in the sense

u* € Gy s(u*) for some s € [s,3].

Proof. By assumption, T,, is coercive in ¢? and hence, there is a subsequence
(u™i) which has a weak accumulation point u* in ¢2. By Lemma 3.6 there is
an iteration index jo and a finite set J C N such that u,” = 0 for j > jo
and k € J. Hence, we have for the finitely many k € J that qu — uj as
j — oo and infinitely often qu = uj =0 (for j > jo). Finally, we conclude that
u™ converges strongly to u*. The above argumentation holds true for every
subsequence of (u™).

Furthermore, if 3 < L', one can apply Proposition 2.3 to get that u* €
Go,s(u*) for some s € [s,73]. O

Note that similar arguments have been used in [2] for ¢ = x g\ foy in the finite
dimensional case. Hence, the generalized gradient projection method converges,
subsequentially, to a fixed point. In general, we do not know whether this fixed
point is a global minimizer, it is no even clear if it still is a local minimizer. One
can, however, derive necessary conditions for the global minimizer and make
sure that the (subsequential) limits of the algorithm converge to points where
these conditions are met. Such an approach is carried out in the following. It will
turn out that one actually has to take care of the step-size sequence (s,,): As we
will see, it is essential that they converge to L~' on the one hand. On the other
hand, one still has to ensure convergence of the algorithm. These requirements
call for a further analysis of the situation. But first, let us summarize the result
on convergence for step-sizes not approaching L~1.

Theorem 3.8. Let S : X — [0, 00[ be continuously differentiable with Lipschitz
continuous derivative (with constant L) and 0 < s < s, <35 < L=1. Further-
more, let R be according to (8) with a ¢ salisfying Assumption 3.1 as well as ¢
being non-decreasing and continuously differentiable on )0, 00[ with ¢'(x) — oo
for x — 0.

Then, the sequence (u™) according to (3) has a strong accumulation point.
FEach accumulation point is a fized-point of G s for some s € [s,3]. If, addi-
tionally, there exists an isolated accumulation point u*, then the whole sequence
converges to the fized point u*.

10



Proof. One can easily convince oneself of the validity of the prerequisites for
Lemma 3.6 and Corollary 3.7 which gives a strong accumulation point w for
each subsequence of (u™) which is moreover a fixed point of G, s for some
s € [s,3].

Now suppose that «* is an isolated accumulation point for (u™), i.e. there is
a d > 0 such that ||u* —u|| > ¢ for each accumulation point v # u*. Assume
that not the whole sequence converges to u*, i.e. there exists a 0 < € < § and
infinitely many n with ||u™ — u*|| > . Denote by N the set of these n. Since
there exists a subsequence of (u™) with limit «* we can find infinitely many
n with n € N and n+ 1 ¢ N. Denote by (u"7) the subsequence associated
with these n. By construction Hu"iH — u*” <e < 6,50 u™t! — u* and since
||u"1' — u”]‘HH — 0, also u™ — u*. Because of n; € N, this is a contradiction,
hence the assumption that not the whole sequence converged must have been
wrong. O

We now proceed with the case where the step-size sequence (s, ) approaches
L. In order to state necessary conditions for global minimizers, let us first
derive sufficient conditions for the continuity of the j, outside of the “dead zone”
{reR | js(x) = 0}. For that purpose, we introduce some additional assump-
tions on ¢, which are supposed to the fulfilled (in addition to Assumption 3.1)
in the remainder of this section.

Assumption 3.9. Let ¢ : [0, 00] — [0, 0o[ continuous with ¢(0) = 0 satisfy the
conditions

(a) the derivative ¢’ is strictly convex on ]0, co[ with ¢'(x) — oo for & — 0
and ¢'(z)/x — 0 for x — oo,

(b) some single-valued selection of z +— 9¢’(x)z is locally integrable on [0, oo].
We need a preparatory lemma for proving continuity of the js.
Lemma 3.10. Assumption 3.9 implies the following properties:

(a) for each s > 0, the function ps : y — y + sad'(y) exists on Ry, is strictly
convez and attains a minimum at ys > 0,

(b) the function ¢ : y — 2(d(y) — yd'(y))/y? is strictly decreasing and one-
to-one on 10, 00[ — 10, o],

(¢) we have, for y >0 and any z € 0¢'(y), that P(y) > —=z.

Proof. Since it is convex, the function ¢’ is continuous. Moreover, ¢’ has to
satisfy lim, .o ¢'(y) > 0 (with oo allowed) since otherwise

Yy
lim ¢(y) = lim ¢ (t)dt — —o0
y—00 y—oo Jo
which contradicts ¢ > 0. Thus, each ps is a strictly convex function with
ps(x) — oo for y — 0 and y — oo which implies that a unique minimizer y; > 0
exists.
Next, note that ¢”(y) = 9¢'(y) for almost every y > 0. So, we can use
Taylor expansion of ¢ in y to get

o(y) —yd'(y) = — / ’ ¢’ (t) dt.

0
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Figure 1: Illustration of some ¢ satisfying Assumption 3.9, ¢', ps (@ = 1,
s€{1/2,1,2}) and ¢.

Since d¢'(t) is strictly monotonically increasing, for y > 0 and any z € 9¢'(y),

Yy Yy 2
—/ tog (t) dt > —z/ tdt = -4
0 0 2

This already proves 1(y) > —z. For ¥ being strictly decreasing, consider y > 0
where 9¢'(y) = ¢"(y) and deduce

y
v =2 [odma-o'w) <o e u > -0,
where the latter has already been established. Hence, ¢'(y) < 0 almost ev-
erywhere and, consequently, 1 is strictly monotonically decreasing. Moreover,
¥(y) > —¢"(y) also implies ¢¥(y) — oo as y — 0 since ¢’(y) is bounded around 0
whenever ¢” (y) is bounded around 0. Finally, from the assumption ¢'(y)/y — 0
as y — oo follows that ¢(y)/y? — 0: For each & > 0 there is a yo such that for
y > yo we have |¢'(y)/y| < e and hence

o)~ o) = [ a6t -) > &

One can choose a y; such that ¢(yo)/y? < /2 for y > y1, so for y large enough
we have ¢(y)/y? < e. Consequently, 1(y) — 0 as y — oo and, together with
the above, 1 : [0, 00] — [0, oo is one-to-one. O

Ezample 3.11. For p € ]0, 1], it can be verified that the functions ¢(z) = 2P as
well as ¢(z) = log(zP + 1) satisfy Assumption 3.9. In Figure 1, you can see an
illustration of the constructions in Lemma 3.10.

The continuity properties can now easily be deduced.
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Lemma 3.12. The functions js obey

() = {O for |x| < 75

sign(@)ps () for x| = 7,
s (2)] € {0y U{z > As}

where
As=97H(s)™h), me=psodTH((se) 7). (14)
In particular, js takes two values if |x| = 75, is left- and right continuous there

(in the sense that js(+7) are exactly the left- and right limits) as well as con-
tinuous on {|x| # 74}.

Proof. Let s > 0 be fixed and denote by F,(y) = 3(y — 2)? + sa¢(|y|). Fur-
thermore, assume, without loss of generality, £ > 0 such that we only need to
minimize F, over [0,00[. Note the identities F), = p, — x and F" = p,. From
Lemma 3.10 we know that there is a unique minimizer ys > 0 of ps;. Conse-
quently, FV(y) = p,(y) < 0 for y < ys meaning that local minimizers y* # 0 of
F, obey y* > ys.

Thus, we can conclude that js(z) = 0 whenever x < p4(ys) since no y* > 0
exists for which these necessary conditions are satisfied. On the other hand, if
x > ps(ys), a unique y* > yy with ps(y*) = = < F.(y*) = 0 exists and we
just have to compare the values of F,(0) and F,(y*) in order to determine the
minimizers. It turns out that

Foy®) — Fo(0) = (80«25’2(2/*))2 + sad(y) — (y* +SO;¢’(y*))2
=sa(o(y") —y o' (v")) — (y;)

which leads to

sign (Fo.(y*) — F(0)) = sign(¢(y*) — (sa)~") =sign(v " ((sa) ") — ")

the latter since v is invertible and strictly monotonically decreasing, see Lemma
3.10 (b). Finally, ps is also strictly monotonically increasing on {y > ys} and
x = ps(y*), hence

sign(Fw(y*) - Fx(O)) = sign(ps()\s) - x) = sign(7s — ).

Note that necessarily 75 > ps(ys), hence js(z) = 0 for all z < 75, js(x) = p5t(z)
for x > 7,. For x = 75, there are the two minimizers 0 and \,.

Finally observe that ps can be continuously inverted on [yg, oo, hence j is
continuous on |75, oo[ with the left limit in 74 being As. The claimed continuity
on [0, 7s] is trivial and it is easy to see that range(js) = {0} U {|z| > A} O

Remark 3.13. We remark that the threshold 75 is always greater than the mini-
mum of p,: Since p, is strictly convex, the minimizer y, satisfies z = —(sa)~! €
¢’ (ys). According to the definition, (sa)~! = 1)(\s), so due to Lemma 3.10 (c)
we have ¥(ys) > —z = ¥(\s) and hence ys; < As. Since py is strictly monotoni-
cally increasing on [y, 0o[, minyso ps(y) = ps(ys) = ks < 7, follows. Moreover,
note that in particular we have that dps(7s) does not contain 0.

13



(s, As)
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(Ts5As)
1__
T 5 " T "
P(x) = Vo ¢(x) = log(z'/% +1)

Figure 2: Illustration of j, for some particular ¢ and s € {1/4,1/2,1} (o =1).
Additionally, the curve of breaking points (75, As) is depicted.

You can find illustrations of the functions j, for some particular ¢ in Figure 2.
The thresholds (14) for s = L~! play an important role for global optimality as
they occur in the necessary conditions.

Proposition 3.14. For Ap-1 and 7p-1 according to (14) each global minimizer
uw* of T, possesses the following properties:

(a) The set J ={k € N | uj # 0} is finite,
(b) for all k € J it holds that —S'(u*)r = asgn(uy)¢' (|ui|) and |uj| > Ap-1,
(¢) For all k ¢ J it holds that |S"(u*)k| < L1p-1.

Proof. Suppose u* € (%, u* # 0 is a global minimizer of T,. Obviously,
—S'(u*) € % Exploiting the condition that lim, o ¢'(z) = oo, we are able
to find an € > 0 such that |¢/(z)| > 1 for |z| < e and x # 0. Take a k for which
luf| < e and uj # 0, differentiate with respect to that component to get

S' () + asgn(up)d'(fup]) =0 = |S" () = ad/(jug]) = o

Consequently, a1 ||S"(u*)|| > #{|u}| < & Au} # 0} and since the norm is finite
as well as only finitely many u} can satisfy |uj| > e, J = {u} # 0} has to be
finite. This proves the first assertion as well as the first part of the second.

Next, we will show that if u} # 0 and |u}| < Ap-1 for some k, setting u}
to zero strictly decreases the functional value of T, and hence, u* was not a
global minimizer. Let v} = 0 and v;’ = v for | # k such that v* —u* = —ujes.
Expand S at u* and compare Ty, (v*) with Ty, (u*):

To(u") = Ta(v") = = (S'(u")|v" — u7)

_/0 <S’(u* —I—t(v* _u*)) _ S’(u*)

vt — u*> dt

+ad o(lui]) — Y é(juf])
=1 14k

*\ 2
> i~ L 4 ag(ug)

_afup)? 2((lup]) — lugld’ (Juih) 1 o1
3 ( : (uZ)s = (L) )
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remembering that uj # 0 implies S’ (u*), = —a sgn(u2)¢’(|u2|). The term on
the right-hand side is positive if and only if [u}| < ¥ ™' ((L7'a)™!) = Ar-1 (also
confer Lemma 3.10), thus |u}| < Ap-: implies T, (v*) < Ty (u*). Hence, for
u* being a global minimizer, it is necessary that |u}| > Ap-1 for each k € J,
concluding the proof of the second assertion.

For the remainder, we will utilize a similar line of argumentation. Take a
k ¢ J, ie. u; = 0 and denote by w; = S’(u*)r. Our interest is in finding
sufficient criteria which lead to a functional descent by just varying the k-th
component. Let v; = uj for | # k and v; € R. With this, we get, similarly to
the above,

*\2
T (') ~ Talo*) 2 i — 255 — (o)

=) o) < o

Maximizing the term on the right hand side with respect to v} gives v} =
JL-1 (w,’;L_l) which is only non-zero if |wj| > L7z-1, see Lemma 3.12. From
jr—1 being the solution of a minimization problem we also know that

(w)?
212

N 1/, wi\?2 « .
wil > Lrpo = 5 (v = )+ S (i) <
and plugging this into (15) yields T, (u*) — To(v*) > 0. Consequently, if |w}| >
L7y,-1 for a uj, = 0 then u* was not a global minimizer what was to show. [

The properties (a)—(c) tell us what is necessary for the generalized gradient
projection method to be able to detect global minimizers.

Remark 3.15. In order to get consistent results, we use, in the sequel, a single-
valued selection of G s:

0 if ug # 0, Jug — 85" (u)| < 75

0 ifup =0, lup — 85" (u)g| < 75
G:’S(U)k: » / : k | k ,( )k| (16)

Py (up —sS"(w))  if ug # 0, lug — sS"(w)k| > 75

o3 H(ug — 88" (w)g)  if up = 0, |up — 85" (u)g| > 74

This rule basically tells in the ambiguous cases to select 0 whenever u; = 0 and
the non-zero value of j; otherwise.

Proposition 3.16. A global minimizer u* for the Tikhonov functional T, is a
fized point of GZ_L,I. The other way around, each fized point of this mapping

satisfies the properties (a)-(c) of Proposition 3.14.

Proof. Let u* be a minimizer and denote again by J the set of indices where
uf #0. If k € J, then —L715"(u*)y = L™ asgn(uf)e’ (Juj]) as well as |uj| >
Ar-1, hence
i~ L' ()] = [+ L sen(uf)o (k)] = prs (i)
Z pL—l()\L—1> =Tr—1
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by Proposition 3.14. Consequently, by the particular single-valued selection
vt = GZL,I(u*) according to (16), the corresponding jr-1 always yields the
non-zero value, i.e.

ot = ot (u — L7 ) = ot (uk + L usign(uf)o () =
by the definition of pr-1.
Take a k ¢ J and observe that
|[L7YS ()| <10 = GF

a,L—1

(u* = L7 'aS"(u*)), =0

again by the single-valued selection (16). Hence v; = u} = 0 and consequently,
u* is a fixed point.

Now suppose that u* obeys u* = G;L,l
many non-zero coefficients, meaning that property (a) of Proposition 3.14 is

satisfied. For uj, # 0 we have
uj, — L7H8"(u*)k = uj + L™ assign(u) ¢ (Ju])

thus S’ (u*)p+asign(uy )¢’ (Jui|) = 0 and since range(j-1) = {0}U{|z| > A1},
see Proposition 3.12, we also have property (b). Finally, uj = 0 means that
L7YS (u*)g| < 11-1, so |S"(u*),| < L7p-1, implying that u* also obeys prop-
erty (c). O

(u*). Obviously, u* has only finitely

These results suggest that the generalized gradient projection method should
actually look for fixed points of G, -1. There are, however, some difficulties
with taking L~! as a step-size since no strict descent of 7, can be guaranteed,
see Proposition 3.4. Thus, one can only try to have subsequential convergence
to a fixed point of G which is indeed possible.

a,L—1

Lemma 3.17. If s,, — s* monotonically increasing and x,, — x* with |x| # T¢-
then js, (xn) — js+(x*). For |z*| = 74+, the following implications hold

|Tn| > 75, = Js,(Tn) —sign(z*)Aex,  |za| <76, = Js,(zn) — 0.

Proof. First suppose |2*| < 74~ meaning that from some index on, |z,| < 7o« <
75, since 75 depends monotonically decreasing on s. Consequently, js, (2,) =0
from some index on and lim,_ . js, (zn) = 0 = je«(2*). Note that this also
gives js, () — 0 whenever |x,| < 75, in particular for |z*| = 74.

Now assume |z*| > 74« implying that from some index on, |z,| > 7, since
Ts, — Te« from above. Hence (z*, s*, js«(2*)) is in

M ={(z,s,9) e R* | s €]0,00[, |2| > ks , |yl = ys},

denoting by ys and ks again the minimizing argument and minimum of ps,
respectively. It is easily seen that F': M — R defined by

F(z,s,y) =y—x+sad'(y) = ps(y) —x

is locally Lipschitz continuous in M. Moreover, for |z*| > 74« we have that
the generalized partial derivative satisfies %—5(3:*,5*, Js<(z*)) > 0, the latter
since Tg« > pgr(Ys+), see Remark 3.13. The implicit function theorem for
Lipschitz functions [8] implies the Lipschitz continuity of the mapping locally
parametrizing the fiber F~1(0), ie. (s,x) — p;t(z) = js(x). Due to that,
Js, () — js+ (). Finally, the latter also applies to the case where |z,| > 75,
and |2*| = 74+, yielding js, (z,) — sign(z*)As«. O
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Lemma 3.18. Let s, — s monotonically increasing and (u") be a subsequence
with u™ — u. Then it holds that GF . (u™) — GT .(u).
Sn; :

Proof. Since S" is Lipschitz continuous, it is easy to see that u"/ —s,, " (u"7) —
u— sS'(u) and in particular u,’ — s,,, S’ (u™ )}, — ug — 55’ (u)y, for each k. Now,
since u"i are iterates, the range property of js (see Lemma 3.12) applies,
ie. uy =0or [u’| > As,,- Onme can easily derive from (14) that A, —
As monotonically increasing, thus either uy = 0 or |ux| > As. Consequently,
up = 0 for almost every k and uzj = 0 for all of these k and from some
index on. It follows |uy’ — sS"(u™ )| < Ts,, and |ug — 85" (u)r] < 75 since

Ts,. — Ts monotonically decreasing (again, see (14)). Hence, G  (u)r = 0 =

n.;

limj oo G ;. (un,)r by the single-valued selection (16).
Analogously, from some index on we have |u,”| > Ts,, for all k for which

ug, # 0. Of course, this also implies for uy that |ug| > 75, thus, by the continuity
statement of Lemma 3.17 and (16) we get

G s, (un) )i = p5,) (g = 50, 8" (™)) — p3t (u — 88" (W) = GF ,(u)i
and consequently, the desired statement. O

The previous lemmas and propositions are the essential ingredients for prov-
ing subsequential convergence of the generalized gradient projection method
when s, is increasing monotonically with limit Z~! in a suitable manner. This
will be done in the following theorem.

Theorem 3.19. If, under the same prerequisites as for Theorem 3.8, the As-
sumptions 3.8 and 3.9 hold true and the iteration is performed according to (16)
with step-size choice s, = n/(Ln + 1), then there exists a strong accumulation
u point of (u™) which is a fized point of G;L,l, i.e. it obeys (a)—(c) of Propo-
sition 3.14. Furthermore, the whole sequence converges to u if

1. up — L7YS"(u)y # £71-1 for each k and

2. w s a strong local minimizer for T, in the sense that there exists a contin-
uous, strictly monotonically increasing £ : [0,0] — [0, 00] for some 6 > 0
with £(0) = 0 such that

Ta(u) +&([lv = ull) < Ta(v)
whenever ||[v — ul| < J and suppv C supp u.
Proof. We first establish the existence of a subsequence (u™) which satisfies

||u”1'+1 —u" H — 0. Assume the opposite which means that for each ¢ > 0

there exists a ng such that Hu"“ — u"”2 > ¢2 for n > ng. According to
Proposition 2.1,
52 1 n n+1
n

which yields, by the particular choice of s, after summing up,
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for any n; > ng. Since (T, (u™)) is a decreasing sequence, the right-hand side is
bounded as n; — oo while the right-hand is not, a contradiction.

Hence, there has to be a subsequence for which Hu"ﬂ’H —u"i H —0asj— 0.
Moreover, Corollary 3.7 implies that by further restriction to a subsequence,
also denoted by (u™i), we can achieve that u™ — u for some u € (2. From
Lemma 3.18 we know that v+ = GT . (u™) — G(J;L,l (u) and, consequently,

OL,Snj
U = G; -1 (u) from which Proposition 3.16 gives the desired properties.

For the convergence statement regarding the whole sequence, note that since
u" — 5,8 (u") — u— L71S'(u), we can assume that for some jo it holds that
lup’ — 5n,; 8" (u")i| # 71 for each k and for j > jo. In Lemma 3.17 it is also
shown that (s, z) — js(z) is locally Lipschitz continuous as long as the values do
not cross the threshold 7, (which is the case for (u"7)), hence there is a C > 1

such that o
nj+1 _ < C n;g __ -
s u < Ol —ul + L(Ln, +1)
for j > j; where j; > jo is suitably chosen. By choosing js such that for
j = j2 > j1 it moreover follows that n; > L' (2C/(6L) — 1) and T, (u™) —
To(u) < &(6/(2C)) we get

E(lu™ —ull) <£(0/20)) = |lu™ —ul <

<36 = luvT-uf <

as well as
T (u"iHh) = Ty (u) < To(u") = To(u) < 5(5/(20))

By induction, it follows that there is ng such that for n > ng it holds that
[[u™ —u|| < ¢ and To(u™) — Ty (u). This implies £(Jju™ —ul]) — 0 and thus
[|lu™ — u|| — 0 what was to show. O

To summarize, this means that one can design an algorithm for which at
least one subsequential limit u shares the same necessary conditions as the
global minimizer u*. Under some additional assumptions, the convergence of
the whole sequence may be established. Such an observation does not prove
that the algorithm indeed runs into a global minimizer but makes sure that
there is a chance and helps to avoid stationary points which are certainly not a
global minimizer. Hence, if Theorem 3.19 is applicable, one can argue that the
generalized gradient projection method produces reasonable approximations to
a minimizer of Ty,.

4 Application to /¥ penalties

This section deals with the special case ®(z) = |z|P with 0 < p < 1 which is
clearly a non-convex separable penalty. First, it is analyzed how the proximity
operator can be calculated (cf. [16,18]). This result can be easily derived from
the general statements of Lemma 3.12.

Lemma 4.1. Let 0 < p < 1 and o > 0. The function ¢(z) = |z|P satisfies
Assumptions 3.1 and 3.9. The corresponding js and thresholds according to (14)
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can be expressed by

() 0 for |z| < 7
s\r) = - )
g (- + sapsign(-)[-[P71) Y ofor |z > 1,

2—p

T2-2p (2sa(1 _p))ﬁ . A = (2sa(1 _p))ﬁ.

Ts

Proof. All the statements can easily be verified by computation. Assumption 3.1
is trivially fulfilled. Regarding Assumption 3.9, note that ¢ is arbitrarily differ-
entiable on |0, co[. The function ¢’ is strictly convex because of ¢"’ > 0 for posi-
tive arguments. We have ¢/(z) — oo as z — 0 as well as ¢/(z)/z = prP~2 — 0 as
x — 00. Moreover, x¢"(z) = p(p — 1)aP~1 is easily seen to be locally integrable
on [0, ool

1/(2—p)

Clearly, ¥(y) = 2(1 — p)y?~2, so one computes A, = (2sa(1 —p)) and

consequently

s = ps(As) = As + sapAZT2A :<1+ P >>\ = 2_]3(2504(1—]9))ﬁ
s Ps s s s s 2—2]7 s 2_2p .

O

Knowing the thresholds 7, and Ay is crucial for performing the generalized
gradient projection method, see Lemma 3.12. With Proposition 3.14 in mind,
we also get the following.

Remark 4.2. If S : £ — [0, 00, one can immediately estimate the number of
non-zero coefficients for a minimizer u* of T,:

S(0) = Ta(0) > Tu(u*) > a|lu*|2 > #{uf, # 0}a(2L a(1 _p))p/(z_p)
implies
#{ur # 0} < 28(0)((20)*PL1 (1 — p))” P72
It is remarkable that this quantity stays bounded as p — 0.

The above shows that the generalized gradient projection method is applica-
ble for ¢P-penalties and leads to convergence whenever one of the Theorems 3.8
or 3.19 is applicable. Roughly speaking, without additional assumptions we only
get subsequential convergence to stationary points. In some situations, where
more about the structure of the problem is known, one can actually see that the
additional assumptions introduced in Section 3 are satisfied and convergence
can be established. One class for which this is possible is the usual setting of
linear inverse problems. We will deal, in the following, with the problem of
minimizing ,

[ Ku— fll -
miy 0 )l a
k=1
with a Hilbert space H, K : £2 — H being a linear and continuous operator,
f € H some data and @ > 0, 0 < p < 1. Hence, S(u) = %HKu—fH2 and
R(u) = [l

Note that S’(u) = K*(Ku — f) is Lipschitz continuous. It is easy to see
that the Lipschitz constant is given by ||K*K|| and Theorem 3.8 is applicable
with 0 < s < s, <35 < || K*K]|| yielding subsequential convergence to stationary
points. We observe that Assumption 3.3 is also satisfied in many cases:
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Lemma 4.3. In the situation of (17), if the space for which K*Ku = ||K*K || u
holds is finite-dimensional and the eigenvalues of K*K do not accumulate at
|K*K||, then Assumption 3.3 is fulfilled.

Proof. The statement follows immediately by setting P as the projection onto
the eigenspace for ||K* K| and noting that K*K = |K*K|| P+ QK*KQ where
IQE*KQ|| < ||K*K||. 0

In particular, Theorem 3.19 is applicable for compact operators and hence,
we have strong subsequential convergence to a fixed point even if s,, = n/(Ln+
1). In the remainder of this section, we show that there are conditions on K
under which the choice of a sufficiently small p and a special parameter choice
almost certainly lead to convergence of the whole sequence. We start with
establishing under which conditions one can guarantee that stationary points
are strong local minimizer in the sense of Theorem 3.19.

Proposition 4.4. Let f € H and K : (> — H be a fized linear, continuous
and compact operator satisfying the finite basis injectivity property, i.e. K is
injective whenever restricted to finitely many coefficients.

Consider the problem of minimizing the Tikhonov functional Ty, in depen-

2
dence of p and the parameter choice a(p) = vab with ag,y > 0 and v > @,
i.e.

Ku— fl12
. | 7]

a(p) (w) = 5=+ 0 [[ull, - (18)

There exists a p* € |0, 1] such that for each 0 < p < p* every stationary point
for the corresponding (u(p)™) with step-size choice s, = n/(Ln+1) and u® =0
s a strong local minimaizer.

Proof. We first derive the bound ||u| < ag' for u with Tp (u) < @ which
is independent of K and p € ]0,1[. For the non-trivial case u # 0, this can be
achieved by

2 2\1/p 1 1
P lullP < T <SME <<||f||) 1 _1
108 ] < Ty () < 12 full, < ()7 - <
and
ugl? _ [unl” o lunl? o Jual? Hlelly
= 1= < = ull < lull, -
ful® = llull” ,;1 | ; [ull® full? P
Next, note we have for p € [0, 1] that
2—p _ 1/(2—
T () = 5y (2L 90f (1= p) VT > 0

hence there is a 7* > 0 such that 77,-1(p) > 7* on each interval [0, pg] where
po € ]0,1[. Consequently, due to the compactness of K and f being in H, we
can find a kg such that |[K*(Ku — f)|, < L7* for each k > ko and ||u]| < ag’.

Since we start the algorithm with u® = 0, all u(p)" satisfy Top) (u(p)”) <

Ty (W®) = I£11? /2, hence one can say that for each p € [0, po] and k > ko the
estimate

|sn K* (Ku(p)” — f)|, < L7HE* (Ku(p)” — f)|, < 7" < 71-1(p) < 75, (p)
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holds. By induction, u(p)} = 0 for all k£ > k¢ and p € [0, po]. Thus, it suffices
to consider the iteration on the coefficients 1,...,%ky — 1 and the restriction of
K*K to these coeflicients which we will denote by KKy in the following. Let
¢ > 0 be the smallest eigenvalue of KjKj (which is positive due to finite basis
injectivity) and set p* = min {pg, 2cL}. In the following, we consider 0 < p < p*
as fixed and omit the dependence on p. We will see that such p always implies
that T, has stationary points being strong local minimizers.

Suppose that «* is a stationary point for (u™), i.e. u™ — u* with u* =
G:,L,l(u*). As it is argued in Proposition 3.16, we get K§(Kou* — f)r +
aplu|P~2u} = 0 and |uj| > Ap-1 if uf # 0. Restrict, T, to the space corre-
sponding to supp u*, denoted by T, as well as K, denoted by K1, and compute

F(u) = VT, (u) = Kj (Kiu — f) + ap|ulP"%u

for which holds F'(u*) = 0 (taking the restriction into account). This is a smooth
mapping whenever each uy # 0, so check that the Jacobian matrix

VF(u") = K{ K1 — ap(1 — p) diag(|u”[P~?)

is positive definite. For v with suppv C suppu we can estimate, according to
the definition of ¢,

(| VF(u)o) = | K1o||* = ap(l = p) Y JuiP~ %0
k

> (e—ap(t—pM3) ol = (e = ) ol -

2L
By the choice of p, VF(u*) = V2T, (u*) is positive definite and hence, u* is a
strong local minimizer for some § > 0 and £(t) = ¢*t? where ¢* > 0. O

Remark 4.5. The “finite basis injectivity” (FBI) property also plays an impor-
tant role in the context of linear (as well as non-linear) inverse problems with
sparsity constraints. One the one hand, it is one of the crucial ingredients under
which order-optimal convergence rates can be established [6,12,13,17]. On the
other hand, under the assumption that the FBI property holds, one can achieve
good convergence rates for numerical algorithms for minimization problems with
sparsity constraints [5,14]

In order to apply Theorem 3.19 concerning the convergence of the whole
sequence, each stationary point u of (u™) must not “hit” the points of disconti-
nuity, i.e.

up — L7 (K* (Ku — f))l€ # +7r1

for each k. In fact, one can easily construct cases in which this condition is
violated, for instance where K is the identity on ¢2 and f, = %7 for some k.
In this example, however, one can see that varying p slightly changes 7;,-1 and
therefore, for a fixed f the above condition is fulfilled generically.

Likewise, one can proceed and try to establish an analogous statement for
general K. However, this would result in a large additional amount of technical
considerations which do not add too much to this article since the result only
covers a special situation. Moreover, in practice it seems like the stationary
points never violate this assumption. For these reasons, we omit a thorough
examination of this issue and leave it to the reader who is interested in it. To
this point, we summarize in the following convergence theorem:

21



Theorem 4.6. For f, K and a(p) according to Proposition 4.4, there is ap > 0
such that the generalized gradient projection method for (18) converges, subse-
quentially, to a stationary point u which satisfies the (a)—(c) of Proposition 3.14.
If, additionally,

up — L7 (K (Ku — f))k| # Tr—1

for each k, then the whole sequence converges to u.

Proof. This follows immediately from Theorem 3.19 for which the prerequisites
are given by the Lemmas 4.1 and 4.3. The additional part can be obtained from
Proposition 4.4 and, of course, the assumption. O

We conclude this section with some remarks about this result and its con-
nection to minimization with an ¢°-penalty term.

Remark 4.7. Let us comment on the parameter choice a(p) = yaf with ag,y > 0

with v > @ As it is shown in the proof of Proposition 4.4, this leads to a
bound on the norm of solutions which is uniform in p. However, as p — 0, a(p)
tends to v which cannot be made arbitrarily small. The necessity for this can
be explained, to a certain extend, in the fact that the “limit problem” for p = 0,

ie.
2
min 0= a#{uy # 0} (19)
uel? 2

is not well-posed for general & > 0 due to the lack of coercivity of the functional

2
#{ur #0}. For a = v > @, however, it is easy to see that the above

functional is globally minimized by the trivial solution v = 0.

2
On the other hand, letting f # 0 and 0 < & < @, one can construct a

compact linear operator such that the minimization problem admits no solution:
Set Ke,, = %(f + %en) and deduce, for example with u,, = ne,,, that

Ku— fII?
inf M—l—d#{uk#O}g lim

n 2
[Ku™ — [
—— JI 4
u€el? 2

2

a=a.

But each u = vey, for some v # 0 and k € N results in a |[Ku — f|* /2+a > a,
the same holds true for v = 0 and and w with #{uy # 0} > 2. Hence, no

2
minimizer exists and the choice of v > @ is sharp for compact linear operators
K.

Remark 4.8. As the previous remark showed, problem (19) generally admits no
solution. One can, however, also try to apply the generalized gradient projection
method with quadratic fidelity and the separable penalty term

HKU*f”2 - 0 ifx=0
S = 5 R = s =
(w) = =5 W=ad ou) . ¢ {1 o

One easily sees that the minimization problem for Jg, i.e.
o0

min 3 (ur — (K" (Ku = £),)” + ao(fux)),
k=1
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can be solved by doing a hard-thresholding on w = u — sK*(Ku — f):

Tu(w), = 0 for |wi| < V2sa
s k™ Jw, for |wg| > V2sa

This iteration has been studied in finite dimensions in [2].

Note that the structure of the iteration is the same as for the ¢P-penalties
with 0 < p < 1. Furthermore, with 0 < s < L~!, Proposition 2.1 is still
applicable and since hard-thresholding also induces a jump, the iterates (u™) do
not change the sign pattern from some index on, reducing the iteration to

uptt = up — s(K*(Ku" — f))k
for k being in some finite set J. This amounts to a Landweber iteration in finite
dimensions which always converges.

Hence, the hard-thresholding operation of [2] still converges in the infinite-
dimensional setting even though a global minimizer does not necessarily exist.
The ¢P-setting where 0 < p < 1 has the advantage that we can get both: well-
posedness as well as convergence of the algorithm.

5 Numerical examples

We illustrate the behavior of the proposed algorithm with two examples. The
purpose of this section is to give an impression of the characteristics of the
algorithm, especially since it behaves somehow discontinuous.

5.1 Reconstruction with a partial DCT-matrix

The purpose of this example is, to demonstrate the typical behavior of the
iterated thresholding algorithm on a simple example. We considered the finite
dimensional problem of reconstruction of a spiky signal from partial discrete
cosine transformed (DCT) measurements. We generated an operator by taking
64 random rows of a DCT matrix of size 256 x 256. We generated spiky data by
randomly choosing ten entries to have normally distributed values, added 5%
noise and chose o = 5-10~%. Moreover, we chose to use the increasing step-size
rule s, = n/(nL + 1). Figure 3 illustrates the behavior of the iteration. We
plotted the behavior of the functional value T,, and also the norm difference
between two iterates

" = Hu” —Js, (u" — sy K" (Ku" — g‘s)) H . (20)

We observe that the functional value is monotonically decreasing and from time
to time it jumps down. This effect is due to the jump in the iteration mapping
Ga,s, and happens when one coefficient jumps out of or into the dead-zone of
Ga,s,- These jumps are also present in the plot of the residual r and of course
they are smaller for larger p since the jump in G, s, is smaller. Finally one
observes that, from some point on, the residual decreases monotonically and
this may be due to the fact that the support of the minimizer is identified and
hence, is not changing anymore and the algorithm behaves like a usual gradient
descent.
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Figure 3: Two typical runs for the partial-DCT example. Top row: p = 0.1,
bottom row: p = 0.9. Left column: development of the objective value T, (u"),
right column: development of the residual from (20).

5.2 Deblurring of spikes

This purpose of the next example is to show the difference of the minimizers
for different values of p. In this numerical example we considered a discretized
linear blurring operator F' combined with a synthesis operator B associated with
simple hat-functions. We generated data which just consists of a few spikes and
hence, has a sparse representation in hat functions. We generated noisy data
with 5% noise, see Figure 4. Then we chose & = 5-107° and p = 0.1. Motivated
by the previous example we applied our algorithm until the norm of the residual
rn, from (20) fell below the threshold 1- 107, leading to a reconstruction ufj*‘s.
To make a comparison with different values for p we calculated the discrepancy
for HFBug“‘S — g‘sH and chose «a such that we obtained the same discrepancy
for different values of p. The result is depicted in Figure 5. Concerning the
properties of the solutions one may note the following things:

e Smaller values of p lead to higher sparsity for the same discrepancy.

e Smaller values of p lead to a more accurate reconstruction of the height
of the peaks.

6 Conclusion

We considered special instances of non-smooth and non-convex minimization
problems and proposed a generalization of the well-known gradient projection
method. Our analysis shows, that even in the general case of functionals S+aR
the proposed algorithm has convenient convergence properties. In the special
case of separable constraints our method amounts to an iterative thresholding
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Figure 4: Example with a smoothing operator. Left original solution fT, middle:
original data g, right: noisy data ¢° (5% noise).

p=1 p=20.5 p=0.1
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T r r
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Figure 5: Reconstructions for different values of p. The first row shows the norm
of the residual, i.e. Hu" — Js(u" = K*(Ku" — g‘s)H. The second row shows the
reconstructed f*? (and with slim lines the original fT).
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procedure and is rather easy to implement: One only needs to calculate the
gradient of S and the proximal mapping for the one-dimensional function ¢
which can even be done analytically in some examples.

We remark that non-smooth and non-convex optimization problems are
fairly hard to solve. Our algorithm gives strong subsequential convergence and
there is good reason to hope that it may reach a global minimizer in the special
case of separable constraints.
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