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Abstract

We consider a class of optimal control problems with a state constraint
and investigate a trajectory with a single boundary interval (subarc).
Following R.V. Gamkrelidze, we differentiate the state constraint along
the boundary subarc, thus reducing the original problem to a problem
with mixed control-state constraints, and show that this way allows one
to obtain the full system of stationarity conditions in the form of A.Ya.
Dubovitskii and A.A. Milyutin, including the sign definiteness of the mea-
sure (state constraint multiplier), i.e. the non-negativity of its density and
atoms at junction points. The stationarity conditions are obtained by a
two-stage variation approach, proposed in this paper. At the first stage,
we consider only those variations, which do not affect the boundary inter-
val, and obtain optimality conditions in the form of Gamkrelidze. At the
second stage, the variations are concentrated on the boundary interval,
thus making possible to specify the stationarity conditions and obtain the
sign of density and atoms of the measure.

1 Introduction

It is a well-known fact that optimality conditions in problems with state con-
straints are difficult for application in view of a nonstandard character of the
state constraint multiplier. In their seminal work [1], A.Ya. Dubovitskii and
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A.A. Milyutin suggested to take this multiplier in the form of non-negative
measure concentrated on the boundary set of the optimal trajectory (see also
later works [2,3]). This corresponds to the functional meaning of the state con-
straint, but then the adjoint equation contains a measure (more precisely, its
generalized derivative 1); hence, one comes to a differential equation of a new,
yet uninvestigated type. Therefore, from the very beginning of studying such
problems, many specialists tried to avoid somehow this difficulty in order to
keep the adjoint equation as an ODE of convenient type.

If the boundary set of the trajectory is a segment, one can differentiate the
state constraint and reduce it to a mixed control-state constraint, for which the
stationarity conditions can be formulated with the usage of standard objects.
The result can be then represented in terms of the original problem. This way
was firstly suggested by R.V.Gamkrelidze in the classical book [4], earlier than
paper [1], but its realization involves a nontrivial further step: one has to obtain
the non-negativity of the measure (the state constraint multiplier), including the
sign of the atoms of measure at junction points, which was not completely done
in [4].

Thus, for the problems with state constraints there are two forms of opti-
mality conditions (say, the maximum principle): the form of Gamkrelidze and
the form of Dubovitskii-Milyutin. A natural question is how these two forms
are connected. In paper [5] and then in [6], it was shown, by a simple change of
the adjoint variable 2, that one can pass from the conditions in the Dubovitskii—
Milyutin form to the conditions in the form of Gamkrelidze, but the possibility
of the inverse passage was not investigated.

In this paper, we consider a special class of problems and reference tra-
jectories, in which the connection between the non-negativity of the measure
and the minimization of the cost is the most transparent. In this class, one
can completely fulfill Gamkrelidze’s idea and prove the non-negativity of the
measure, thus showing that Gamkrelidze’s approach allows to obtain the con-
ditions in Dubovitskii-Milyutin’s form. For simplicity, here we consider only
necessary conditions of the so-called extended weak minimality (i.e., stationar-
ity conditions), leaving the question about conditions of the strong minimality
(the maximum principle) for further investigations.

! For a function u(t) of bounded variation, its generalized derivative ji(t) = du(t)/dt is
a generalized function in the sense that f(t)dt = dp(t) is the Riemann—Stieltjes measure
generated by the function p(t). If w(t) is absolute continuous, then f[(t) is a usual Lebesgue
integrable function; if w(t) is discontinuous at a point t«, then fi(t) contains the Dirac
0— function at t..

2If 4(t) is the adjoint variable in the Dubovitskii-Milyutin form, ®(t,z(t)) < 0 is the
state constraint, and a monotone function u(t) generates the corresponding measure, then
D(t) = p(t) — pu(t) D, (t,z0(t)) is the adjoint variable in the Gamkrelidze form.



2 Problem Statement

On a fixed time interval, consider the following optimal control problem with a
state constraint:

z
Problem A: t=g(z,z,u), @sut) <0, s=1,...,d(p),

Here, z € R® and x € R! are state variables, u € R™ is a control, the func-
tions z(-) and x(-) are absolute continuous, wu(-) is measurable and bounded.
We will assume that the functions f, g, ¢ of dimensions n, 1, d(¢), respec-
tively, are defined and continuous on an open subset Q C R™1*™ together
with their first-order partial derivatives w.r.t z,z,u. (The function ¢(u) can
be formally considered as a function of variables z,z,u ). Note that the state
constraint is imposed only on the scalar state coordinate x, so it has the sim-
plest form x > 0.

Definition 2.1. A triple of functions w = (z,x,u) of the corresponding func-
tional classes defined on [0,T] and satisfying equations 2 = f(z,z,u), & =
g(z,z,u) s called a process of problem A. A process is called admissible if it
satisfies all the constraints of the problem.

3 The Reference Trajectory

Consider a reference process w’ = (2°,2% u%) such that the trajectory z°(t)
touches the state boundary only on a segment [t9,¢9], where 0 < t? < < T.
In other words, the interval A := [0,7] is divided into parts A; := [0,%Y],
Ay = [t9,49], and Ag := [t3,T] such that 2°(t) > 0 on [0,t9), 2°(t) =0
on Ay, and 2°(t) >0 on (t3,7]. In addition, we suppose the control u® to
be continuous on Aj,As and Lipschitz continuous on Ay (for convenience,
we assume that the function u® at time moments 7, 3 has both left and
right values), moreover, ¢s(u’(t)) < 0 on Ay for all s, and the following
strict inequalities hold at the moments 9, ¢3 :

(1] —0) = g (2°(81), 2°(11), (£ — 0)) <0,

Pt +0) =g (zo(tg), 2O (t9), ul (19 + O)) >0, @)

which mean that the landing to the state boundary and the leaving it occurs
with nonzero time derivatives. We also suppose that g/, (2°(¢), 2°(t),u°(t)) # 0
on the boundary arc Ay, i.e., that the state constraint is of order 1, and the
gradients ¢’ (u®(t)), s € I(u®(t)), are positive independent for all t € A;UA3
(i.e., their nontrivial linear combination with non-negative coefficients cannot
vanish). Here I(u) = {s : ¢s(u) =0} is the set of active indices.

For short, we will write the control constraints in the vector form ¢(u) < 0.



Throughout this paper, we assume that the above assumptions are satisfied
for problem A.

Note that these assumptions are not easily verifiable a priori; however, they
are often satisfied in typical real problems. As any other a priori assumptions,
they can be considered, together with necessary conditions of optimality, as a
united collection of conditions for the search of optimal trajectories. In the book
[4], a less restrictive assumption on the reference trajectory x°(t) is imposed:
it may touch the state boundary not on one segment, but on a finite number
of segments. The reference control u’(t) is not assumed in [4] to lie in the
interior of the set ¢(u) <0 on As; instead, it is assumed that the gradient
gl (2°(t),20(t),u’(t)) together with the active gradients ¢’ (u"(t)) are linearly
independent on Ay. We do not consider here these more complicated cases
in order to avoid more cumbersome technicalities, which would distract the
reader’s attention from the main line of argumentation.

4 The Type of Minimum

We admit not only uniformly small variations of the control, but also small
variations of its discontinuity points. This corresponds to consideration of the
“extended” weak minimality. Recall its definition (see, e.g. [7]) for a problem
of type A.

Definition 4.1. An admissible process w°(t) = (2°(t),2°(t),u’(t)) provides
the extended weak minimumality in problem A if there exists an € > 0 such
that, for any Lipschitz continuous surjective mapping o : [0,T] — [0,T] sat-
isfying |o(t) —t| < e and |o(t) — 1| < e, and for any admissible process
w(t) = (2(t),z(t),u(t)) satisfying the conditions

lz(t) =22 (a(t) | <&, |z(t)—a(c(t))|<e forallt,
lu(t) —u® (o(t))| <e  for almost allt,

(3)

one has J(w) > J(wP).

The conditions on ¢ imply ¢(0) =0 and o(T) =T. If we take o(t) =t,
then relations (3) describe the usual uniform closeness between the processes w®
and w both in the state and control variables. However, for an arbitrary o(t),
relations (3) extend the set of ”competing” processes, and thus the extended
weak minimality is stronger than the classical weak minimality. The choice of
arbitrary o(t) close to &(t) =t corresponds to a variation (deformation) of
the current time within the interval [0,7] in addition to the usual uniformly
small variations of z(t), z(t) and wu(t) for the fixed values of ¢.

If the control u°(¢) is continuous, the notion of extended weak minimality
reduces to the usual notion of weak minimality. However, in the case of discon-
tinuous u%(¢), the usual small variations of the control (corresponding to the
weak minimality) leave the points of discontinuity of u"(t) invariable, whereas
the extended weak minimality allows for small variations of them.



5 Passage from Problem A to a Problem with
Mixed Control-State Constraints

Following [8], we introduce a new time variable 7 € [0,1] and consider the
initial time variable ¢ on each segment A; as a new state variable t;(7)

dt;
subject to equation o = pi(7), where the functions p;(7) >0, i=1,2,3
T
are additional controls.

On the segment [0, 1], introduce the state variables r;(7) = z(t;(7)), vi(7) =
x(t;(7)), and the controls wv;(7) = u(t;(7)). Hence, the following equations are
satisfied:

d?‘i

— = pi(7) f(ri,yi,v4),

dy; .
dr Y _Pi(T)g(Tiayi,Ui)a 2217273'

dr

Thus, we “replicate” the variables of the original problem by taking their re-
ductions to the intervals A; and considering all of these reductions as new
variables of the new time 3. In terms of these new variables, we now formulate
a new problem related to our problem A.

Since the original state variables z, x are continuous at times t1, t2 (close
to t9,19), the new state variables should satisfy the junction conditions

ri(1) =r2(0) =0,  yi(1) —92(0) =0, (1) —t2(0)
r2(1) = 73(0) =0,  y2(1) —y3(0) =0,  t2(1) —t3(0)

0 4
0. (4)

Moreover, since the time interval [0,7] is fixed, the variables ¢; should satisfy
the boundary conditions ¢1(0) =0 and ¢3(1) —7 = 0.

Instead of state constraint y2(7) >0 on [0,1], we will consider the follow-
ing pair of an endpoint and a mixed control-state constraints:

d .
y2(0) >0, di: =0, le, g(r2,yz,v2) =0, (5)

while the control constraints will be now written in the form
e(vi(1) <0,  p;>0, i=1,2,3

In the new problem, we will consider the “classical” weak minimality. There-
fore, we do not need to consider the open constraints p; > 0 as well as the
constraint ¢(va(7)) < 0, since under our assumptions the control v3(7) lies
strictly in its interior.

Thus, we come to the following optimal control problem on the time interval
T€[0,1]:

Jg = J (r1(0), 5(1), y1(0), ys(1)) — min, (6)

3This natural trick of replication of variables was first proposed, probably, in [9], and later
was also used, may be independently, by many authors, e.g. in [8,10-15].




under the following constraints:

dr
= = pf (), ri(1) = r2(0) = 0,
d
= gy, ), y1(1) = 2(0) = 0, (7)
dtq
—_— = t1(0) =0 t1(1) —t2(0) =0
dr P1; 1( ) ) 1( ) 2( ) )
dTQ
e = p2f(ra,y2,v2), ra(1) —73(0) =0,
d
We o prglrapn). () =m0 =0,  pO)z0,
dts
7 =P 2(1) —t3(0) =0,
dr
d_3 = p3f(r3,93,03),
-
d
di: = p3g(r2, y2,v2), 9)
dts
—_— = t3(1) =T =0
dr 3, 3( ) )
9(r2,y2,v2) =0, p(vi(7)) <0, p(vs()) <0. (10)

This problem will be called problem B. Here, p;,v; are the controls and
i, Yi, t; the state variables, i = 1,2,3. Note that constraints (5) (included
in (8) and (10)) define a smaller class of admissible trajectories than the state
constraint y»(7) > 0 does, so the new problem is not equivalent to the initial
problem A. Later, in Sec. 8, we will also take into account nonconstant varia-
tions of yo(7), i.e., of x(t) on the boundary interval. On the other hand, the
new problem does not involve the state constraints y; > 0 and ys3 > 0, so it
allows for a bigger class of admissible trajectories.

It is easy to see that, to each admissible process w = (z,z,u) of problem
A with z(t) = const on an interval [t,ts], one can associate a (not unique)
admissible process v = (74, s, ti, pi, v;) of problem B (by choosing, e.g. p;(7) =
|A;| ), and to each admissible process of problem B one can associate, simply by
setting 7 = 7(t), a unique admissible process of problem A with (t) = const
on [tl,tg].

Let us establish a relation between the extended weak minimality in problem
A and the “classical” weak minimality in problem B.

Lemma 5.1. Let the process w® = (2°(t),2°(¢),u’(t)) with the boundary arc

[t0,t9] provide the extended weak minimality in problem A. Then the corre-
sponding process +° = (19(r), yo(r), £2(7), pO(), v0(r), i=1,2,3) provides
the weak minimality in problem B.



Proof. Suppose that the process 7° does not provide the weak minimality in
problem B. Then, there exists a sequence of uniformly convergent processes
v = 4" of problem B, such that Jg(y) < Jg(7°). According to (2), there
exist such # <1 and ¢ >0 that

g (7). 91 (7),11(7)) < —¢ <0 on [4,1].
Then, for sufficiently far members of the sequence, we get

Z—?f = p1(7)g (r (1), 31(7), 01(7)) < —pr()= <O on [0, 1],

2

From here with account of y;(1) >0, weget y1(7) >0 on [f,1). Consider the
segment [0,60]. Here y?(7) >0, hence y)(r) >b for some b > 0. Therefore,
y1(1) > b/2 > 0 for sufficiently far members of the sequence. Thus, yi(7) > 0
on the whole semi-open interval [0,1). Similarly, one can prove that ys(7) > 0
on the whole semi-open interval (0,1]. The inequality y2(7) > 0 obviously
holds on [0,1], since yz = const and y2(0) > 0.

Thus, for the corresponding processes w = (z,z,u) of problem A, we get

xz(t) >0 on [0,t1) U (t2,7] and x(t) >0 on [t1,t2],

where t; — 0, ty —t3. The constraints o(u(t)) <0 are satisfied in view of
inequalities (v;(7)) <0, i=1,2,3.

So, the prelimiting processes w are admissible in problem A with the cost
Ja(w) = Jg(y) < Jg(7°) = Ja(w?), a contradiction with the extended weak

minimality in problem A at the process w?. O O

6 Stationarity Conditions for Problem B

Let us agree to denote the derivatives of f, g w.r.t. first, second, and third ar-
guments as f., g., fi,d% fr, g, Tespectively, no matter on which variables
these functions depend.

The three constraints (10) will be treated as mixed control-state ones. In
order to apply the known stationarity conditions, we have to check whether
these constraints are regular along the reference process ~°(7).

According to [16-18], mixed control-state constraints ®;(¢,xz,u) < 0 and
Gj(t,x,u) = 0 of equality and inequality type given by smooth functions on
R x R™ x R" are called regular at a point (¢,x,u) if their gradients w.r.t
control are positive—linearly independent, which means that there do not exist
multipliers a; > 0 and £; with Y a; + > [5;| > 0 and o; ®;(¢,z,u) =0

such that
Z a; @ (t,z,u) + Z Bj G, (t,z,u) = 0.

Applying this to the constraints (10), one can easily see that the gradients
w.r.t control v = (v1,vs,v3) of these constraints are positive-linearly indepen-
dent along the reference process (since they decompose into the gradients w.r.t



each component v;), hence their gradients w.r.t the “full” control vector (v, p)
are the more so positive-linearly independent, and thus, the mixed constraints
in problem B are regular.

Assume the process 70 := (r9(7), v9(7), t9(7), pY(7), v9(7), i = 1,2,3)

3
provides the weak minimality in problem B. Then it satisfies the stationarity

conditions, which say the following (see, e.g. [16-18]): there exist multipliers
oo, a1, By, j =1,...,8, Lipschitz functions ,,,v¢y,, ¥, ¢ =1,2,3, mea-
surable bounded functions hi(7), hg(7) of dimension d(y), and a measurable
bounded scalar function o(7), such that the following conditions are satisfied:

nontriviality condition

ol +loal + 1+ [ Imlar + [ lolar + [ hatriar >0, (1)
non-negativity condition
ag >0, a3 >0, hi(r)>0, hs(r)>0, (12)
complementary slackness condition
a1y2(0) =0,  m(n)e(i(r) =0,  hs(r)e(vs(r)) =0,  (13)

and such that, in terms of the endpoint Lagrange function

I =agJ (r1(0),73(1),1(0),y3(1)) + B1t1(0) + B2 (t1 (1) — t2(0)) +
+ B3 (t2(1) — £3(0)) + B4 (t3(1) = T) + B5 (r1(1) — r2(0)) + B6 (r2(1) — r3(0)) +
+ B7 (y1(1) — y2(0)) + Bs (y2(1) — y3(0)) — 1y2(0) (14)

and the extended Pontryagin function

I = b, pr f (11, y1,01) + ey p1 + Py, p1g(r1, 91, 01) +
+ rap2f(r2, Y2, v2) + Pty p2 + Py, p2g(r2, y2, v2) +
+ Vs p3f (73, Y3, v3) + Y1z p3 + Py p39(73, Y3, v3) —
— op2g(r2, Y2, v2) — hip (v1) — hap (vs), (15)
the following conditions are also satisfied:
adjoint equations and transversality conditions

dipr
= = (U P o)) + gl (19,9 00) ).
dipr
_d—7'2 = Pg( Tzf;(rgvygvvg) + ("/Juz - U)g,lz (Tgvygvvg) )7
dipr
S g8 (W fL 08,68, 09) + gt (158 08) ), (16)
wrl (O) = aOJ;(O) ) ¢T1(1) = _ﬁ57
w’l‘z (O) = _657 ¢T2(1) = _ﬁﬁ
¢T3 (O) = /M6, wTa(l) = _QOJ;(T) )

oo



dy
- d;_ll = p(f(wn T1,y1,v1)+¢u191 (Tl7y1,U1))
dy
- d:z P2 ( r2,y2,v2) ("/’Uz —U)g; (rg,yg,vg)),
dy
- d’??f3 = g(wrg 7‘3, y?,u U3) + 1/11;391 (T37y3avg) ) (17)
Yy, (O) 0) ’ d’m(l) = —pr,
2(0) = _67 — O, wyz(l) = _ﬁ87
Vys (0) = —fs, 1/)%(1) = _ao‘]alc(T) )
dy
=0 w0 =8, a()=-5
- =0 Yi,(0) = =B, Y, (1) = =P
dy
=0 ()= B () =4
stationarity conditions w.r.t controls v;, ¢=1,2,3:
higy, (v7)
ﬁvl _ O, whfvli(r?vy?vvg) + 1/’y191u(7"(1379(1)7“?) = Tl )

I, =0, << ¢n,f, (7279271)2) +¢y29u(7°2,y2,v2) = Ugu(TQ,yQ,vg)

Moo =0 L L0380+ o) = 22,
(19)
and stationarity conditions w.r.t controls p;, i=1,2,3:
T, =0, U F0 90, 00) + 4,0 (4, 8, 0) + b, = 0,
ﬁ =0, « ¢r2f(7”gaygav2) + (tby, — 0)g (Tzayzavz) + v, =0, (20)
I, =0, Uy (13,45, 08) + 1ys 9(r5, 43, v3) + Py = 0.

Here, Jz(O)’ J;(T), Ja/a(o)’ J;(T) are the derivatives of J(z(0), z(T),x(0), z(T))
w.r.t the corresponding variables, taken at the point (r{(0),73(1),4%(0),y3(1)).

Note that, since the function u°(7) is Lipschitz continuous on Ay, the
second equation in (19) and the nondegeneracy of ¢/, implies that o(7) is also
Lipschitz continuous.

Fist of all, let us state the following

Lemma 6.1. ag >0 (hence, one can set ap=1 ).

Proof.  Suppose that oy = 0. Then by (16)—(17), the pair (¢,,, 1,,) satisfies
a linear system of ODEs with initial conditions ., (0) = 0, 1, (0) =0, whence



Yy, and 1, identically vanish. Similarly, 4., and 1,, vanish too, hence
Bs =Ps =0 and B7 = s =0.

In view of (19), we get hq(7) = hg(7) =0 and o(7) = A, + B, with
some Lipschitz continuous functions A(7), B(7); moreover, since ,,(1) =0
and ®,,(1) = 0, we have o(1) = 0. Thus, in view of (16)—(17), ,, and
1y, satisfy a system of linear ODEs with zero boundary values at 7 = 1,
which implies that %¢,, = 0 and ,, = 0. Therefore, o(r) = 0 and by
(17) a3 = 0, then in view of (20) we get ¥y, = ¥, = 1, = 0, hence
b1 = B2 = B3 = B4 = 0. Thus, the whole collection of multipliers is trivial, a
contradiction with (11). O O

7 Stationarity Conditions in Terms of the Orig-
inal Problem A

Let us rewrite the stationarity conditions from Sec. 6 in terms of the original
problem (1). To do this, define functions m(t) and h(t) on the interval [0, 7]
as follows:

0 on Ay, hi(r(t)) on Ay,
m(t) == ¢ o(r(t)) on Ag, h(t) := 0 on Ag, (21)

0 on Ag, hg(’?'(t)) on Ag.
Notice that function m(t) is Lipschitz continuous on the intervals Aj, Ag,
Asz. By m(t) we will denote its generalized derivative. Since i = i ﬁ,
dt dr/ dr

then, getting back from the new time 7 to the original time ¢ in equations
(16)—(18), we obtain the following equations on the whole interval [0,7] :
Bl

P dr

, 1 dijy,
— = —— L = O
1/)t p? dr

= wzf,; + ("/Jac - m)g,lz )

gy = —

= Uafo + (Yo —m)g, (22)

Since the state variables r;,v:,t; of problem B are continuously joined
at the corresponding ends of interval [0,1] by the junction conditions (4), the
state variables z(t), x(t) of problem A are continuous (and moreover, Lipschitz
continuous). By similar arguments, the adjoint variables ., ¥, of problem A
are also Lipschitz continuous. Consider the function 1, .

Note first that it is Lipschitz continuous on every interval A;, i=1,2,3.

Rewriting the transversality conditions for ¢, in terms of problem A, we get
the following junction conditions:

1/)x(t?—0):—ﬁ7a 1/)x(t?+0):—ﬂ7—041a
! ! (23)
ww(t2 - O) = —Ps, ww(t2 + O) = —Pfs,

10



i.e., 1, is continuous at t3 and has the jump Ay, (1Y) = —a; < 0 at the
point ¢1. At the ends of interval [0,T7], it satisfies the transversality conditions

{1/&( ) = z(O) ¥ (T) = _J;(T) )
Ve (0) = x(o) Vo (T) = _J;(T)'

If we introduce the extended Pontryagin function for the problem with mixed
control-state constrains

K(z,z,u) = V. f(z,2,u) + Y.9(2,,u) — mg(z, z,u) — hp(u), (25)

then, in view of (22), we obtain the fulfilment of adjoint equations

(24)

— . = KL(2%2%00), =i, =K, (z%a%u’),  —y = K, (2,2, u°) (26)

on the interval [0,T] except the points ¢, t, and the fulfilment of stationarity
condition w.r.t. control u for all ¢:

-/
Ku = ¢Zf7;(207$05 UO) + (1/)1‘ - m) g;(zov'rovuo) - h‘/);(uo) =0. (27)
Let us now rewrite these conditions in terms of problem A involving a state

constraint. To do this, set th,(t) = ¥,(t) — m(t), introduce the Pontryagin
function of this problem

H= v.f(z,2,u) + ng(za T, u)
and the extended Pontryagin function
H= . f(z,2,u) + a9 (2,2, u) + 17z — ho(u) (28)

with a multiplier 7 (t) at the state constraint. It is easy to verify that, along
the interval [0,7] except the points t{, 3, the adjoint equations

¢Z = _F; ) Jﬂc = _F; ) (29)

and stationarity condition w.r.t. control ﬁ; =0 hold.
The transversality conditions (24) are obviously still satisfied. In view of

(21) and (23), the adjoint variable 1, has the jumps

AP, (19) = —ar —m(t? +0), Ay (t3) = m(t - 0). (30)
Since v, = 0, equation (20) rewritten in time ¢ turns into
¥, f(2°, 20 u)—i—d)zg(z 20 u)—l—d)t—() (31)
which is equivalent to the “energy conservation law” H(z°, 2% u®) = const .
0

Note that we get z” =0 on Ay, while outside As we get m =0, i.e.,
the complementary slackness condition for the state constraint holds:

m(t)z°(t) =0, ie., the measure dm(t)z°(t) = 0. (32)

The definition of h and condition (13) imply that the complementary slackness
condition holds also for the control constraint:

h(t) p(u’(t) = 0. (33)
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8 Non-negativity of Multiplier at the State Con-
straint

We have obtained stationarity conditions in problem A, in which the measure is
absolute continuous on the interval Ay with density r(t) and has the jumps
(atoms) —aj —m(t) +0) and m(tJ — 0) at the points t9, 3, respectively.
Our next aim is to define the sign of its density and jumps. To this end, we take
into account that we have feasible variations Z(t) > 0 on Ay in our disposal.

Consider first any triple @(t) = (2(¢), Z(¢), u(t)) satisfying the linearized
system in variations along the process w®(t) on [0,7]:

z=flz+ f,7+ fou,
. (34)
T=g.z+4g.7+g.u.

The main technical formula to use is defined by the following

Lemma 8.1. Let be given Lipschitz continuous functions 1, (t), z(t), z(t) and
measurable bounded functions h(t), u(t) on an interval [0,T). Let be also given
functions 1, (t), m(t) Lipschitz continuous on intervals Ay = [0,t1], Ay =
[t1,t2], Az =[ta, T] with possible jumps at the points ti, ta, where 0 <t <
to < T, such that the following relations hold on every above interval:

¢z2_¢zf;_(¢1_m>g;a 1/}x:_¢2f;_(1/)x_m)g;ca
Ve fr, + (Yo —m) g, — hp,, = 0.

Then any solution @ = (Z,Z,u) of system (34) on [0,T] satisfies the following
equality:

(35)

ty

T
U (TVZ(T) + . (T)Z(T) —-(0)Z(0) — . (0)Z(0) = ; mz dt + /t mi dt +

=+ (wa(tl) — m(t1 + O)) J_T(tl) + (Al/)z(tg) =+ m(tz — O)) f(tQ) —
to T
- ™ dt +/ heyudt, (36)
t1 0
where A, (t;) are the jumps of ), at the points t1, ta.

Proof. In view of (35), we have, on every interval A, :

d _ _ _ _ _ _
+ (0L = e —m)g,) T + V2902 + g4T + g)u) =
= mgLz + mg,T + mg,u+ hp, i = mT + hg,a.
Integrating this equality on the whole interval [0,7] (on Ag, we integrate mz

by parts) and taking into account possible jumps of ¢, at the points ¢, to,

12



we get that the left hand part of (36) is equal to

T tl T t2 t2
/ d(.Z +1,T) = mzdt + | mzdt +mz| - mzdt+
0

0 to t1 t

T
+ A, (t1) T(t1) + Athy(te) T(ta) +/ h ol adt,
0

which implies the required equality (36). O O
Now, we introduce variations of some special type.

Lemma 8.2. For any Lipschitz continuous function x(t) defined on the in-
terval Ag = [t9, 19], there exists a solution (2(t),z(t),u(t)) of system (34) on
Ay such that T(t) = »(t).

Proof. Let us set Z(t) = »(t), u(t) =v(t)g.,, where v(t) is a scalar function
to be found. Since g/, (2", 2°,u®) # 0, from the second equation of system (34)
we obtain v(t) = (52— gLz —gl)/|g,|>. Substituting the corresponding u(t)
into the first equation of system (34), we come to the following nonhomogeneous
equation with respect to Zz :

el
g2,

(92, %)
Ak

. _ 9z
AR VRN - S 3 PR et
Setting for definiteness z(t1) = 0, we get the solution of this equation, and
then define v(t) and u(t). O O

Consider now any (t) >0 on A, = [t9, #J]. By Lemma 8.2, the system
(34) has a solution @(t) = (2(¢),Z(t),u(t)) on Ay with Z(t) = »#(t). To
construct the corresponding process, which will be compared with the optimal
one w", we have to go back to the original nonlinear system 2 = f(z,z,u),
& = g(z,x,u). Note that (34) is the variational system for the latter one.
According to the main property of variational equation, for any e > 0 there
exists a correction W, = (Z, Te, Ue) with |[|0c]|lec < 0(e) as & — 0+ such
that the triple w. = w® 4+ ew + W, satisfies the original system on A,. It is
easy to verify that this triple satisfies also conditions z(t) > 0 and ¢(u.) <0
on AQ .

Now, let us extend this triple, defined only on As, to a process defined on
the whole interval [0,7]. To do this, on A; = [0,%9] we set u. = u® (ie.,
2 = 0 ) and solve the nonlinear system with initial conditions z.(t9), xc(¢9).
On Aj, we againset u. = u’ (z = 0) and solve the nonlinear system with the
initial conditions 2.(t9), z-(t9). Thus, we get a process w. = (2c, e, uz) on
the whole interval [0,7] that by definition satisfies the constraint ¢(u.) < 0.

dwe(t)

Note that = w(t) = (z,z,u), where & =0 on A;UA3 and @

on Ay is the above function from Lemma 8.2, satisfies the linear system (34)

13



on [0,T]. In particular, the pair (z = T = = ) satisfies on A; U Aj

the system of linear equations in variations
z=flz+ fix, r=g.z+g,x. (37)

Lemma 8.3. z.(t) > 0 on Ay UAs for small € > 0, except the points
t9, 19
Proof. Define ((t) =z(t) on Ay and consider the interval Ajz. On this inter-
val, the pair (z.,7.) satisfies the same nonlinear system as the pair (2%, 2°),
but with the corrected initial conditions z:(t9), 7c(t3). Then, the pair (z,7)
satisfies the linear system (37) with initial conditions z(t9) = ((t3), Z(t9) =
#(t]). Since ¢ := x(t) > 0, there exists such § > 0 that Z(t) > ¢/2 on
[t9, t9 +6]. Then z.(t) > ec/3 on this interval for small enough & > 0.

Since 2°(t) > const >0 on [t +§,T], we get x(t) >0 for small & > 0.
Thus, z.(t) > 0 on the whole Ag\ {t3}. The interval A; is considered
similarly. O O

Thus, the constructed process w. satisfies all the constraints of problem

(1) and, since the process w® provides the weak minimality, we have
d ~ 1000 o
d—EJ(wg) e J'(w”)w > 0. (38)

Let us apply Lemma 8.1 to the constructed triple (z,Z,u) and functions
¥z, m, b defined in (21)-(24). Since m = 0 on A; U As, the first two
integrals in (36) disappear, and since h =0 on Ay and @ =0 on A; UA3,
the last integral disappears too. According to transversality conditions (24), the
left hand part of relation (36) is exactly

(o) 2(0) + Jny A(T) + oy 2(0) + Jony5(T) ) = —J'(w) ,

hence
J(w)w =
= (A () +m( +0)) 2(19) — (Ava(t) +m(t - 0)) #(1) +

+ mzdt > 0. (39)
Ao

This inequality holds for any Lipschitz continuous function z(t) = »(t) > 0
on A,. Now, take any »(t) > 0 on As. Approximating it uniformly by
functions (t) > 0 and passing to the limit in (39), we obtain that inequality
(39) holds for any Lipschitz continuous function »(t) >0 on Ay. Considering
only »(t) with zero values at the endpoints of Aj, we get fAz mIdt > 0,
which implies m(t) > 0 almost everywhere on A,.

14



Consider now functions »(t) > 0 that vanish on [tY + §, tJ] for a small
§ >0 and satisfy s(t) <1 with 3(t)) = 1. If § — 0+, the integral in the
right hand side of (39) tends to zero, thus —Av, (t9) +m(t) +0) > 0. In view
of equality Ay, (1)) = —a1, we get ai; +m(t) +0) > 0. Similarly, we get
—m(ty —0) > 0 in view of continuity of 1, at the point #3.

Thus, we have proved the following

Lemma 8.4. Let the process w® provide the extended weak minimality in

problem A. Then m(t) >0 on Ag (i.e., m(t) decreases on Ag); moreover,
ar +my+0) >0 and —m(ty —0) > 0.

Let us get back to the function ¥, = ¥, —m having the jumps (30).
To “equalize” these jumps, we introduce the function

—ap —m(tY +0) on Ay,
pt) = mt) —m@ +0) on A, (40)
—m(t! +0) on Ajz.
Then, according to Lemma 8.4,

Ap(t)) = ar +m(t) +0) >0,  Au(t3) = —m(t3 — 0) >0,

and fi(t) >0 for t #1t), t#1t9. The jumps of adjoint variable ¥, at junction
points have now a “symmetric” form: A, (t)) = —Ap(tY), i =1,2. The
adjoint equation for v, (see (29) now looks as follows:

Y, = _wzfa/c(zov ‘Tov yO) + "ng; (ZO, xO, UO)) — (1), le [07 T]?

where /i is the derivative in the sense of generalized functions. This equation
should be regarded as an equality between measures:

s = = (012 y") + gl (02 u) ) dt — du(t), te[0,T].

9 The Final Result

We now summarize our findings:

Theorem 9.1. Let w°(t) = (2°(t),2°(t),u’(t)) be an admissible process in
problem A such that z(t) = 0 on Ay = [t9,t3], =(t) > 0 on [0,7]\ As,
0i(u’(t)) <0 on A, assumption (2) holds, and let this process provide the ex-
tended weak minimality. Then there exist a Lipshitz continuous function . (t),
a constant ¢, functions zzm(t) and u(t) Lipschitz continuous on each inter-
val A;, i = 1,2,3, with possible jumps at 19,13, and a measurable bounded
function h(t), which generate the Pontryagin function

H(z,z,u) = ¥, f(z,2) + zzm 9(z,z,u),
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and the extended Pontryagin function
H = . f(z,2,u) + ¥ g(2,7,u) + iz — he(u),
such that the following conditions hold:
(a) non-negativity conditions
a(t) >0 ae on Ay, h(t) >0 ae on [0,T], (41)
(b) complementary slackness

du(t)z°(t) =0,  h(t)e’(t)) a.e. on [0,T], (42)

(c¢) adjoint equations

{ 77./.& = . fL0 a0 ) = gl (2,20, ), (43)
by =~ 1% 2% %) = gy (20,20, u) — i
(d) transversality conditions
{ ¥:(0) = J.p), V:(T) = =L 1), (44)
¥2(0) = Jy(0) Vu(T) = =T 1)
(e) jumps conditions for the adjoint variable zzm
Ay (1) = —Ap(t) <0, Adg(t) = —Au(t}) <0, (45)
(f) the energy conservation law
H(2(t),2°(1),u’(t)) = c, (46)
(g9) stationarity condition w.r.t. control
H, (2°(t),2°(t),u°(t)) =0 a.e. on [0, T]. (47)

Remark 9.1. Note again that theorem 9.1 is not new; in fact, it is the station-
arity conditions in the Dubovitskii—Milyutin’s form with some refinements for
our specific problem A. The novelty is only in the way of obtaining this result.

Remark 9.2. If the functions ¢s(u), s = 1,...,d(¢) are conver and the
function H(z° 2% u) turns out to be concave in wu, then, as is known, sta-
tionarity condition (47) is equivalent to the mazimality condition over the set

U={u|ps(u) <0, s=1,...,d(p)}:

H (2°(t),2°(t), u’(t)) = I&a[}(H(zo(t),:vo(t),v) for a.a. t, (48)

i.e., the necessary conditions for the extended weak minimality and for the strong
minimality are equivalent. Howewver, if the cost J is not convex, then neither
strong, nor even weak minimality can be guaranteed.
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Remark 9.3. Note that, in the proof of theorem 9.1, the variation of the ref-
erence process are made in two stages, not in one, as usual. First, we use not
the whole class of possible variations, but only those for which T = const on
the boundary interval As. In the second stage, we consider the stationarity
conditions obtained for this reduced class, and substitute to them the “remain-
ing” variations T > 0 concentrated inside the boundary interval Ao and near
its endpoints, which makes it possible to specify these conditions. This approach
might be feasible not only for the given class of problems, but also for some other
problems (see, e.g. Sec. 12-14 below).

10 On the Jumps of Measure — the Multiplier
at the State Constraint

Of special interest is the question, in which cases the adjoint variable zzm (t) and
the function p(t) generating the measure do not have jumps at junction points?
Studies show (see, e.g. the book [19, §6] or papers [5,15,20-23]) that in case of
strong (or at least Pontryagin type [16,17]) minimality, the adjoint variable and
measure do not have jumps under condition (2). However, this result is not,
in general, valid in the case of extended weak minimality (the reason is that
one cannot rely upon the maximality of Pontryagin function w.r.t. w, having
in disposal only the stationarity of the extended Pontryagin function). Here,
we specify a class of problems where the adjoint variable and measure have no
jumps, and also present an example where the adjoint variable and measure
corresponding to a stationary (but not optimal) trajectory do have nonzero
jumps at junction points.

10.1 On the Absence of Atoms of Measure

Consider the case when the dynamics of the “free” state variable z does not
depend on u: Z= f(z,z). Applying (47) to the interval Ao, we get

/

whence, in view of assumption ¢/ (2%, 2% u") # 0, obtain Uy =0 on As.
Thus, 1/)ac(tl - O) + wa (tl) =1y (tl + 0) =0, and so Ad% (tl) = _1/}z(t1 - O)

According to the energy conservation law (46), the jump of the so-called
switching function (the w -dependent term of Pontryagin function) at the point
t1 is zero:
0= A (tag) (1) = Dulti+0) glt1+0) = (11 0) gt —0) = Adhu(t1) g(t1-0),
where ¢(t1 £0) := g (2(¢1), 2(t1),u(t; £0)) # 0 according to (2), and therefore
At (t1) = 0. One can similarly show that A, (t2) =0 either.
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Thus, in the considered case, the measure has no atoms, and the adjoint
variables are continuous. In the general case, the question of presence or absence
of atoms is open. We leave it for further research.

10.2 An Example Where the Measure Has Atoms

Consider the following problem:

3= f(u), u?—1<0,
T = u, x>0, (49)
J=2z(0) — 2(3) + a(«(0) + 2(3)) — min,

where z, z, u € R, and a parameter a > 0 is arbitrary. Let A; = [0,1],
Ay =11,2], As =[2,3]. Consider a trajectory generated by the control u =
(—=1,0,1) on Ajy,As,Ag, for which @ = (1 —¢, 0, t —2) on Ay, As, A,
respectively. The value of z is defined up to an additive constant, which does
not matter.

Let this trajectory satisfy the stationarity conditions of Theorem 9.1, i.e., let
there exist Lipschitz continuous function ., Lipschitz continuouson Aj, Ao, Aj
functions 1, and p with possible jumps at t; =1 and ¢; = 2, a constant c,
and a measurable bounded function A, which generate the Pontryagin function
H =1, f(u) + ¥,u and the extended Pontryagin function

H=1.f(u) +pu+ o —hu®—1),
such that the following condition hold:

(a) adjoint equations

P, =0, ¢m =k, (50)
(b) transversality conditions
{ v:(0) = oo = 1 V2(3) = =Ty =1, (51)
¥2(0) = Jy0) = a, Ve (3) = =Ty = —a,

(¢) complementary slackness conditions

fx =0, h(u?—1) =0, (52)

(d) stationarity conditions w.r.t. control
iﬂzf/(—l)-f'% =2hu, on Ay,
=0 < VY. f(0) + 1z =0, on Ao,
o /(1) + 4y = 2hu, on Agz,

—/
u
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that imply the adjoint variable to be as follows
—2h — . f'(=1), on Ay,

¢m = _wzf/(o)a on Ag, (53)
2%h — . f'(1), on As,

(e) and the energy conservation law
b2 f (=1) + 2h = Y. f/(=1)
H=c < V. f(0)=c, on A, (54)
wzf(l) +2h - wzf (1)

) on Al;

Il
o

c, on As.

From (50)—(51) it follows that 1, = 1. Set h=(1,0,1) on Ay, Ag, Asz. The
complementary slackness conditions are then obviously hold. Thus, according
o (53), we get
-2 — f'(=1), on Ay,
1/11 - _fl(o)u on A27 (55)
2 — f/(l), on Ag,

while the energy conservation law reads as follows:

{f(O)Zf(—l)Jr?—f'(—l)a (56)
F0)=f(1) +2 - f(1).
Conditions (56) are definitely satisfied if, e.g., f is such that
f)=a, fl(-1)=-2-a,
f(0)=0, f'(0) = (57)
f) =a, f(l)—2+a

Then, the transversality conditions (51) hold too, and the jumps of ¥, at the
points 1 and 2 are

A(1) = 2+ (fL(=1) = £4(0) = —a <0,
A (2) = 2+ (fL(0) = FL(1) = —a <0,

Now, it remains to find a smooth function f satisfying conditions (57).
To this purpose one can use, e.g. the following polynomial:

3
flu) = (1 — g)u4 + (g — l)uz.
Thus, we get a stationary trajectory for which the adjoint variable 1, has

jumps —a at the points ¢ = 1, 2. (Choosing a corresponding f, one can
make these jumps not equal.)
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Note that here the Pontryagin function H is not concave in u (on the
contrary, it is convex), so the stationarity conditions w.r.t. control F; =0
does not ensure the maximum of H, i.e., the reference trajectory does not
satisfy the maximum principle, and hence, it is just stationary but does not
provide the strong minimality.

Thus, the stationarity conditions do not guarantee the absence of atoms,
while, according to [5,15,19-23]), the maximum principle does. If a trajectory
is not just stationary, but provides the strong (or at least Pontryagin type) mini-
mality, then it satisfies the maximum principle, and therefore, the corresponding
measure cannot have atoms.

11 An Example Where the Measure Has a Neg-
ative Density

Let us present an example showing that the condition of non-negativity of the
measure density is essential, i.e., it does not follow from other stationarity con-
ditions. Consider the following problem:

21(T) + (21(0) = 21)* + (22(0) — 22)° +

+ (2(0) — Z0)* + («(T) — Z)* — min,
Z1 = (22 —a)(z2 — b)z, Zo =1,
T =u, x>0, lu] < 1.

(58)

Here z = (21,22) € R?, the parameters 0 < a < b < T are fixed, while
the parameters 21, za, Zo, Zr are also fixed and will be defined below. The
function f = (f1, f2) = (22 —a)(z2 —b)z, 1)), thus f, = ((22—a)(z2—b), 0)).
The endpoints of the trajectory are free.

Consider a trajectory with u® = (—1,0,1) on the intervals [0,al], [a,b],

[b,T], respectively, 29(0) =0, 29(t) =t, and 2°(t) = 0 on [a,b]. Thus,
2°(t) =a—t >0 for t <a and 2°(t) =t —0b for t > b. Check, whether
stationarity conditions (43)—(47) hold.

The extended Pontryagin function is
H =1, (20 —a)(zo —b)x + 1., + un + iz — h(u® = 1),

where, in view of the complementary slackness conditions, g = 0 outside of
[a,b], and h=0 on [a,b].
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The adjoint equations and transversality conditions are as follows:

¢ZQ = -, (228 —a— b) 29,
Uy =~y (28 — a)(8 — b) — .
¥, (0) = 2(20(0) — 21), Vo (T) = 1,
¥2,(0) =2(29(0) = 22), ., (T) =0,
P2 (0) = 2 (z°(0) — ), e (T) = =2 (2°(T) — ) .

By the first equation, 1., = —1, hence, if we set z; = 1/2, the transversality
condition for 1., is satisfied.

(59)

From (59), we get equations for ., :

1/.)Zz = (2t —a— b)(a - t)v on [07 CL], 1/&2 (O) = _2225
¢ZQ =0 on [a,b], (60)

V., = (2t —a—=0)(t—b), on [bT], Y., (T) = 0.

Solving the initial value problems on [0,a] and [b,T], we get

2. 3a+b
Yoy = —Z3 4 il@ —ala+b)t — 2%, on [0, al,
2 3b
¢22:§(t3_T3)_“J; (2 —T2) +b(a+b)(t—T) on [b,T],

and, since 1., is continuous everywhere and constant on [a,b], it should
satisfy the equality 1.,(a —0) =1, (b+0), ie.,

2 b
— gag—i- ?’CLT+CL2 —ala+b)a—2zy =

(5 -1°) -

(1> =T%) +bla+b)(b—T). (62)

a+ 3b
2

Wl N

Obviously, there exists such z; that it holds. Fix this 25 .
Similarly, for Jx we get from (59):
b= (t—a)(t—b) — p,
b= (=)t =)~ )
U:(0) =2(a — Zo), ©(T)=-2(T—-0b—2r).

Solving the initial value problems on [0,a] and [b,T] with i =0, we get

~ 3 b

%Zg-%ﬁ—i—abt—i—%a—%) on [0, al,

~ t3—T3 a+b 2 2 T

b = — 5 (= T?) +ab(t = T) = 2T —b—%r) on [T

3 2
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The condition H, =0, i.e., {/;z = 2huP, implies Jx =0 on [a,b]. According
0 (45), Aty(a) <0, hence ¥y(a—0) > 0. If 1,(a—0) >0, then h <0 ina
left neighborhood of a, a contradiction with A > 0. Therefore, {/)vz(a— 0)=0.
Similarly, we get zzm(b +0)=0, ie., ¥, has no jumps at t =a and t=b.

The fulfillment of the obtained equalities is equivalent to the following linear
relations on the parameters Zo, Z7 :

3 b
@ _at a® 4+ a*b+2(a — 7)) = 0,
3 2
b — T3 b (64)
- “;r (b2 — T?)ab? — 2((T — b) — 77) = 0.

Obviously, such Zo, Zr do exist. Fix these values.
Finally, from (63) it follows that t, >0 on (0,a) and (b,T), so 1y <0

on [0,a) and ¥, >0 on (b,T], and then the condition th, = 2hu® implies
that h(t) > 0 on these intervals. Thus, for the chosen parameters of problem
and for the examined trajectory, there exists a unique collection of multipliers
satisfying all the conditions of Theorem 9.1 except (41). Here, condition (63)
implies that 4= (t —a)(t —b) <0 on (a,b), which contradicts the condition
(41). Thus, the last condition does not follow from the others, and the examined
trajectory does not provide the extended weak minimality.

12 Generalization of the Obtained Result

An important feature of problem (1) is that the state constraint has the form
x > 0, i.e., it is imposed only on one state coordinate. Let us show how it is
possible to use the above result to formulate stationarity conditions in a more
general

Problem C: {y = fy,w), Jo = J (y(0),y(T)) — min, )
e (u(t) <0, @(y(t) > 0.

Here y € R"T1 4 € R™, the state variable y(-) is absolutely continuous,
and the control u(-) is measurable bounded functions. We assume that the
data functions f, ¢, and ® are defined and twice continuously differentiable
on an open subset Q C R*H1+m,

As before, we suppose that the reference process w® = (y°,u") is such that
the trajectory y°(t) touches the state boundary only on a segment [t9,¢9],
where 0 < 9 < ¢J < T. In other words, the interval A := [0,T] is divided
into three parts Ap := [0,%9], A := [t7,29], and Az := [t9,T], such that
D(y°(t)) >0 on [0,9), ®(y°(t)) =0 on Ay, and ®(y°(t)) >0 on (¢3,7].
The control u°(t) is continuous on Aj,Asz, Lipschitz continuous on As,
and, moreover, ¢s(u’(t)) <0 on Ay for all s, and the landing to the state
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boundary and the leaving it occurs with nonzero time derivatives:
¢ (1201}~ 0) = @' (3°(1) £ (4°(19), u (1} — 0)) <0,

® (4°(t3+0)) = @ (y°(t9) £ (v°(13), u’(t3 +0)) > 0. (66)

As before, we assume that the gradients ¢}(u®(t)), i € I(u°(t)) are positive
independent for all ¢t € A; UAs, and ®'(y°(2)) fu(y°(t), u®(t)) #0 on A, .

13 Reduction of Problem C to Problem A

We accept the following technical

Assumption C. There exist an open subset Q C R"*!' containing the
curve y°(t), t € [0,7], and twice continuously differentiable functions P; :
Q = R, i =1,...,n, such that the gradients P|(y),...,P.(y), ®'(y) are
linearly independent at any point y € €2, and, moreover, the mapping F :
Q — R"! defined by

Py (y)

Fly) = (P “”) | (67)
(y) Po(y)
(y)

is an injection. In other words, F' realizes a nondegenerate change of variables
in Q:

Yy (z,2), z=P(y) e R", r=d(y) € R (68)
Herewith, det F'(y°(t)) # 0, the set @ = F(Q) is also open, and there exists
a inverse mapping G : Q — Q, (z,2) — y, so that

G(P(y),®(y) =y Vyel (69)

In what follows, we will always assume that y, z, x satisfy the following rela-
tions
y=G(z,z), z = P(y), x = D(y).

Note that differentiation of (69) yields the equality
Glz(zvx) Pl(y) + Glm(zvx) (I)/(y) = n+1, (70)
where the right hand part is the identity matrix of dimension n + 1.

Remark 13.1. It is sufficient to assume that €2 contains not the entire curve
yO(t), t € [0,T], but only part of it for t € Ag. Then, by extending the
definition of the function P out of ), one can reduce the situation to the
case of Q containing the entire curve y°(t). Here we do not dwell on the
corresponding technical details. Note only that Assumption C is really satisfied
i all reasonable, especially applied, problems with state constraints.
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Obviously, the dynamics of state variables z, x obeys the system

=P f(yu), =2 f(yu), (71)

therefore, problem (65) in these new variables transforms to the following prob-
lem of type (1) on the same time interval [0,77] :

i =P (G(z2) f(G(z,2),u),
& =2 (G(z,2)) f (G(z,2),u),
), G (2(T),z(T))) — min, (72)

Problem D: Jp = J (G (2(0),z(0

To each process w = (y(t),u(t)) of problem C one can associate a process
v = (2(t),z(t),u(t)) of problem D, and vice versa. Obviously, the process
w® provides the extended weak minimality in problem C if and only if the
corresponding process 7° provides the extended weak minimality in problem D.

Therefore, we can use the fact that the process 7° satisfies the stationarity
conditions given in Theorem 9.1.

14 Stationarity Conditions for Problem C

In further transformations, we have to differentiate vector-valued and matrix-
valued functions w.r.t a vector argument. To avoid cumbersome formulas in the
coordinate form, let us accept the following notation. If T'(z) is any tensor of
a given rank (in particular, a vector or a matrix), every element 6(z) of which
is a smooth function of z € R", then its directional derivative along a vector
z € R™ will be denoted as 7'(z) zZ. The last one is still a tensor of the same
rank and dimension, whose elements 6'(z)z = Y. 0. (z)z are the scalar
directional derivatives of the corresponding elements 6(z) along the vector z .

According to Theorem 9.1, if the process % = (29(t),2°(t),u"(t)) provides
the extended weak minimality in problem D, then there exist a Lipschitz contin-
uous adjoint variable 1.(t) (n— dimensional row vector) on [0,7], a constant
¢, scalar functions p(t) and 1,(t), Lipschitz continuous on each interval A;,
i=1,2,3, such that du(t) > 0, and a measurable bounded function h(t) > 0,
which generate the Pontryagin function

H= (VP (G(z2)) + 1@ (G(2,0)) ) f (G2, 2),w)
and the extended Pontryagin function
= (0P (G(z2)) +6:0/(G(=,2) ) £ (G(z2),u) + jiw — he,

such that the following conditions hold:
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complementary slackness
pt) 2% (t) =0,  h(t)e’(t) =0 ae. on [0,T], (73)

adjoint equations

7= (wzp” (G(2°,2)) + 1. (G )
x (GL(2%,2°)2) F(G(2° ) ) +
/ , 0 (74)
+ (V2P (GE"2) +a® (G, >))
X f(G(2°,2%),u%) (GL(2°,2°)z)
—)y T = (sz” (G(z )) —l—wmfb”( (2° xo))>
( " (2%,2%)z ) F(G(2°,2%),u%) +
/ , 0 (75)
+ (P (G, >>) + 4.9 (G(=,a"))
x f,(G (2%, 2%),u%) (G (2°,2%)z),

(these equalities hold for any “test” constant vectors z € R” and T € R!),

transversality conditions

¥2(0) = Jyl;(o) Glz (ZO(O)7 xo(o))v V.(T) = _Jyl;(T) GIZ(ZO(T)v xO(T))v

¥2(0) = Jy0) G4 (2°(0),2°(0)),  ¥u(T) = =Ty G (2°(T),2°(T)), o
jump conditions for the adjoint variable ),
Aty (1) = —Ap(t)) <0, Ay(ty) = —Ap(ty) <0, (77)
the energy conservation law
H(ZO(t), 2% (1), u’(t)) = ¢, (78)

and stationatity condition w.r.t. control
(=P (G(,a)) + e (GG, 2%) ) £ (G20, 2%)), ) — higl, () = 0. (79)
Now, rewrite the obtained conditions in terms of problem C. First, denote

by = :P'(G(2°,2°)) + . @' (G(2",27)). (80)

This is a row vector of dimension n+1. Then, since G(z°,2°) =4, condition
(79) takes the form

by Fu(y°,u’) = by, (u”) = 0. (81)
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Further, multiplying , by a test (constant) vector y € R"™! we get a
scalar function

(for short, we drop the arguments of G and f ), which time derivative is

—%? = _"/}Z(Pl( ) ) %(‘I’I( ) ) wz(Pl( )) Y _wm(q)l(G)).yv (82)

where (...)* denotes the time derivarive of the function in brackets.

Let us write the first two terms of this expression in view of equations (74)
and (75) for z=P'(Q)y, =P (G)y:

—(P(G)g) = (0:P"(G) +1,0"(@) (G- (P(G)p) £ +

+(: (@) + 0 2(@) 11(GL - (P@), (83)
5 @(0)) = (6:P(6) +1:8"(6)) (G (@(G))  +
(s1)
+ (1 PG) + 1. () £ (G- (@(G))) + i

The other two terms of (82) in view of identities G =1y =f areequal to

~ (PG~ Ya(®(G))T = —(4:P"(G) +0a8"(G)) f7. (85)

Summing up the right parts of equalities (83)—(85), we get

by 7= (0:P"(G) +ud"(G)) 5 +

86
oy 5 + 7 — (6:P"(G) + 1.9"(G)) £ 7 0
Note that the matrix ¢, P"”(G)+1,P"(G) is the second derivative of the scalar
function 1, P(G)+1,P®(G), hence it is symmetric. Therefore, the first and the
last terms in the right hand part of obtained expression (which differ only in the
positions of multipliers ¥ and f ) cancel each other, and in view of relation
z = ®'(G)y, equation (86) takes the form

~by Y = Uy 5 + ¥ (G)7,
whence, since the test vector y € R"*! is arbitrary, we get
—1/.1.7; = Py f';(yau) + ﬂq)/(y)- (87)

If we introduce the Pontryagin function H = 1, f (y,u) and the extended
Pontryagin function H = ¢, f(y,u )—l— L®(y) — hp(u ) for problem C, then

equalities (81) and (87) transform to H, =0 and —t, = H, respectively.
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According to (77), the function v, has jumps at the points ¢, ¢ :

Ay (1) = A (1) @' (y(1)) = —Apu(td) @ (y(11)) ,

(88)
Ay (t3) = Aps(t5) @' (y(13)) = —Au(ts) @ (y(t3)) -
The transversality conditions for 1, take the form
Uy(0) = Jy0)GZ(0) P ((0)) + J50) G5 (0)2" (y(0)) = Jy0), (59)

Yy(T) = =Ty GLO)P' (y(0) = T}y G (T)® (y(T)) = =Ty

Finally, the complementary slackness conditions and the energy conservation
law are rewritten automatically in terms of problem C.

Summarizing our findings, we come to the following

Theorem 14.1.  Let w® = (y°(¢),u’(t) be an admissible process such that
D(y0(t) =0 on AY:=[10,45], ®@°(t)) >0 on [0,T]\ A, ¢;(u’(t)) <0
on As, assumption (66) holds, and let this process provide the extended weak
minimality in problem C. Then there exist a constant ¢, functions 1p,(t),
w(t) Lipschitz continuous on every interval A;, i = 1,2,3, and a measur-
able bounded function h(t), which generate the Pontryagin function

H(y, y,u) = ¢Uf(y,u),
and the extended Pontryagin function
H =y f(y,u) + 1 @(y) — hep(u),
such that the following conditions hold:
(a) non-negativity conditions

) >0 ae on A, Aup(td) >0, Au(ty) >0,

h(t) >0 a.e. on [0,T], (50)
(b) complementary slackness
0@ (1) =0, h(Bpu’(®) ae. on [0,T] (o1)
(¢) adjoint equation
—ty = Hy= vy fy(y°,u") + 1@ (y°), (92)
(d) transversality conditions
Py(to) = Jy0)s Yy (T) = —Jyery,s (93)
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(e) jumps conditions for the adjoint variable
Adpy(1]) = —Ap(t]) @' (y°(1)) , Aty (tz) = —Au(ta) @' (y°(t2)), (94)
(f) energy conservation law
H(1y (1), 4°(1),u’(1)) = c, (95)
(9) and stationarity condition w.r.t. control

H, (1, (t),4°(t),u’(t)) =0  a.e. on [0,T). (96)

Remark 14.1. The performed transformation y v (z,x) is a particular case
of the general one-to-one change of variables w = F(y), y = G(w), under
which problem C' transforms to the following

W= FI(G(U})) f(G(w)vu)v
Jg = J (G(w(0)), G(w(T))) — min,
Problem B: {07~ GO Glu(T)) (97)
Pu(t)) <0,
O(G(w(t)) > 0.
Clearly, the extended weak minimality at a process (y°,u®) in problem C cor-
responds to that at the process (w® = F(y"), u®) in problem E. The multipliers

o, h, g in both problems are the same, the extended Pontryagin functions for
problems C and E are, respectively,

A = 4 f(y,u) — hp(u) + 1€ @(y),
H" = ¢PF/(G(w)) f(G(w), u) — heolu) + i (G (w)),
while the adjoint variables are connected by the following equality:
PO (t) = (1) F'(y°(t).

The proof of this assertion is left to the reader as an excercise.

In the case of problem D, we have w = (z,z) and F = (P, ®), hence
WO(t) = wI (1) P'(y°(1) + o7 (1) @' (y° (1)),
i.e., we get exactly formula (80).

Remark 14.2. For simplicily, we considered problem A with free endpoints of
the trajectory. If they are restricted by terminal constrains

§k(2(0), 2(0), 2(T), 2(T)) <0, n;(2(0),2(0), 2(T), 2(T)) = 0,

then, to obtain stationarity conditions, one should replace the cost J by the
endpoint Lagrange function | = aoJ +)_, & + Zj Bin; (with corresponding
multipliers) and then apply Theorem 9.1. The same concerns problem C.
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Remark 14.3. We suppose that the state constraint in problem (1) or (65) is
of first order, and the reference trajectory lands on the state boundary with a
nonzero first time derivative, i.e., satisfies conditions (2) or (66), respectively.
Perhaps, the same approach would also work in the case of higher order state
constraints, if the reference trajectory lands on the state boundary with a nonzero
time derivative of the corresponding order. Obuviously, the technique would be
then more complicated.

15 Conclusions

We consider a specific class of optimal control problems with a single state
constraint of order 1 and a specific trajectory in it. Basing on the approach by
R.V. Gamkrelidze, consisting in differentiating the state constraint along the
boundary subarc and reducing the original problem to a problem with mixed
control-state constraints, we obtain the full system of stationarity conditions in
the form of A.Ya. Dubovitskii and A.A. Milyutin, including the sign definiteness
of the measure, a multiplier at the state constraint. To obtain these conditions,
we propose an approach of two-stage varying. At the first stage, we consider only
those variations, which preserve a constant value of the state constraint along the
boundary interval, and obtain preliminary, incomplete optimality conditions. At
the second stage, we take into account the remaining variations, concentrated
on the boundary interval, and obtain the sign definiteness of the measure, thus
specifying the stationarity conditions. Two illustrative examples are given, one
showing that the condition of non-negativity of the measure density is essential
and another with nonzero atoms of the measure at the junction points.
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