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Rate of Convergence of the Bundle Method
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Abstract

We prove that the bundle method for nonsmooth optimization achieves solution
accuracyε in at mostO

(
ln(1/ε)/ε

)
iterations, if the function is strongly convex.

The result is true for the versions of the method with multiple cuts and with cut
aggregation.

1 Introduction

The objective of this note is to provide a worst-case bound onthe rate of convergence
of the bundle method for solving convex optimization problems of the following form:

min
x∈Rn

F(x), (1)

whereF : Rn → R is a convex function. The only additional assumption about the
function needed to bound the rate is strong convexity of the function about the mini-
mum point.

The bundle methods were developed in [1, 2]. First rigorous convergence analysis
and versions with cut aggregation were provided in [3, 4]. For a comprehensive treat-
ment of bundle and trust region methods, see [6, 5]. Althoughthe bundle method is a
method of choice for nonsmooth optimization, no general rate of convergence results
are available. This is due to the complicated structure of the method, in which succes-
sive iterations carry out different operations, dependingon the outcome of a sufficient
descent test.

Some results on the rate of convergence are available for therelated bundle level
method [7], which achievesO(1/ε2) iteration complexity for general nonsmooth con-
vex programming problems. Similar results have been obtained for modified versions
in [8] and [9].

Our contribution is to prove at mostO
(

ln(1/ε)/ε
)

iteration complexity of the clas-
sical bundle method, under the condition of strong convexity about the minimum point.
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This is achieved by bounding the numbers of null steps between successive descent
steps, and integrating these bounds across the entire run ofthe method. The result
holds true for two versions of the method: with multiple cutsand with cut aggregation.

In section 2, we present both versions of the bundle method and recall its conver-
gence properties. Section 3 contains several auxiliary results. A worst-case bound on
the convergence rate of the method is derived in section 4.

We use〈·, ·〉 and‖ · ‖ to denote the usual scalar product and the Euclidean norm in
a finite dimensional space.

2 The Bundle Method

The bundle method is related to the fundamental idea of theproximal point method,
which uses theMoreau–Yosida regularizationof F(·),

Fρ(y) = min
x

{
F(x)+

ρ
2

∥∥x− y
∥∥2
}
, ρ > 0, (2)

to construct theproximal stepfor (1),

proxF(y) = argmin
x

{
F(x)+

ρ
2

∥∥x− y
∥∥2
}
. (3)

The proximal point method carries out the iterationxk+1 = proxF(x
k), k= 1,2, . . . and

is known to converge to a minimum ofF(·), if a minimum exists [10].
The main idea of the bundle method is to replace problem (1) with a sequence of

approximate problems of the following form:

min
x

F̃k(x)+
ρ
2

∥∥x− xk
∥∥2
. (4)

Herek = 1,2, . . . is the iteration number,xk is the current best approximation to the
solution, andF̃k(·) is a piecewise linear convex lower approximation of the function
F(·). Two versions of the method differ in the way this approximation is constructed.

2.1 The Version with Multiple Cuts

In the version with multiple cuts, the approximationsF̃k(·) are constructed as follows:

F̃k(x) = max
j∈Jk

{
F(zj )+ 〈g j ,x− zj〉

}
,

with some previously generated pointszj and subgradientsg j ∈ ∂F(zj ), j ∈ Jk, where
Jk ⊆ {1, . . . ,k}. The pointszj are solutions of problems (4) at earlier iterations of the
method.

Thus, problem (4) differs from (2) by the fact that the functionF(·) is replaced by a
cutting plane approximation. The other difference betweenthe bundle method and the
proximal point method is that the solutionzk+1 of problem (4) is subject to a sufficient
improvement test, which decides whether the next proximal centerxk+1 should be set
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to zk+1 or remain unchanged.

Bundle Method with Multiple Cuts

Step 0: Set k = 1, J1 = {1}, z1 = x1, and selectg1 ∈ ∂F(z1). Choose parameter
β ∈ (0,1), and a stopping precisionε > 0.

Step 1: Find the solutionzk+1 of subproblem (4).
Step 2: If

F(xk)− F̃k(zk+1)≤ ε, (5)

then stop; otherwise, continue.

Step 3: If
F(zk+1)≤ F(xk)−β

(
F(xk)− F̃k(zk+1)

)
, (6)

then setxk+1 = zk+1 (descent step); otherwise setxk+1 = xk (null step).

Step 4: Select a setJk+1 so that

Jk∪{k+1} ⊇ Jk+1 ⊇ {k+1}∪
{

j ∈ Jk : F(zj)+ 〈g j ,zk+1− zj〉= F̃k(zk+1)
}
.

Increasek by 1 and go to Step 1.

2.2 The Version with Cut Aggregation

In the version with cut aggregation, as described in [3] and [11, sec. 7.4.4], the approx-
imationsF̃k(·) have only two pieces:

F̃k(x) = max
{

F̄k(x),F(zk)+ 〈gk,x− zk〉
}
,

with the last generated pointzk and the corresponding subgradientgk ∈ ∂F(zk). The
function F̄k(x) is a convex combination of affine minorantsF(zj )+ 〈g j ,x− zj〉, con-
structed at previously generated pointszj with subgradientsg j ∈ ∂F(zj), where 1≤
j < k. This function is updated at each iteration, as specified in Step 4 of the algorithm
below.

Bundle Method with Cut Aggregation

Step 0: Setk = 1, z1 = x1, F̄1(·) ≡ −∞, and selectg1 ∈ ∂F(z1). Choose parameter
β ∈ (0,1), and a stopping precisionε > 0.

Step 1: Find the solutionzk+1 of subproblem (4).
Step 2: If

F(xk)− F̃k(zk+1)≤ ε,

then stop; otherwise, continue.

Step 3: If
F(zk+1)≤ F(xk)−β

(
F(xk)− F̃k(zk+1)

)
,

then setxk+1 = zk+1 (descent step); otherwise setxk+1 = xk (null step).
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Step 4: Define

F̄k+1(x) = θkF̄
k(x)+ (1−θk)

[
F(zk)+ 〈gk,x− zk〉

]
, (7)

whereθk ∈ [0,1] is such that the gradient of̄Fk+1(·) is equal to the subgradient of̃Fk(·)
at zk+1 that satisfies the optimality conditions for problem (4). Increasek by 1 and go
to Step 1.

2.3 Convergence

Convergence of the bundle method (in both versions) for convex functions is well-
known.

Theorem 1. SupposeArgminF 6= /0 and ε = 0. Then a point x∗ ∈ ArgminF exists,
such that:

lim
k→∞

xk = lim
k→∞

zk = x∗.

Proof. The proof of this result (in slightly different versions) can be found in numerous
references, such as [4, Thm. 4.9], [5, Thm. XV.3.2.4], or [11, Thm. 7.16].

3 Auxiliary results

In this section, we collect several auxiliary results on theproperties of the bundle
method in the general case. They are either refined versions or direct quotations of
results presented in [11, sec. 7.4]. We consider both versions of the method in parallel,
with the corresponding versions of the functionsF̃k(·). All the results hold true for
both versions, because the analysis of the method with multiple cuts uses the version
with cut aggregation anyway; in the proofs we explain the minor differences between
the methods.

We first prove that if a null step occurs at iterationk, then the optimal objective
function values of consecutive subproblems are increasing, and the gap is bounded
below by a quantity dependent on

vk = F(xk)− F̃k(zk+1). (8)

We define the optimal objective function values of subproblem (4) at iterationk as:

ηk = F̃k(zk+1)+
ρ
2

∥∥zk+1− xk
∥∥2
. (9)

Note thatxk+1 = xk at a null step.
Since the pointzk+1 is the optimal solution of (4) at iterationk, the vector

sk+1 =−ρ
(
zk+1− xk). (10)

is the subgradient of̃Fk(·) at zk+1 that features in the optimality conditions. Conse-
quently, the pointzk+1 is also the unique minimum of the problem

min
x

{
F̃k(zk+1)+ 〈sk+1,x− zk+1〉+

ρ
2

∥∥x− xk
∥∥2
}
, (11)
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and the values of (9) and (11) coincide. In the method with cutaggregation, by the
definition ofθk in (7) and by (10), we have

F̄k+1(x) = F̃k(zk+1)+ 〈sk+1,x− zk+1〉.

The addition of a new cut atzk+1 and possible deletion of inactive cuts (in the method
without cut aggregation), creates a functionF̃k+1(·), which satisfies the inequality

F̃k+1(x)≥ max
(
F̃k(zk+1)+ 〈sk+1,x− zk+1〉,F(zk+1)+ 〈gk+1,x− zk+1〉

)
. (12)

In the method with cut aggregation, exact equality in (12) istrue, but we use the in-
equality “≥” in further considerations. Since the test for a descent step is not satisfied,
we have

F̃k+1(zk+1) = F(zk+1)> F̃k(zk+1).

The solutionzk+1 of problem (11) is unique, due to the strong convexity of the function
being minimized there. Therefore, the optimal value of (11)must increase after replac-
ing F̃k(zk+1)+〈sk+1,x−zk+1〉 with the right hand side of (12). The optimal valueηk+1

of (4) at iterationk+1 is at least as large, due to (12).
The key issue is to bound the actual increment fromηk to ηk+1 from below.

Lemma 2. If a null step is made at iteration k, then

ηk+1 ≥ ηk+
1−β

2
µ̄kvk, (13)

where

µ̄k = min

{
1,

(1−β )ρvk

‖sk+1−gk+1‖2

}
. (14)

Proof. Using (12), we can bound the optimal value of the subproblem (4) at iteration
k+1 as follows:

ηk+1 ≥ min
x

{
max

(
F̃k(zk+1)+ 〈sk+1,x− zk+1〉,

F(zk+1)+ 〈gk+1,x− zk+1〉
)
+

ρ
2

∥∥x− xk
∥∥2
}

≥ min
x

{
(1− µ)

(
F̃k(zk+1)+ 〈sk+1,x− zk+1〉

)

+ µ
(

F(zk+1)+ 〈gk+1,x− zk+1〉
)
+

ρ
2

∥∥x− xk
∥∥2
}
,

(15)

with any value of the parameterµ ∈ [0,1]. Define

Q̂k(µ) = min
x

{
(1− µ)

(
F̃k(zk+1)+ 〈sk+1,x− zk+1〉

)

+ µ
(

F(zk+1)+ 〈gk+1,x− zk+1〉
)
+

ρ
2

∥∥x− xk
∥∥2
}
. (16)

Due to (11),Q̂k(0) = ηk. It follows from (15) that the difference betweenηk+1 andηk

can be bounded from below by the increase in the optimal valueQ̂k(µ), whenµ moves
away from zero. That is,

ηk+1−ηk ≥ max
µ∈[0,1]

Q̂k(µ)− Q̂k(0).
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By direct calculation and with a view to (10), the minimizer on the right hand side of
(16) is

x̂(µ) = zk+1+
µ
ρ
(
sk+1−gk+1).

To obtain the derivative of̂Qk(·), we calculate the partial derivative of the right-hand
side of (16) with respect toµ and then substitutex= x̂(µ). We obtain

Q̂′
k(µ) = F(zk+1)− F̃k(zk+1)+ 〈gk+1− sk+1, x̂(µ)− zk+1〉

= F(zk+1)− F̃k(zk+1)−
µ
ρ
∥∥sk+1−gk+1

∥∥2
.

Thus, for any value ofµk ∈ [0,1],

ηk+1−ηk ≥ Q̂k(µk)− Q̂k(0) =
∫ µk

0
Q̂′

k(µ) dµ

= µk

(
F(zk+1)− F̃k(zk+1)−

µk

2ρ
∥∥sk+1−gk+1

∥∥2
)
.

Define

µk = min

{
1,

ρ
(
F(zk+1)− F̃k(zk+1)

)

‖sk+1−gk+1‖2

}
.

Clearly,µk ∈ [0,1]. Substitution into the last displayed relation implies theinequality

ηk+1−ηk ≥
µk

2

(
F(zk+1)− F̃k(zk+1)

)
. (17)

If a null step occurs at iterationk, then the update step rule (6) is violated. Thus,
F(zk+1)− F̃k(zk+1)> (1−β )vk. Using this in (17), we obtain

ηk+1−ηk ≥
1−β

2
µkvk.

Sinceµk ≥ µ̄k, the postulated bound (13) follows.

We recall a useful bound of the changes fromηk to ηk+1 at descent steps.

Lemma 3. If a descent step occurs at iteration k, then

ηk+1−ηk ≥−ρ
∥∥xk+1− xk

∥∥2
≥

1
β
(
F(xk+1)−F(xk)

)
. (18)

Proof. See [11, (7.68)-(7.69)].

The following lemma relates the values of the optimal value of (4), ηk, and the
valueF̃(zk+1) at the solution of (4).

Lemma 4. At every iteration we have the inequality:

F(xk)−ηk ≥
1
2

[
F(xk)− F̃k(zk+1)

]
.
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Proof. Consider the function

Φ(τ) = (1− τ)F(xk)+ τF̃k(zk+1)+
ρ
2

∥∥(1− τ)xk+ τzk+1− xk
∥∥2
.

By construction,Φ(1) = ηk, and, due to the convexity of̃Fk(·),

Φ(τ)≥ F̃k((1− τ)xk+ τzk+1)+ ρ
2

∥∥(1− τ)xk+ τzk+1− xk
∥∥2
, τ ∈ [0,1]. (19)

By the definition ofzk+1, the right hand side of (19) is minimized atτ = 1. Therefore,
Φ ′(1)≤ 0. Differentiating, we obtain the inequality

−F(xk)+ F̃k(zk+1)+ρ
∥∥zk+1− xk

∥∥2
≤ 0.

This implies that

ηk = F̃k(zk+1)+
ρ
2

∥∥zk+1− xk
∥∥2

≤ F̃k(zk+1)+
1
2

[
F(xk)− F̃k(zk+1)

]

=
1
2

[
F(xk)+ F̃k(zk+1)

]
.

This is equivalent to the postulated inequality.

Finally, we recall the following bound of the Moreau–Yosidaregularization.

Lemma 5. For any point x∈Rn we have

Fρ(x)≤ F(x)−
∥∥x− x∗

∥∥2 ϕ
(

F(x)−F(x∗)
∥∥x− x∗

∥∥2

)
, (20)

where

ϕ(t) =

{
t2 if t ∈ [0,1],

−1+2t if t ≥ 1.

Proof. See [11, Lem. 7.12].

4 Rate of Convergence

Our objective in this section is to derive a worst-case boundon the rate of convergence
of the method. To this end, we assume thatε > 0 at Step 2 (inequality (5)) and we
bound the number of iterations needed to achieve this accuracy.

We make a key assumption about strong convexity of the functionF(·).

Assumption 6. The function F(·) has a unique minimum point x∗ and a constantα > 0
exists, such that

F(x)−F(x∗)≥ α
∥∥x− x∗

∥∥2
,

for all x ∈Rn with F(x)≤ F(x1).
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We first show that stopping test of Step 2 guarantees the objective function accuracy
of orderε.

Lemma 7. Suppose Assumption 6 is satisfied. Then at every iteration k we have

F(xk)−F(x∗)≤
F(xk)−ηk

min(α,1)
. (21)

Proof. SinceF̃k(·)≤ F(·), we have

Fρ(xk) = min
x

{
F(x)+

ρ
2

∥∥x− xk
∥∥2
}
≥ min

x

{
F̃k(x)+

ρ
2

∥∥x− xk
∥∥2
}
= ηk. (22)

Consider two cases.
Case 1:If F(xk)−F(x∗)≤

∥∥xk− x∗
∥∥2

, then (20) withx= xk yields

Fρ(x
k)≤ F(xk)−

(
F(xk)−F(x∗)

)2

∥∥xk− x∗
∥∥2 .

Combining this inequality with (22), we conclude that
(
F(xk)−F(x∗)

)2

∥∥xk− x∗
∥∥2 ≤ F(xk)−ηk.

Substitution of the denominator by the upper bound(F(xk)−F(x∗))/α implies (21).

Case 2: F(xk)−F(x∗)>
∥∥xk− x∗

∥∥2
. Then (20) yields

Fρ(x
k)≤ F(xk)−2

(
F(xk)−F(x∗)

)
+
∥∥xk− x∗

∥∥2
.

With a view to (22), we obtain

2
(
F(xk)−F(x∗)

)
−
∥∥xk− x∗

∥∥2
≤ F(xk)−ηk,

which implies thatF(xk)−F(x∗)≤ F(xk)−ηk in this case.

Corollary 8. Suppose Assumption 6 is satisfied. If the stoping test(5) is satisfied at
iteration k, then

F(xk)−F(x∗)≤
ε

min(α,1)
. (23)

To bound the number of iterations of the method needed to achieve the prescribed
accuracy we consider two issues. First, we prove linear rateof convergence between
descent steps. Then, we bound the numbers of null steps between consecutive descent
steps.

By employing the bound of Lemma 7, we can address the first issue.

Lemma 9. Suppose Assumption 6 is satisfied. Then at every descent stepk we have

F(zk+1)−F(x∗)≤ (1− ᾱβ )
(
F(xk)−F(x∗)

)
, (24)

whereᾱ = min(α,1).

8



Proof. It follows from the update rule (6) that

F(zk+1)≤ (1−β )F(xk)+β F̃k(zk+1).

SinceF̃k(zk+1)≤ ηk, Lemma 7 yields

F(xk)−F(x∗)≤
1
ᾱ
(
F(xk)− F̃k(zk+1)

)
.

Combining these inequalities and simplifying, we concludethat

F(zk+1)≤ (1−β )F(xk)+β
(
ᾱF(x∗)− ᾱF(xk)+F(xk)

)

= F(xk)− ᾱβ
(
F(xk)−F(x∗)

)
.

Subtraction ofF(x∗) from both sides yields the linear rate (24).

We now pass to the second issue of deriving an upper bound on the number of null
steps between two consecutive descent steps. To this end, weanalyze the evolution of
the gapF(xk)−ηk.

It follows from [11, (7.64)] that for allk

∥∥xk− x∗
∥∥2

≤
∥∥x1− x∗

∥∥2
+

2(1−β )
β ρ

[
F(x1)−F(x∗)

]
.

Thus, a uniform upper bound exists on the norm of the subgradients collected at pointsxk.
Therefore, a uniform upper bound exists on the distances‖zk+1− xk‖. Consequently,
the subgradients collected at the pointszk+1 are uniformly bounded as well, and the
bound depends on the starting point only. Consequently, a constantM exists such that

∥∥sk+1−gk+1
∥∥2

≤ ρM

at all null steps. With no loss of generality, we assume thatε ≤ M.

Lemma 10. If a null step occurs at iteration k, then

F(xk)−ηk+1 ≤ γ
(
F(xk)−ηk), (25)

where

γ = 1−
(1−β )2ε

2M
. (26)

Proof. By Lemma 2, we have

F(xk)−ηk+1 ≤ F(xk)−ηk−
1−β

2
µ̄kvk. (27)

On the other hand,

vk = F(xk)− F̃k(zk+1) = F(xk)−ηk+
ρ
2

∥∥zk+1− xk
∥∥2

≥ F(xk)−ηk. (28)

9



Combining the last two inequalities, we conclude that

F(xk)−ηk+1 ≤ F(xk)−ηk−
1−β

2
µ̄k
(
F(xk)−ηk)

=

(
1−

1−β
2

µ̄k

)(
F(xk)−ηk).

(29)

Consider the definition (14) of̄µk in Lemma 2. Ifµ̄k = 1, then(1− 1−β
2 µ̄k) is no greater

than the bound (26), becauseε ≤ M. Otherwise,̄µk is given by the second case in (14).
Since the algorithm does not stop, we havevk > ε, and thus

µ̄k =
(1−β )ρvk

‖sk+1−gk+1‖2 ≥
(1−β )ε

M
.

Substitution to (29) yields (26).

Let x(ℓ−1),x(ℓ),x(ℓ+1) be three consecutive proximal centers forℓ ≥ 2 in the algo-
rithm. We want to bound the number of iterations made with proximal centerx(ℓ). To
this end, we bound two quantities:F(x(ℓ))−ηk(ℓ), wherek(ℓ) is thefirst step with
proximal centerx(ℓ), andF(x(ℓ))− ηk′(ℓ), wherek′(ℓ) is the last step with proximal
centerx(ℓ).

In the following we discuss each issue separately.
Recall that according to the algorithm,x(ℓ) is the optimal solution of the last sub-

problem with proximal centerx(ℓ−1). Let ηk(ℓ)−1 be the optimal objective value of the
subproblem, that is,

ηk(ℓ)−1 = F̃k(ℓ)−1(x(ℓ))+
ρ
2

∥∥x(ℓ)− x(ℓ−1)
∥∥2
.

Lemma 11. If a descent step is made at iteration k(ℓ)−1, then

F(x(ℓ))−ηk(ℓ) ≤
3

2β
(
F(x(ℓ−1))−F(x(ℓ))

)
. (30)

Proof. The left inequality in (18) yields

ηk(ℓ) ≥ ηk(ℓ)−1−ρ
∥∥x(ℓ)− x(ℓ−1)

∥∥2
.

SinceF(x(ℓ))≤ F(x(ℓ−1)), we obtain

F(x(ℓ))−ηk(ℓ) ≤ F(x(ℓ−1))−ηk(ℓ)−1+ρ
∥∥x(ℓ)− x(ℓ−1)

∥∥2
.

As iterationk(ℓ)−1 is a descent step, the update rule (6) holds. Thus

F(x(ℓ−1))−ηk(ℓ)−1 =

[
F(x(ℓ−1))− F̃k(ℓ)−1(x(ℓ))

]
−

ρ
2

∥∥x(ℓ)− x(ℓ−1)
∥∥2

≤
1
β
(
F(x(ℓ−1))−F(x(ℓ))

)
−

ρ
2

∥∥x(ℓ)− x(ℓ−1)
∥∥2
.
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Combining the last two inequalities we obtain

F(x(ℓ))−ηk(ℓ) ≤
1
β
(
F(x(ℓ−1))−F(x(ℓ))

)
+

ρ
2

∥∥x(ℓ)− x(ℓ−1)
∥∥2
.

The right inequality in (18) can be now used to substitute
∥∥x(ℓ)− x(ℓ−1)

∥∥2
on the right

hand side to obtain (30).

We can now integrate our results.
Applying Lemma 7, we obtain the following inequality ateverynull step with prox

centerx(ℓ):

F(x(ℓ))−ηk ≥ ᾱ
(
F(x(ℓ))−F(x∗)

)
≥ ᾱ

(
F(x(ℓ))−F(xℓ+1)

)
. (31)

From Lemma 11 we know that for 2≤ ℓ < L, whereL is the last proximal center,
the initial value of the left hand side (immediately after the previous descent step) is
bounded from above by the expression on the right hand side of(30). Lemma 10
established a linear rate of decrease of the left hand side of(31). Therefore, the number
nℓ of null steps with proximal centerx(ℓ), if it is positive, satisfies the inequality:

3
2β
(
F(x(ℓ−1))−F(x(ℓ))

)
γnℓ−1 ≥ ᾱ

(
F(x(ℓ))−F(x(ℓ+1))

)
.

Consequently, for 2≤ ℓ < L we obtain the following upper bound on the number of
null steps:

nℓ ≤ 1+
1

ln(γ)
ln

(
2β ᾱ

3
F(x(ℓ))−F(x(ℓ+1))

F(x(ℓ−1))−F(x(ℓ))

)
. (32)

If the numbernℓ of null steps is zero, inequality (24) yields

F(x(ℓ))−F(x(ℓ+1))

F(x(ℓ−1))−F(x(ℓ))
≤

F(x(ℓ))−F(x∗)

F(x(ℓ−1))−F(x∗)−
(
F(x(ℓ))−F(x∗)

) ≤ 1
1

1−ᾱβ −1
.

Elementary calculations then prove that both logarithms onthe right hand side of (32)
are negative, and thus inequality (32) is satisfied in this case as well.

Suppose there areL proximal centers appearing throughout the algorithm:x(1),
x(2), . . . ,x(L). They divide the progress of the algorithm intoL series of null steps. For
the first series, similar to the analysis above, we use (31) and Lemma 10 to obtain the
bound

n1 ≤ 1+
1

ln(γ)
ln

(
ᾱ

F(x(1))−F(x(2))

F(x(1))−η1

)
.

For the last series, we use Lemma 4 to derive the inequalityF(x(ℓ))−ηk ≥ ε/2, which
must hold at every iteration at which the stopping test is notsatisfied. We use it instead
of (31) in our analysis, and we obtain

nL ≤ 1+
1

ln(γ)
ln

(
β
3

ε
F(x(L−1))−F(x(L))

)
.

11



We aggregate the total number of null steps for different proximal centers and we obtain
the following bound:

L

∑
ℓ=1

nℓ ≤
L−1
ln(γ)

[
ln(ᾱ)+ ln

(
2β ᾱ

3

)
+ ln

(
β
3

)
+

1
L−1

ln

(
ε

F(x1)−η1

)]
+L. (33)

Let us recall the definition ofγ in (26), and denote

C=
(1−β )2

2M
,

so thatγ = 1−εC. Since ln(1−εC)<−εC, we derive the following inequality for the
number of null steps:

L

∑
ℓ=1

nℓ ≤
L−1
−εC

[
ln(ᾱ)+ ln

(
2β ᾱ

3

)
+ ln

(
β
3

)
+

1
L−1

ln

(
ε

F(x1)−η1

)]
+L. (34)

Let us now derive an upper bound on the numberL of descent steps. By virtue of (5)
and (6), descent steps are made only if

F(xk)−F(x∗)≥ β ε;

otherwise, the method must stop. To explain it more specifically, if F(xk)−F(x∗) ≤
β ε, thenF(xk)−F(zk+1) ≤ β ε. If a descent step is made,F(zk+1) ≤ F(xk)− βvk.
Thenβvk ≤ β ε, vk ≤ ε. Thus we can’t make a descent step because the algorithm has
already stopped, which contradicts our assumption. It follows from Lemma 9, that

(1− ᾱβ )L−1(F(x1)−F(x∗)
)
≥ β ε.

Therefore,

L ≤ 1+
ln(β ε)− ln

(
F(x1)−F(x∗)

)

ln(1− ᾱβ )
. (35)

As a result, we have the final bound for the total number of descent and null steps:

L+
L

∑
ℓ=1

nℓ

≤
1

εC ln(1− ᾱβ )
ln

(
F(x1)−F(x∗)

β ε

)[
ln(ᾱ)+ ln

(
2β ᾱ

3

)
+ ln

(
β
3

)]

+
1

εC
ln

(
F(x1)−η1

ε

)
+2

ln(β ε)− ln
(
F(x1)−F(x∗)

)

ln(1− ᾱβ )
+2.

(36)

Therefore in order to achieve precisionε, the number of steps needed is of order

L+
L

∑
ℓ=1

nℓ ∼ O

(
1
ε

ln

(
1
ε

))
.

This is almost equivalent to saying that given the number of iterationsk, the precision
of the solution is approximatelyO(1/k).
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