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#### Abstract

Motivated by many applications (for instance, some production models in finance require infinitydimensional commodity spaces, and the preference is defined in terms of an ordering cone having possibly emtpy interior), this paper deals with a unified model which involves preference relations that are not necessarily transitive or reflexive. Our study is carried out by means of saddle point conditions for the generalized Lagrangian associated with a cone constrained nonconvex vector optimization problem. We establish a necessary and sufficient condition for the existence of a saddle point in case the multiplier vector related to the objective function belongs to the quasi interior of the polar of the ordering set. Moreover, exploiting suitable Slater-type constraints qualifications involving the notion of quasi-relative interior, we obtain several results concerning the existence of a saddle point, which serve to get efficiency, weak efficiency and proper efficiency. Such results generalize to the nonconvex vector case existing conditions in the literature. As a byproduct, we propose a notion of proper efficient solution for a vector problem with explicit constraints. Applications to optimality conditions for vector optimization problems are provided with particular attention to bicriteria problems where optimality conditions for efficiency, proper efficiency and weak efficiency, are stated, both in a geometric form and by means of the level sets of the objective functions.
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1. Introduction. Let $X, Y, Z$ be Hausdorff real locally convex topological vector spaces (t.v.s.), $Q \subseteq Z$ be a nonempty closed convex cone and $C$ be a nonempty subset of $X$. Given $f: X \rightarrow Y$ and $g: X \rightarrow Z$, we consider the following cone constrained vector optimization problem which consists in finding

$$
\begin{equation*}
\bar{x} \in K: \quad f(x)-f(\bar{x}) \notin-S, \quad \forall x \in K, x \neq \bar{x}, \tag{1.1}
\end{equation*}
$$

where $K:=\{x \in C: g(x) \in-Q\}$ and the ordering is given by the set $S \subset Y$, which defines not necessarily a transitive or reflexive preference relation. When a preference on $Y$ is defined by a convex cone $P \subseteq Y$, usually $S$ satisfies $S+P=S$; suitably choosing the set $S$, it is possible to recover the most common definitions of efficiency (see Section 3).

In this paper, exploiting the image space approach [18], we analyze conditions ensuring the existence of a saddle point for the generalized Lagrangian function associated with problem (1.1) (defined in (3.7)). Such conditions are obtained by means of the notion of quasi relative interior [5, 4], that recently has widely been considered in the literature $[10,6,13,16,32,33,35]$.

[^0]This allows us to consider problem (1.1) where the set $S$ and the cone $Q$ may have empty topological interior (see e.g., $[5,22,11,7]$ ). Indeed, in the literature the analysis of saddle point conditions for vector optimization problems is in general carried out under the assumptions that the ordering set is a cone with nonempty interior as well as the cone $Q$ appearing in the constraints [2, 20, 29]. Our results extend to the vector case some analogous theorems proved for a scalar cone constrained extremum problem as considered in $[8,6,19,16]$.

Some concrete models in infinite-dimensional spaces may be found in [24]; whereas for a theoretical treatment of vector optimization problems concerning existence and optimality conditions, we refer [28, 24].

We recall that every nonempty convex subset of a separable Banach space admits quasirelative interior points [3, Theorem 2.19]; and there are only a few infinite-dimensional spaces whose natural ordering cones have nonempty interior: like $l^{\infty}$, the space of bounded variation on $\mathbb{R}$, or the space of continuous real-valued functions defined on a compact set of $\mathbb{R}^{n}$.

The paper is organized as follows. Section 2 provides the basic definitions, notations and preliminaries on quasi (relative) interior and separation theorems of convex sets. In Section 3 we state a characterization of a saddle point condition ensuring that the vector of multipliers associated with the objective function belongs to the interior of the polar of the ordering set; then we present the main results on the existence of a saddle point condition and we show that, under generalized Slater type contraints qualifications, the vector of multipliers associated with the objective function does not vanish; as a byproduct, we propose a notion of proper efficient point for vector optimization problems under explicit constraints. Applications to optimality conditions for efficiency or weak efficiency in vector optimization problems are considered in Section 4; in particular, we show that in the presence of suitable generalized convexity assumptions, the existence of a saddle point is a necessary optimality condition for a weak efficient point (or efficient point) of (1.1). In Section 5 we analyze more in details the case of a bicriteria problem with a geometric constraint set for which we point out that the convexity of the closure of the cone generated by the extended image set associated with the objective function turns out to be necessary and sufficient for the existence of a saddle point for the Lagrangian function, or equivalently in this case, for a scalarization of the given problem. Optimality conditions for such problems are provided both in a geometric form and by means of suitable properties of the level sets of the objective functions.
2. Preliminary results. Let us recall the basic notations and preliminary results that will be used throughout the paper.

A set $P \subseteq Y$ is said to be a cone if $t P \subseteq P, \forall t \geq 0$; given $A \subseteq Y, \operatorname{co}(A)$, int $A, \bar{A}$, denote the convex hull of $A$, the topological interior of $A$ and the closure of $A$, respectively. We define

$$
\operatorname{cone}(A):=\bigcup_{t \geq 0} t A, \quad \text { cone }_{+}(A):=\bigcup_{t>0} t A
$$

Evidently, $\operatorname{cone}(A)=\operatorname{cone}_{+}(A) \cup\{0\}$ and therefore $\overline{\operatorname{cone}(A)}=\overline{\operatorname{cone}}(A)=\overline{\text { cone }_{+}(A)}$.
We set $\mathbb{R}_{+}^{m}:=\left\{x \in \mathbb{R}^{m}: x \geq 0\right\}$.
Given a convex set $A \subseteq Y$ and $x \in A$, the normal cone to $A$ at $x$ is defined by $N_{A}(x):=$ $\left\{\xi \in Y^{*}:\langle\xi, a-x\rangle \leq 0, \quad \forall a \in A\right\}$. We say that $x \in A$ is a (see, e.g., [6]):
(a) quasi interior point of $A$, denoted by $x \in$ qi $A$, if $\overline{\operatorname{cone}}(A-x)=Y$, or equivalently, $N_{A}(x)=\{0\} ;$
(b) quasi relative interior point of $A$, denoted by $x \in$ qri $A$, if $\overline{\operatorname{cone}}(A-x)$ is a linear subspace of $Y$, or equivalently, $N_{A}(x)$ is a linear subspace of $Y^{*}$.
For any convex set $A$, we have that $([27,6])$ qi $A \subseteq$ qri $A$ and, int $A \neq \emptyset$ implies int $A=$ qi $A$. Similarly, if qi $A \neq \emptyset$, then qi $A=$ qri $A$. Moreover [5], if $Y$ is a finite dimensional space, then qi $A=\operatorname{int} A$ and qri $A=$ ri $A$, where ri $A$ denotes the relative interior of $A$, which is the interior with respect to the affine hull of $A$. For additional properties of quasi relative interior we refer to [33].

A convex cone $P \subset Y$ is called pointed if $P \cap(-P)=\{0\}$. Next lemma provides some properties of quasi relative interior that will be used in what follows.

Lemma 2.1. Let $\emptyset \neq M \subseteq Y$. The following relations hold:
(a) $0 \in \operatorname{qri}[\operatorname{co}(M \cup\{0\})] \quad \Longleftrightarrow \quad 0 \in \operatorname{qri}[\operatorname{cone}(\operatorname{co} M)]$;
(b) $0 \in \operatorname{qi}[\operatorname{co}(M \cup\{0\})] \quad \Longleftrightarrow \quad 0 \in \operatorname{qi}[\operatorname{cone}(\operatorname{co} M)]$;
(c) $\operatorname{qri}(\operatorname{co} M)=\operatorname{co} M \cap \operatorname{qri}(\overline{\operatorname{co}} M)$;
(d) $\operatorname{qi}(\operatorname{co} M)=\operatorname{co} M \cap \operatorname{qi}(\overline{\operatorname{co}} M)$;
(e) If $\bar{M}$ is a convex set with $0 \in M$, then $0 \in \operatorname{qri}(\operatorname{co~} M) \Longleftrightarrow 0 \in \operatorname{qri} \bar{M}$;
(f) If $\bar{M}$ is a convex set with $0 \in M$, then $0 \in \mathrm{qi}(\operatorname{co} M) \Longleftrightarrow 0 \in$ qi $\bar{M}$;
(g) If $M$ is a convex cone, then qri $M=M+$ qri $M$.
(h) If qri $M \neq \emptyset$, then $\overline{\text { qri } M}=\bar{M}$.

Proof. Statements $(a)$ and (b) can be found in [16]. Statements $(c),(d),(g)$ and $(h)$ can be found in $[32,21,5,4]$.

Let us prove (e). By assumptions, $\bar{M}=\overline{\mathrm{co}} M$, so that $(c)$ yields

$$
\operatorname{qri}(\operatorname{co} M)=\operatorname{co} M \cap \operatorname{qri} \bar{M},
$$

and since $0 \in M$, the thesis follows.
The proof of $(f)$ is analogous by exploiting (d).
The positive polar of any set $A \subseteq Y$ is defined by:

$$
A^{*}:=\left\{y^{*} \in Y^{*}:\left\langle y^{*}, x\right\rangle \geq 0, \forall x \in A\right\}
$$

One immediately obtains that $A^{*}=(\bar{A})^{*}=(\operatorname{co} A)^{*}=(\text { cone } A)^{*}$. Moreover, the bipolar theorem is obtained ([32, Theorem 1.1.9]):

$$
\begin{equation*}
\overline{\mathrm{co}}(\text { cone } A)=\overline{\operatorname{cone}}(\operatorname{co} A)=A^{* *}, \tag{2.1}
\end{equation*}
$$

where $A^{* *}:=\left(A^{*}\right)^{*}$.
We recall a simple generalization of a well-known result (see e.g., statement (v) at page 7 in [32], where it appears with slightly different assumptions).

Lemma 2.2. Let $A \subseteq Y$ and $B$ be a cone in $Y$. Then

$$
\begin{equation*}
(A+B)^{*}=A^{*} \cap B^{*} \tag{2.2}
\end{equation*}
$$

Proof. ( $\subseteq)$. Let $x^{*} \in(A+B)^{*}$, then $\left\langle x^{*}, a+b\right\rangle \geq 0$ for all $a \in A, b \in b$, and since $B$ is a cone,

$$
\begin{equation*}
\left\langle x^{*}, a+\lambda b\right\rangle \geq 0, \forall a \in A, \forall b \in B, \forall \lambda \geq 0 \tag{2.3}
\end{equation*}
$$

Dividing by $\lambda>0$ in (2.3) yields

$$
\left\langle x^{*}, \frac{1}{\lambda} a+b\right\rangle \geq 0, \forall a \in A, \forall b \in b, \forall \lambda>0
$$

and taking the limit for $\lambda \rightarrow+\infty$, we obtain $x^{*} \in B^{*}$. Setting $\lambda=0$ in (2.3) we have that $x^{*} \in A^{*}$.
$(\supseteq)$. It is straightforward.
$\square$
The next result, which is new according to our best knowledge, characterizes quasi interior points of special sets, in particular for convex cones.

Proposition 2.3. Let $\emptyset \neq P$ be a convex cone. Then, $0 \in \mathrm{qi}(\mathrm{co} M+P)$ if, and only if

$$
0 \in \text { co } M+P, \text { and } \forall p^{*} \in P^{*} \backslash\{0\}, \exists z \in M:\left\langle p^{*}, z\right\rangle<0
$$

As a consequence,

$$
\begin{equation*}
p \in \text { qi } P \Longleftrightarrow p \in P \text { and }\left\langle p^{*}, p\right\rangle>0, \quad \forall p^{*} \in P^{*} \backslash\{0\} \tag{2.4}
\end{equation*}
$$

In case $P$ is additionally closed,

$$
p \in \text { qi } P \Longleftrightarrow p \in Y \text { and }\left\langle p^{*}, p\right\rangle>0, \quad \forall p^{*} \in P^{*} \backslash\{0\} .
$$

Proof. Let us prove the "only if" part. Assume that there exists $p^{*} \in P^{*} \backslash\{0\}$ such that $\left\langle p^{*}, z\right\rangle \geq 0$ for all $z \in M$. The latter implies that $\left\langle p^{*}, z\right\rangle \geq 0$ for all $z \in$ co $M+P$. Thus, $\left\langle p^{*}, z\right\rangle \geq 0$ for all $z \in \overline{\text { cone }}($ co $M+P)=Y$, which gives $p^{*}=0$, yielding a contradiction. For the "if" part, we proceed as follows. Assume on the contrary that $N_{\text {co } M+P}(0) \neq\{0\}$. Then, there exists $p^{*} \in Y^{*}, p^{*} \neq 0$, satisfying $\left\langle p^{*}, z\right\rangle \leq 0$ for all $z \in$ co $M+P$. It follows that $-p^{*} \in P^{*}$ and $\left\langle-p^{*}, z\right\rangle \geq 0$ for all $z \in M$, which cannot happen.
When $P$ is additionally closed, the result follows by the fact that $P=P^{* *}$. $\square$
Next result can be found in [9].
Lemma 2.4. Let $M \subseteq Y$ be a nonempty set and $P \subseteq Y$ a convex cone with int $P \neq \emptyset$. Then

$$
M+\operatorname{int} P=\operatorname{int}(M+P)
$$

The following separation theorem was proved in [16] and it is an improvement of [5, Proposition 2.16] and [6, Theorem 2.7] since it does not rely on any convexity assumption.

Theorem 2.5. Let $\emptyset \neq M \subseteq Y$. Then, $0 \notin \operatorname{qri}[\operatorname{cone}(c o M)]$ (or, equivalently, $0 \notin$ $\operatorname{qri}[\operatorname{co}(M \cup\{0\})])$ if, and only if there exists $x^{*} \in Y^{*} \backslash\{0\}$ such that $\left\langle x^{*}, x\right\rangle \leq 0, \quad \forall x \in M$, with strict inequality for some $\tilde{x} \in M$.

We recall a separation theorem for convex cones [3, Proposition 2] (see also [24, Theorem 3.22]).

Theorem 2.6. Let $A$ and $B$ two nonempty convex cones in the locally convex t.v.s. $Y$ such that $\bar{A} \cap \bar{B}=\{0\}$ and suppose that $B^{*}$ has nonempty interior in some topology $\tau$ such that $Y$ is the dual of $Y^{*}$. Then, $A^{*} \cap\left(-\operatorname{int} B^{*}\right) \neq \emptyset$.
Observe that the reverse implication also holds as stated in Theorem 3.22 of [24].
The following instance shows that one cannot substitute int $B^{*}$ by qi $B^{*}$ in the previous theorem without additional assumptions.

Example 2.7. Let $\ell^{2}$ be the Hilbert space of all the real sequences $\left\{x_{n}\right\}$ with $\sum_{n=1}^{\infty} x_{n}^{2}<\infty$. Set
$A:=\left\{x=\left(x_{n}\right) \in \ell^{2}: x_{2 n+1}=x_{2 n}, n \in \mathbb{N}\right\}$ and $B:=\left\{x=\left(x_{n}\right) \in \ell_{+}^{2}: x_{2 n-1}=x_{2 n}, n \in \mathbb{N}\right\}$.
Then $A$ and $B$ are closed convex cones such that $\bar{A} \cap \bar{B}=\{0\}$ : indeed $x \in A \cap B$ implies $x_{n}$ is a non negative constant $k$ for every $n$, which does not belong to $\ell^{2}$ unless $k=0$. Moreover,

$$
\begin{gathered}
A^{*}=\left\{x^{\prime} \in \ell^{2}: x_{1}^{\prime}=0, x_{2 n+1}^{\prime}+x_{2 n}^{\prime}=0, n \in \mathbb{N}\right\}, \quad B^{*}=\left\{x^{\prime} \in \ell^{2}: x_{2 n-1}^{\prime}+x_{2 n}^{\prime} \geq 0, n \in \mathbb{N}\right\}, \\
\text { qi } B^{*}=\left\{x^{\prime} \in \ell^{2}: x_{2 n-1}^{\prime}+x_{2 n}^{\prime}>0, n \in \mathbb{N}\right\} .
\end{gathered}
$$

In fact, $\left\langle x^{\prime}, x\right\rangle \geq 0$, for all $x \in A$, leads to the condition

$$
x_{2 n+1}^{\prime} x_{2 n+1}+x_{2 n}^{\prime} x_{2 n}=\left(x_{2 n+1}^{\prime}+x_{2 n}^{\prime}\right) x_{2 n} \geq 0, \quad n \in \mathbb{N},
$$

which implies $x_{2 n+1}^{\prime}+x_{2 n}^{\prime}=0$ for all $n \in \mathbb{N}$. Note that since the first element of the sequence $\left(x_{n}\right) \in A$ is arbitrary, then $x_{1}^{\prime}=0$.
$A$ similar reasoning holds for $B^{*}$, noticing that $B \subseteq \ell_{+}^{2}$. Next, we prove that $A^{*} \cap\left(-\mathrm{qi} B^{*}\right)=\emptyset$. Suppose that $x^{\prime} \in A^{*} \cap\left(-\mathrm{qi} B^{*}\right)$, then

$$
x_{1}^{\prime}=0, \quad x_{2 n+1}^{\prime}+x_{2 n}^{\prime}=0, \quad x_{2 n-1}^{\prime}+x_{2 n}^{\prime}<0, n \in \mathbb{N} .
$$

It follows that $x_{2 n+1}^{\prime}>x_{2 n-1}^{\prime}$, i.e., $x_{2 n+1}^{\prime}$ is a positive increasing sequence and $x_{2 n}^{\prime}$ is negative decreasing. Therefore $\left(x_{n}^{\prime}\right)^{2} \nrightarrow 0$, and so $x^{\prime} \notin \ell^{2}$, a contradiction.

In spite of the previous example, we report a further result due to Borwein which involves quasi-interior of $B$ provided this set is locally compact.

Proposition 2.8. [3, Proposition 3] Suppose A, B are closed convex cones in $Y$ such that $A \cap B=\{0\}$. Suppose that $B$ is pointed and locally compact (i.e., has a compact neighborhood base in the relative topology on $B)$. Then $A^{*} \cap\left(-q i B^{*}\right) \neq \emptyset$.

We note that the set $B$ defined in Example 2.7 is a closed convex pointed cone but it is not locally compact, so that Proposition 2.8 cannot be applied. Indeed, since $\ell^{2}$ is a Hilbert space and $\operatorname{int}\left(B^{*}\right)=\emptyset$, then the set $B$ cannot have a bounded base (see [23] Theorem 3.8.4 ) as implied by the local compactness of $B$ (see, (2.4) [25]). For completeness, we recall that, in case $Y$ is a normed space, Theorem 3.8.4 [23] states that $B$ has a bounded base iff $B^{*}$ has an interior point with respect to the norm topology for $Y^{*}$ which in the present case can be identified with $Y$.
3. The vector optimization problem and saddle points . In this section we first characterize the optimality conditions for the vector problem (1.1), by introducing suitable subsets of the image space associated with (1.1), namely the space $Y \times Z$ where the objective and the constraints functions run. Separation techniques in the image space allow us to derive saddle point conditions for the generalized Lagrangian function associated with (1.1) and defined by (3.7).

As mentioned in the introduction, problem (1.1) allows us to deal in a unified manner with several optimality concepts. The set of vectors $\bar{x} \in K$ satisfying (1.1) is denoted by $E_{S}=E_{S}(K)$, and each one of its elements is called a (global) $S$-minimizer of $f$ on $K$.
It is obvious that if $0 \notin S$, then (1.1) reduces to

$$
\bar{x} \in K, \quad f(x)-f(\bar{x}) \notin-S, \quad \forall x \in K .
$$

In case $0 \in S$, then

$$
\bar{x} \in E_{S} \Longrightarrow f(x) \neq f(\bar{x}) \forall x \in K, x \neq \bar{x}
$$

In practice, a convex cone $P$ is prescribed, and $S \subseteq Y$ fulfils the following condition

$$
\begin{equation*}
S+P \subseteq S \tag{3.1}
\end{equation*}
$$

and this is equivalent to $S+P=S$. By specializing the set $S$ we recover most of the classic definitions of efficiency for a vector optimization problem. When an ordering convex cone $P$ such that $\bar{P} \neq Y$ is present, several preference relations may be introduced. For instance:

- $S:=Y \backslash-P$ leads to ideal or strong solutions for (1.1), and in such a case, we denote $E_{S}$ simply by $E_{i}$;
- $S:=P \backslash(-P)=P \backslash(P \cap-P)$ gives rise to efficient solutions for (1.1), and in such a case, we denote $E_{S}$ shortly by $E$;
- $S:=P$ yields strictly efficient solutions for (1.1), and in such a case, we denote $E_{S}$ simply by $E_{1}$;
- $S:=$ qri $P$, with $0 \notin$ qri $P$, leads to weakly efficient solutions for (1.1), and in this case $E_{S}$ is denoted by $E_{W}$.
One can check that, for such a convex cone $P$,

$$
\left.E_{i} \subseteq E \subseteq E_{W} \text { (here qri } P \neq \emptyset\right)
$$

We will check later on that all the preceding specializations of $S$ satisfy (3.1). On the other hand, observe that for the first two and the fourth instances $0 \notin S$; whereas for the third one, $0 \in S$. For a more detailed discussion on the possible choices of the set $S$, we refer to [14, 15]. We must point out that we will deal with (Benson) proper efficient solutions even if such a notion cannot be expressed in terms of any $S$.

It is not difficult to show that condition (3.1) implies those cited in the following lemma.
Lemma 3.1. Let $P$ be a (not necessarily convex) cone in $Y$. Let us consider the following assertions:
(a) $S+P=S$;
(b) $\bar{S}=\bar{S}+\bar{P}$;
(c) $S^{*}=(\bar{S}+\bar{P})^{*}$;
(d) $S^{*} \subseteq P^{*}$.

Then,

$$
(a) \Longrightarrow(b) \Longrightarrow(c) \Longleftrightarrow(d)
$$

Proof. $(a) \Rightarrow(b)$ : By assumption, we get

$$
\bar{S} \subseteq \bar{S}+\bar{P} \subseteq \overline{S+P}=\bar{S}
$$

Thus $\bar{S}=\bar{S}+\bar{P}$.
$(b) \Rightarrow(c): \operatorname{By}(b),(\bar{S})^{*}=(\bar{S}+\bar{P})^{*}$, and since $S^{*}=(\bar{S})^{*}$, the result follows.
$(c) \Rightarrow(d): \mathrm{By}(c)$ and $(2.2)$ one obtains

$$
S^{*}=(\bar{S}+\bar{P})^{*}=\bar{S}^{*} \cap \bar{P}^{*}=S^{*} \cap P^{*}
$$

which proves our assertion.
$(d) \Rightarrow(c):(d)$ and (2.2) imply that $S^{*}=S^{*} \cap P^{*}=(S+P)^{*}=(\overline{S+P})^{*}$. Since $S+P \subseteq$ $\bar{S}+\bar{P} \subseteq \overline{S+P}$, then the following inclusions hold:

$$
S^{*}=(S+P)^{*} \supseteq(\bar{S}+\bar{P})^{*} \supseteq(\overline{S+P})^{*}=S^{*}
$$

which completes the proof. $\square$
REMARK 3.2. The opposite implications in Lemma 3.1 do not hold as the following examples show.
Set $P:=\mathbb{R}_{+} \times\{0\}, S:=\left(\right.$ int $\left.\mathbb{R}_{+}^{2}\right) \cup\{(0,0)\}$, then (b) is fulfilled but (a) does not hold. For the other implication, set $P:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}: x_{1}=x_{2}\right\}$ and

$$
S:=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}: x_{1} x_{2}=0, x_{1} \geq 1, x_{2} \geq 1\right\} \cup\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}: x_{1}+x_{2}=1\right\} .
$$

Note that $S+P=\bar{S}+\bar{P}=\overline{\operatorname{co}} S \neq \bar{S}=S$, therefore (b) and (a) do not hold, but (c) is fulfilled, since $S^{*}=(S+P)^{*}=(\bar{S}+\bar{P})^{*}$ and cone $(S+P)=$ cone $S=\mathbb{R}_{+}^{2} \supseteq P$.

Let $\bar{x} \in K, F:=(f, g)$ and consider the sets:

$$
\begin{gathered}
\hat{\mathcal{E}}_{\bar{x}}:=F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0)+(P \times Q) \\
\mathcal{E}_{\bar{x}}:=F(C)-(f(\bar{x}), 0)+(P \times Q)
\end{gathered}
$$

It is easy to check that

$$
\begin{align*}
(F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0)) \cap-(S \times Q)=\emptyset & \Longleftrightarrow \hat{\mathcal{E}}_{\bar{x}} \cap-(S \times Q)=\emptyset \\
& \Longleftrightarrow \hat{\mathcal{E}}_{\bar{x}} \cap-(S \times\{0\})=\emptyset \tag{3.2}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
(F(C)-(f(\bar{x}), 0)) \cap-(S \times Q)=\emptyset & \Longleftrightarrow \mathcal{E}_{\bar{x}} \cap-(S \times Q)=\emptyset \\
& \Longleftrightarrow \mathcal{E}_{\bar{x}} \cap-(S \times\{0\})=\emptyset \tag{3.3}
\end{align*}
$$

Proposition 3.3. Assume that (3.1) holds. Then, $\bar{x} \in E_{S}$ if, and only if

$$
\begin{equation*}
\hat{\mathcal{E}}_{\bar{x}} \cap-(S \times\{0\})=\emptyset \tag{3.4}
\end{equation*}
$$

Furthermore, if $0 \notin S$, then (3.4) is equivalent to

$$
\begin{equation*}
\mathcal{E}_{\bar{x}} \cap-(S \times\{0\})=\emptyset \tag{3.5}
\end{equation*}
$$

Proof. We observe that $\bar{x} \in E_{S}$ iff the following system is impossible:

$$
f(x)-f(\bar{x}) \in-S, \quad g(x) \in-Q, x \in C, x \neq \bar{x}
$$

which can be written as,

$$
\begin{equation*}
(F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0)) \cap-(S \times Q)=\emptyset \tag{3.6}
\end{equation*}
$$

Since $(F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0)) \subseteq \hat{\mathcal{E}}_{\bar{x}}$ then obviously (3.4) implies (3.6). For the reverse implication, assume that (3.4) does not hold, i.e., $0 \in \hat{\mathcal{E}}_{\bar{x}}+(S \times Q)$. Then, since $Q$ is a convex cone and by the assumptions on the set $S$, the following relations hold:

$$
0 \in(F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0))+(P \times Q)+(S \times Q)=(F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0))+(S \times Q)
$$

Therefore, $0 \in F(C \backslash\{\bar{x}\})-(f(\bar{x}), 0))+(S \times Q)$, which contradicts (3.6) and the proof is complete. $\quad$ ■

Let $Y^{*}$ be the topological dual space of $Y$ and denote by $\langle\cdot, \cdot\rangle$ the duality pairing between $Y$ and $Y^{*}$ and similarly for $Z$ and $Z^{*}$. The generalized Lagrangian function $L: Y^{*} \times Z^{*} \times C \rightarrow \mathbb{R}$ associated with (1.1) is defined by

$$
\begin{equation*}
L(\theta, \lambda, x) \doteq\langle\theta, f(x)\rangle+\langle\lambda, g(x)\rangle . \tag{3.7}
\end{equation*}
$$

Given $\theta^{*} \in Y^{*}$, we say that $\left(\lambda^{*}, \bar{x}\right) \in Q^{*} \times C$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$, if,

$$
\begin{equation*}
L\left(\theta^{*}, \lambda, \bar{x}\right) \leq L\left(\theta^{*}, \lambda^{*}, \bar{x}\right) \leq L\left(\theta^{*}, \lambda^{*}, x\right), \quad \forall(\lambda, x) \in Q^{*} \times C . \tag{3.8}
\end{equation*}
$$

Next proposition, which is well known in the context of scalar constrained optimization, provides a useful characterization of the saddle point condition (see e.g. [26], Proposition 5.2).

Proposition 3.4. Let $Z$ be a locally convex t.v.s., and let $\theta^{*} \in Y^{*}$. Then $\left(\lambda^{*}, \bar{x}\right) \in Q^{*} \times C$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$, if, and only if
(a) $L\left(\theta^{*}, \lambda^{*}, \bar{x}\right) \leq L\left(\theta^{*}, \lambda^{*}, x\right), \quad \forall x \in C$;
(b) $g(\bar{x}) \in-Q$;
(c) $\left\langle\lambda^{*}, g(\bar{x})\right\rangle=0$.
3.1. The main results. Next theorem states necessary and/or sufficient conditions for the existence of a saddle point with the requirement that the multiplier $\theta^{*}$ belongs to qi $S^{*}$, and so, a fortiori (Theorem 4.1), conditions for $\bar{x} \in K$ to be in $E_{S}$, which will be established in Section 4.

Notice that

$$
\begin{equation*}
\text { qi } S^{*} \neq \emptyset \Longrightarrow \overline{\text { cone }(\operatorname{co} S) \text { is pointed. }} \tag{3.9}
\end{equation*}
$$

Conversely, by the Krein-Rutman theorem (see, e.g., [24, Theorem 3.38]), if $Y$ is a separable Banach space and $K \subset Y$ is a closed pointed convex cone, then qi $K^{*} \neq \emptyset$.

Theorem 3.5. Assume that $Y$ and $Z$ are locally convex t.v.s., $P \subseteq Y$ is a convex cone, and $S \subseteq Y$ is a nonempty set satisfying $S+P \subseteq S$. Let us consider the following assertions:
(a) There exist $\theta^{*} \in$ qi $S^{*}$ and $\lambda^{*} \in Q^{*}$ such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$;
(b) $\bar{x} \in K, \overline{\operatorname{cone}}(\operatorname{co} S)$ is pointed and

$$
\overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right) \cap-(\overline{\operatorname{cone}}(\operatorname{co} S) \backslash\{0\}) \times\{0\}=\emptyset ;
$$

Then, $(a) \Longrightarrow(b)$. Additionally, $(b) \Longrightarrow(a)$ under any of the following circumstances:
(c) A topology is given on $Y \times Z$ such that $Y \times Z$ is the dual of $(Y \times Z)^{*}$ and moreover, $\theta^{*} \in \operatorname{int} S^{*}$ in (a), provided that $S^{*}$ has nonempty interior;
(d) $\overline{\text { cone }(c o ~} S$ ) is locally compact.
 sition 3.4 (b), $\bar{x} \in K$. The second inequality in (3.8) yields:

$$
\begin{equation*}
\left\langle\theta^{*}, f(x)-f(\bar{x})\right\rangle+\left\langle\lambda^{*}, g(x)-g(\bar{x})\right\rangle \geq 0, \quad \forall x \in C, \tag{3.10}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\left\langle\theta^{*}, f(x)-f(\bar{x})+p\right\rangle+\left\langle\lambda^{*}, g(x)+q\right\rangle \geq 0, \quad \forall x \in C, \forall p \in P, \forall q \in Q \tag{3.11}
\end{equation*}
$$

because of $\theta^{*} \in S^{*} \subseteq P^{*}, \lambda^{*} \in Q^{*}$ and Proposition 3.4 (c). Moreover, observe that (3.11) is equivalent to

$$
\left\langle\theta^{*}, u\right\rangle+\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall(u, v) \in \overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right) .
$$

Since $\theta^{*} \in$ qi $S^{*}$, Proposition 2.3 implies

$$
\left\langle\theta^{*}, u\right\rangle>0, \quad \forall u \in S^{* *} \backslash\{0\}
$$

and, therefore,

$$
\left\langle\theta^{*}, u\right\rangle+\left\langle\lambda^{*}, v\right\rangle<0, \quad \forall(u, v) \in-(\overline{\operatorname{cone}}(\operatorname{co} S) \backslash\{0\}) \times\{0\},
$$

so that (b) follows.
$(b) \Rightarrow(a)$ under $(c)$ : We preliminarly notice that, by Lemma 3.21 (d) in [24] and taking into account Proposition 2.3, then (c) yields int $S^{*}=$ qi $S^{*}$.
As (b) holds, then

$$
\overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right) \cap-(\overline{\operatorname{cone}}(\operatorname{co} S) \times\{0\})=\{(0,0)\}
$$

Applying Theorem 2.6 with $A \doteq \operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)$ and $B \doteq-\overline{\operatorname{cone}}(\operatorname{co} S) \times\{0\}$, it follows that there exists $\left(\theta^{*}, \lambda^{*}\right) \in \operatorname{int}(\overline{\text { cone }}(\operatorname{co} S) \times\{0\})^{*}=\operatorname{int}\left[(\overline{\operatorname{cone}}(\operatorname{co} S))^{*} \times Z^{*}\right]=\operatorname{int}\left(S^{*} \times Z^{*}\right)=\left(\operatorname{int} S^{*}\right) \times Z^{*}$, such that

$$
\begin{equation*}
\left\langle\theta^{*}, u\right\rangle+\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall(u, v) \in \operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right), \tag{3.12}
\end{equation*}
$$

As shown in the previous implication, (3.12) is equivalent to (3.11). Computing (3.11) for $x=\bar{x}$ and $p=0$ we get

$$
\left\langle\lambda^{*}, g(\bar{x})\right\rangle+\left\langle\lambda^{*}, q\right\rangle \geq 0, \quad \forall q \in Q
$$

which implies $\lambda^{*} \in Q^{*}$ and consequently, since $g(\bar{x}) \in-Q$, it follows that $\left\langle\lambda^{*}, g(\bar{x})\right\rangle=0$. Finally, (3.11) computed for $p=0$ and $q=0$ leads to (3.10) and applying Proposition 3.4 we complete the proof.
$(b) \Rightarrow(a)$ under $(d)$ : It is similar to the previous one. Thus,

$$
\overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right) \cap-(\overline{\operatorname{cone}}(\operatorname{co} S) \times\{0\})=\{(0,0)\}
$$

We now apply Proposition 2.8 with $A \doteq \overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)$ and $B \doteq-\overline{\operatorname{cone}}(\operatorname{co} S) \times\{0\}$. By recalling that $\operatorname{qri}(A \times B)=\operatorname{qri}(A) \times \operatorname{qri}(B)($ see $[5])$, it follows that there exists $\left(\theta^{*}, \lambda^{*}\right) \in \mathrm{qi}(\bar{P} \times\{0\})^{*}=$ $\mathrm{qi}\left(P^{*} \times Z^{*}\right)=\left(\right.$ qi $\left.^{*}\right) \times Z^{*}$, such that (3.12) holds. The rest of the proof is the same as above. $\square$

When $Y=\mathbb{R}, S=\mathbb{R}_{+} \backslash\{0\}$, then the equivalence between (a) and (b) stated by Theorem 3.5 collapses to Theorem 3.2 of [16] under the further assumption that the given constrained extremum problem admits an optimal solution.

We consider the particular case of Theorem 3.5 where $g=0, Q=0$. Hence $K=C \subseteq X$ and we set $\mathcal{E}_{0 \bar{x}}:=f(C)-f(\bar{x})+P$.
Then, assuming int $S^{*} \neq \emptyset$ in some topology such that $Y$ is the dual of $Y^{*}$, Theorem 3.5 reads as follows:

Theorem 3.6. Assume that $S \subseteq Y$ is a nonempty set and int $S^{*} \neq \emptyset$ in some topology such that $Y$ is the dual of $Y^{*}, S+P \subseteq S$ with $P$ being a convex cone.

The following assertions are equivalent:
(a) $\bar{x} \in \bigcup_{\theta^{*} \in \operatorname{int} S^{*}}^{\operatorname{argmin}}\left\langle\theta^{*}, f(\cdot)\right\rangle$;
(b) $\bar{x} \in C$, $\overline{\text { cone }}(\operatorname{co} S)$ is pointed and $\overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{0 \bar{x}}\right) \cap-(\overline{\operatorname{cone}}(\operatorname{co} S))=\{0\}$.

We can still go further. Let us consider $S=P$ with $P$ being a closed convex cone. Then, the equality in (b) of Theorem 3.6 becomes

$$
\overline{\text { cone }(\operatorname{co~} f(C)-f(\bar{x})+P) \cap-P=\{0\}, ~}
$$

which, by deleting the convex hull, is exactly the definition for $\bar{x}$ to be a (Benson) properly efficient solution to problem (1.1) without explicit constraints.
We recall that $\bar{x} \in C$ is a (Benson) properly efficient point of $f$ on $C$ ([1]), in short $\bar{x} \in E_{p r}$, if

$$
\begin{equation*}
\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P) \cap(-P)=\{0\} . \tag{3.13}
\end{equation*}
$$

One can easily check that if $E_{p r}$ is nonempty, then $P$ is pointed.
Motivated by the previous remark, we can introduce a notion of (generalized) proper efficiency for a vector problem with explicit constraints. This notion arises from the equality in (b) of Theorem 3.5 after deleting the convex hull, namely:

Definition 3.7. We say $\bar{x} \in K$ is a proper efficient solution to problem (1.1), if $\overline{\operatorname{cone}}(\operatorname{co} S)$ is pointed and

$$
\overline{\operatorname{cone}}\left(\mathcal{E}_{\bar{x}}\right) \cap-(\overline{\operatorname{cone}}(\operatorname{co} S) \backslash\{0\}) \times\{0\}=\emptyset .
$$

A stronger notion of proper efficiency may be given if we substitute $\mathcal{E}_{\bar{x}}$ by co $\mathcal{E}_{\bar{x}}$.
We come back to discuss proper efficiency later on.
3.2. Characterizing saddle points via generalized interiority notions. We start by establishing a general necessary and sufficient condition for the existence of a saddle point for $L(\theta, \cdot, \cdot)$ on $Q^{*} \times C$ via quasi interior notions.

Theorem 3.8. Assume that $Y$ and $Z$ are locally convex t.v.s., $P \subseteq Y$ be a convex cone, $S \subseteq Y$ is a nonempty set satisfying $S+P \subseteq S$, and $\overline{\operatorname{cone}(c o ~} S)=\bar{P}$. The following assertions are equivalent:
(a) There exist $\theta^{*} \in S^{*}$ and $\lambda^{*} \in Q^{*},\left(\theta^{*}, \lambda^{*}\right) \neq(0,0)$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$;
(b) $\bar{x} \in K$ and $(0,0) \notin \mathrm{qi}\left[\operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)\right]$;
(c) $\bar{x} \in K$ and $(0,0) \notin \operatorname{qi}\left[\operatorname{co}\left(\mathcal{E}_{\bar{x}}\right)\right]$.

Proof. We preliminarly note that if $\bar{x} \in K$, then $(0,0) \in \mathcal{E}_{\bar{x}}$. Moreover, by (b) of Lemma 2.1, it follows that $(b)$ and $(c)$ are equivalent. Assume that $(a)$ is fulfilled. By Proposition 3.4 (b) , it follows that $\bar{x} \in K$. As in the proof of Theorem 3.5 the saddle point condition leads to the inequality:

$$
\begin{equation*}
-\left\langle\theta^{*}, u\right\rangle-\left\langle\lambda^{*}, v\right\rangle \leq 0, \forall(u, v) \in \operatorname{co} \mathcal{E}_{\bar{x}} \tag{3.14}
\end{equation*}
$$

i.e., $(0,0) \neq\left(-\theta^{*},-\lambda^{*}\right) \in N_{\text {co }} \mathcal{E}_{\bar{x}}(0,0)$ and, since $(0,0) \in\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)$, then $(c)$ holds.

Conversely, if $(c)$ is fulfilled, then there exists $(0,0) \neq\left(-\theta^{*},-\lambda^{*}\right) \in N_{\text {co }} \mathcal{E}_{\bar{x}}(0,0)$ and (3.14) holds. As in Theorem 3.5 (3.14) is equivalent to (3.11), i.e.,

$$
\left\langle\theta^{*}, f(x)-f(\bar{x})+p\right\rangle+\left\langle\lambda^{*}, g(x)+q\right\rangle \geq 0, \quad \forall x \in C, \forall p \in P, \forall q \in Q
$$

which implies that $\theta \in P^{*}=S^{*}$ and $\lambda^{*} \in Q^{*}$. Note that the assumption $\overline{\operatorname{cone}}(\cos S)=\bar{P}$, implies that (is equivalent to) $P^{*}=S^{*}$.
Setting $x \doteq \bar{x}, p=0$ in (3.11), with the same arguments used in Theorem 3.5, we can prove that $\lambda^{*} \in Q^{*}$ and $\left\langle\lambda^{*}, g(\bar{x})\right\rangle=0$, which yields (3.10). Now, all the assumptions (a)-(c) of Proposition 3.4 are fulfilled and $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$.

In the final part of this section, we will show that the multiplier $\theta^{*}$, associated with the objective function in (3.7), does not vanish under the following Slater-type constraints qualifications introduced in [16]:

$$
\begin{align*}
& 0 \in \operatorname{qri}(\operatorname{co}(g(C)+Q))  \tag{3.15}\\
& 0 \in \operatorname{qi}(\operatorname{co}(g(C)+Q)) \tag{3.16}
\end{align*}
$$

Obviously (3.16) implies (3.15).
As it will be recalled in the next section, it is known that the existence of a saddle point for the Lagrangian function, under the assumption that the multiplier $\theta^{*} \in P^{*} \backslash\{0\}$, is a sufficient optimality condition for a weak efficient solution of (1.1).

Theorem 3.9. Assume that $Y$ and $Z$ are locally convex t.v.s., $P \subseteq Y$ be a convex cone,
 the following assertions are equivalent:
(a) There exist $\theta^{*} \in S^{*} \backslash\{0\}, \tilde{x} \in C, \tilde{p} \in P, \tilde{q} \in Q$ and $\lambda^{*} \in Q^{*}$ such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$ and, moreover,

$$
\left\langle\theta^{*}, f(\tilde{x})-f(\bar{x})+\tilde{p}\right\rangle+\left\langle\lambda^{*}, g(\tilde{x})+\tilde{q}\right\rangle>0
$$

(b) $\bar{x} \in K$ and $(0,0) \notin \operatorname{qri}\left[\operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)\right]$;
(c) $\bar{x} \in K$ and $(0,0) \notin \operatorname{qri}\left[\operatorname{co} \mathcal{E}_{\bar{x}}\right]$.

Proof. By (a) of Lemma 2.1, it follows that (b) and (c) are equivalent, taking into account that $\bar{x} \in K$ implies that $(0,0) \in \mathcal{E}_{\bar{x}}$. Assume that $(a)$ is fulfilled. By Proposition 3.4 (b) it follows that $\bar{x} \in K$. As already observed, the saddle point condition implies that $\bar{x} \in K$ and the inequalities (3.11) and

$$
\begin{equation*}
-\left\langle\theta^{*}, u\right\rangle-\left\langle\lambda^{*}, v\right\rangle \leq 0, \forall(u, v) \in \mathcal{E}_{\bar{x}} \tag{3.17}
\end{equation*}
$$

By assumption, we have that strict inequality holds in (3.17) for $u=f(\tilde{x})-f(\bar{x})+\tilde{p}, v=g(\tilde{x})+\tilde{q}$, and by Theorem 2.5 , where we set $M \doteq \mathcal{E}_{\bar{x}}$, we obtain that (b) is fulfilled.

Conversely, assume that (b) holds. Theorem 2.5 yields that there exists $\left(\theta^{*}, \lambda^{*}\right) \in(Y \times Z)^{*}$ such that

$$
-\left\langle\theta^{*}, u\right\rangle-\left\langle\lambda^{*}, v\right\rangle \leq 0, \forall(u, v) \in \mathcal{E}_{\bar{x}}
$$

with strict inequality for some $(\tilde{u}, \tilde{v}) \in \mathcal{E}_{\bar{x}}$, i.e,

$$
\begin{equation*}
\left\langle\theta^{*}, f(x)-f(\bar{x})+p\right\rangle+\left\langle\lambda^{*}, g(x)+q\right\rangle \geq 0, \quad \forall p \in P, \forall x \in C, \forall q \in Q \tag{3.18}
\end{equation*}
$$

with strict inequality for some $\tilde{x} \in C, \tilde{p} \in P, \tilde{q} \in Q$.
Arguing as in the proof of Theorem 3.5 we can show that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$ : we have only to show that $\theta^{*} \neq 0$ in (3.18).

By contradiction, suppose that $\theta^{*}=0$ in (3.18); then $\lambda^{*} \neq 0$ and (3.18) becomes:

$$
\left\langle\lambda^{*}, g(x)+q\right\rangle \geq 0, \forall x \in C, \forall q \in Q
$$

or, equivalently, $\quad\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall v \in g(C)+Q$,

$$
\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall v \in \operatorname{co}(g(C)+Q)
$$

i.e. $-\lambda^{*} \in N_{\operatorname{co}(g(C)+Q)}(0)$ (note that, since $\bar{x} \in K$, then $0 \in \operatorname{co}(g(C)+Q)$ ). Assumption (3.15) is equivalent to say that $N_{\operatorname{co}(g(C)+Q)}(0)$ is a linear subspace in $Z$, which implies that $\lambda^{*} \in N_{\mathrm{co}(g(C)+Q)}(0)$. This contradicts the strict inequality

$$
\left\langle\lambda^{*}, \bar{v}\right\rangle>0, \quad \bar{v} \doteq g(\tilde{x})+\tilde{q}
$$

and the proof is complete.
Theorem 3.10. Assume that $Y$ and $Z$ are locally convex t.v.s., $P \subseteq Y$ be a convex cone, $S \subseteq Y$ is a nonempty set satisfying $S+P \subseteq S$, $\overline{\operatorname{cone}(c o ~} S)=\bar{P}$ and assume that (3.16) is fulfilled. Then, the following assertions are equivalent:
(a) There exist $\theta^{*} \in S^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$ such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*} ; \lambda, x\right)$ on $Q^{*} \times C$;
(b) $\bar{x} \in K$ and $(0,0) \notin \mathrm{qi}\left[\operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)\right]$;
(c) $\bar{x} \in K$ and $(0,0) \notin \operatorname{qi}\left[\operatorname{co}\left(\mathcal{E}_{\bar{x}}\right)\right]$.

Proof. By (b) of Lemma 2.1, it follows that (b) and (c) are equivalent, noticing that since $\bar{x} \in K$, then $(0,0) \in \mathcal{E}_{\bar{x}}$. Assume that $(a)$ is fulfilled. Since (3.16) implies (3.15), by Theorem 3.9 it follows that $(0,0) \notin \operatorname{qri}\left[\operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)\right]$ and $\bar{x} \in K$, which implies (b).

Conversely, assume that (b) holds. Theorem 3.8 guarantees that there exist $\theta^{*} \in S^{*}$ and $\lambda^{*} \in Q^{*},\left(\theta^{*}, \lambda^{*}\right) \neq(0,0)$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$. We have only to show that $\theta^{*} \neq 0$. As observed in the proof of Theorem 3.5 , the saddle point condition leads to the inequality (3.11). By contradiction, suppose that $\theta^{*}=0$ in (3.11). Then $\lambda^{*} \neq 0$ and (3.11) becomes:

$$
\left\langle\lambda^{*}, g(x)+q\right\rangle \geq 0, \forall x \in C, \forall q \in Q,
$$

i.e.,

$$
\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall v \in g(C)+Q
$$

or, equivalently,

$$
\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall v \in \overline{\operatorname{cone}}(\operatorname{co}(g(C)+Q))
$$

By assumption (3.16), $\overline{\operatorname{cone}}(\operatorname{co}(g(C)+Q))=Z$, which contradicts the previous inequality and the proof is complete.

Theorems 3.9 and 3.10 extend to the vector case Theorems 3.11 and 3.10 of [16], respectively.
4. Necessary or sufficient optimality conditions for efficiency in terms of saddle
points. It is well known that saddle point conditions are a source of sufficient optimality conditions for (1.1), provided that the multiplier $\theta^{*}$ associated with the objective function fulfils suitable properties. In this direction, such conditions for vector problems involving cones having nonempty topological interior were given in [2, 29].
Next result encompasses both notions of efficiency and weak efficiency, where the latter is defined in terms of quasi-interior. Throughout this section we will assume that $P$ is a convex cone.

Theorem 4.1. Assume that (3.1) is fulfilled. If any of the following conditions hold:
(a) $S \subseteq$ qi $P \neq \emptyset$ and there exist $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$ such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$;
(b) $\overline{\mathrm{cone}}(\operatorname{co} S)=\bar{P}, 0 \notin S$ and there exist $\theta^{*} \in$ qi $P^{*}$ and $\lambda^{*} \in Q^{*}$ such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$;
then $\bar{x} \in E_{S}$.
Proof. Assume that (a) holds. We preliminarly note that $0 \notin S$, otherwise we would have $0 \in$ qi $P$, i.e., $\bar{P}=Y$ and therefore $P^{*}=\{0\}$, which contradicts the assumptions.
Proposition 3.3 yields that $\bar{x} \in E_{S}$ if and only if (3.4) is fulfilled. As in the proof of Theorem 3.5 , if $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$, then

$$
\begin{equation*}
\left\langle\theta^{*}, u\right\rangle+\left\langle\lambda^{*}, v\right\rangle \geq 0, \quad \forall(u, v) \in \mathcal{E}_{\bar{x}} \tag{4.1}
\end{equation*}
$$

Since $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$, then (2.4) yields:

$$
\left\langle\theta^{*}, u\right\rangle+\left\langle\lambda^{*}, v\right\rangle<0, \quad \forall(u, v) \in-(\text { qi } P) \times Q \supseteq-(S \times\{0\}),
$$

which proves (3.4).

Assume that (b) holds. By Theorem 3.5, noticing that $\overline{\text { cone }(c o ~} S)=\bar{P}$ implies that $S^{*}=$ $P^{*}$,

$$
\overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right) \cap-(\overline{\operatorname{cone}}(\operatorname{co} S) \backslash\{0\}) \times\{0\}=\emptyset
$$

which implies

$$
\mathcal{E}_{\bar{x}} \cap-(S \backslash\{0\}) \times\{0\}=\emptyset
$$

Since $0 \notin S$, the latter asserts that $\bar{x} \in E_{S}$ in view of Proposition 3.3.

Remark 4.2. Set $l(P):=P \cap(-P)$. The particular cases $S=$ qi $P$ and $S=P \backslash l(P)=$ $P \backslash-P$, with $P$ being a convex cone, satisfy

$$
S+P \subseteq S ; \bar{S}=\bar{P}
$$

In fact, for the first case both properties are well-known. For the second case, we proceed as follows. Since $S+P \subseteq P$, we only need to show that $(S+P) \cap l(P)=\emptyset$. Suppose that $s+p=\ell$, for some $s \in S, p \in P, \ell \in l(P)$. Then $s=\ell-p$, i.e., $s \in S \cap(l(P)-P) \subseteq S \cap(-P)$, reaching a contradiction.
We now prove the equality. It is enough to prove that $\bar{P} \subseteq \bar{S}$, the reverse inclusion being obvious. By the previous remark, $S+P=S$, and by Lemma 3.1, $\bar{S}+\bar{P}=\bar{S}$. Noticing that $S \cup\{0\}$ is a cone then $0 \in \bar{S}$ and by the previous equality

$$
\bar{P} \subseteq \bar{S}+\bar{P}=\bar{S}
$$

which proves our assertion.
Next theorem singles out the two particular situations just mentioned.
Theorem 4.3. Let us consider problem (1.1) with $P$ being a convex cone in $Y$ satisfying $\bar{P} \neq Y$.
(a) Let $S=$ qi $P \neq \emptyset$. If there exist $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$, then $\bar{x} \in E_{W}$.
(b) Let $S=P \backslash l(P)$ assumed to be nonempty. If there exist $\theta^{*} \in$ qi $P^{*}$ and $\lambda^{*} \in Q^{*}$ such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$, then $\bar{x} \in E$.
Proof. (a) It follows from Theorem 4.1 (a) where we set $S \doteq$ qi $P$.
(b) It follows from Theorem 4.1 (b) where we set $S \doteq P \backslash l(P)$. प

We have shown in the proof of Theorem 3.10 that the existence of a saddle point under the assumption (3.16) ensures that $\theta^{*} \in P^{*} \backslash\{0\}$ (note that the assumption $\overline{\text { cone }}($ co $S)=\bar{P}$ in Theorem 3.10 implies $S^{*}=P^{*}$ ).

We now apply the results of the previous section by employing the convexity of the set $\overline{\text { cone }} \mathcal{E}_{\bar{x}}$, in order to avoid the presence of the convex hull in the required assumptions.

Theorem 4.4. Let $\bar{x} \in K, S=$ qri $P \neq \emptyset$, and let (3.15) be fulfilled. Moreover, assume that the following conditions hold:
(a) $\overline{\text { cone }} \mathcal{E}_{\bar{x}}$ is a convex set;
(b) $(0,0) \notin$ qri cone $\mathcal{E}_{\bar{x}}$;

Then there exist $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$.

Proof. We preliminarly note that, since $\bar{x} \in K$, then $0 \in g(C)+Q$ and $(0,0) \in \mathcal{E}_{\bar{x}}$. By assumption $(a)$, it is easy to show that

$$
\overline{\operatorname{cone}}\left(\text { co } \mathcal{E}_{\bar{x}}\right)=\overline{\operatorname{cone}} \mathcal{E}_{\bar{x}}
$$

and, by assumption (b), $\overline{\operatorname{cone}}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)$ is not a linear subspace, or, equivalently, $(0,0) \notin$ qri[cone(co $\left.\left.\mathcal{E}_{\bar{x}}\right)\right]$.

By Theorem 3.9, we complete the proof. $\square$
Theorem 4.5. Let $\bar{x} \in K$, $S=$ qi $P \neq \emptyset$, and let (3.16) be fulfilled. Moreover, assume that the following conditions hold:
(a) $\overline{\text { cone }} \mathcal{E}_{\bar{x}}$ is a convex set;
(b) $(0,0) \notin$ qi $\overline{\text { cone }} \mathcal{E}_{\bar{x}}$;

Then there exist $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$ and, consequently, $\bar{x} \in E_{W}$.

Proof. We recall that, since $\bar{x} \in K$, then $0 \in g(C)+Q$ and $(0,0) \in \mathcal{E}_{\bar{x}}$. By assumptions (a) and (b), it follows that

$$
\overline{\operatorname{cone}}\left(\text { co } \mathcal{E}_{\bar{x}}\right)=\overline{\text { cone }} \mathcal{E}_{\bar{x}} \neq Y \times Z,
$$

or, equivalently, $0 \notin \mathrm{qi}\left[\operatorname{cone}\left(\operatorname{co} \mathcal{E}_{\bar{x}}\right)\right]$.
By Theorem 3.10, we obtain the first part of the thesis, while Theorem 4.3 guarantees that $\bar{x} \in E_{W}$. $\quad$.

The convexity of the set $\overline{\text { cone }} \mathcal{E}_{\bar{x}}$, required by the previous theorems, can be guaranteed by employing generalized convexity assumptions on the involved functions.

Definition 4.6. (see [34, 35]) Let $X$ and $Y$ be real topological linear spaces, $C \subseteq X$, $A \subseteq Y$ a convex cone, and $f: X \rightarrow Y$ a mapping.
(i) $f$ is said to be A-preconvexlike on $C$, if, for any $x_{1}, x_{2} \in C$ and $\left.\alpha \in\right] 0,1[$, there exists $x_{3} \in C$ and $\rho>0$, such that:

$$
\alpha f\left(x_{1}\right)+(1-\alpha) f\left(x_{2}\right)-\rho f\left(x_{3}\right) \in A
$$

by [34], this is equivalent to cone ${ }_{+} f(C)+A$ convex.
(ii) $f$ is said to be generalized $A$-subconvexlike on $C$ if cone $f(C)+$ qri $A$ is convex, provided that qri $A \neq \emptyset$.
Generalized set-valued $A$-subconvexlike maps were considered in [35] in order to obtain Lagrangian type optimality conditions for a set-valued optimization problem.

REMARK 4.7. The previous convexity assumptions are among the weakest existing in the literature. Indeed, it is possible to show that if $f$ is $A$-convexlike on $C$ then it is also $A$ preconvexlike on $C$ provided that $0 \in f(C)+A$, where we recall that $f$ is said to be $A$-convexlike on $C$, if, for any $x_{1}, x_{2} \in C$ and any $\left.\alpha \in\right] 0,1\left[\right.$, there exists $x_{3} \in C$, such that:

$$
\alpha f\left(x_{1}\right)+(1-\alpha) f\left(x_{2}\right)-f\left(x_{3}\right) \in A
$$

Actually, it is known that $f$ is $A$-convexlike on $C$, if, and only if the set $f(C)+A$ is convex [30], so that the implication follows from the characterization reported in Definition 4.6 (i). Similarly, if qri $A \neq \emptyset$, it can be shown that if $f$ is $A$-preconvexlike on $C$, then it is generalized $A$-subconvexlike on $C$.

Given $\bar{x} \in C$, let $G_{\bar{x}}(x): X \rightarrow Y \times Z$ be the function defined by

$$
G_{\bar{x}}(x):=(f(x)-f(\bar{x}), g(x)) .
$$

Corollary 4.8. Let $\bar{x} \in K, S=q i P \neq \emptyset$, and let (3.15) and assumption (b) of Theorem 4.4 be fulfilled. Moreover, suppose that any of the following conditions hold:
$\left(a^{\prime}\right) G_{\bar{x}}$ is generalized $(P \times Q)$-subconvexlike on $C$, provided that qri $Q \neq \emptyset$;
$\left(a^{\prime \prime}\right) G_{\bar{x}}$ is $(P \times Q)$-preconvexlike on $C$.
Then, there exist $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$ and $\bar{x} \in E_{W}$.

Proof. It is enough to prove that $\left(a^{\prime}\right)$ or ( $a^{\prime \prime}$ ) imply assumption ( $a$ ) of Theorem 4.4. Suppose that $\left(a^{\prime}\right)$ holds. Note that

$$
\overline{\operatorname{cone}\left(G_{\bar{x}}(C)\right)+(P \times Q)}=\overline{\operatorname{cone}} \mathcal{E}_{\bar{x}} \text { and } \operatorname{qri}(P \times Q) \neq \emptyset
$$

Since $\overline{M+N}=\overline{M+\bar{N}}=\overline{M+\overline{\text { qri } N}}$ for all convex set $N$ such that qri $N \neq \emptyset$, we get

$$
\begin{equation*}
\overline{\operatorname{cone}\left(G_{\bar{x}}(C)\right)+\operatorname{qri}(P \times Q)}=\overline{\operatorname{cone}} \mathcal{E}_{\bar{x}} \tag{4.2}
\end{equation*}
$$

Taking into account (4.2), ( $a^{\prime}$ ) implies the convexity of cone $\mathcal{E}_{\bar{x}}$.
Suppose that ( $a^{\prime \prime}$ ) holds. By Definition 4.6 (i) where we set $f:=G_{\bar{x}}$ and $A:=P \times Q$ it follows that cone $_{+} \mathcal{E}_{\bar{x}}$ is a convex set. This implies that cone $\mathcal{E}_{\bar{x}}$ is a convex set so that $\overline{\text { cone }} \mathcal{E}_{\bar{x}}$ is convex.

In the next result, (see also [29]), we assume that the topological interiors of the cones $P$ and $Q$ are nonempty. In such a case the (weak) optimality of $\bar{x}$ guarantees that assumption (b) of Theorem 4.5 is fulfilled.

Corollary 4.9. Let $\bar{x} \in C$ and assume that the following conditions hold:
(a) $S=\operatorname{int} P \neq \emptyset$ and int $Q \neq \emptyset$;
(b) $0 \in \operatorname{cog} g(C)+\operatorname{int} Q$.

If additionally $G_{\bar{x}}$ is generalized $(P \times Q)$-subconvexlike on $C$, then

$$
\bar{x} \in E_{W} \Longleftrightarrow\left\{\begin{array}{c}
\exists\left(\theta^{*}, \lambda^{*}\right) \in\left(P^{*} \backslash\{0\}\right) \times Q^{*}: \bar{x} \in \underset{C}{\operatorname{argmin}} L\left(\theta^{*}, \lambda^{*}, \cdot\right) \\
\left\langle\lambda^{*}, g(\bar{x})\right\rangle=0, g(\bar{x}) \in-Q .
\end{array}\right.
$$

Proof. (If): It follows from Theorem 4.3.
(Only if): It is enough to show that the assumptions of Theorem 4.5 are fulfilled. We preliminarly note that, by assumption $(a)$, (3.16) is equivalent to assumption (b) and, as in the proof of Corollary 4.8, ( $a^{\prime}$ ) implies that $(a)$ of Theorem 4.5 holds.

By Proposition 3.3, $\bar{x} \in E_{W}$ iff (3.4) holds with $S:=$ qri $P=\operatorname{int} P \neq \emptyset$, or, equivalently,

$$
\begin{equation*}
\text { cone } \mathcal{E}_{\bar{x}} \cap-[(\text { int } P) \times Q]=\emptyset \tag{4.3}
\end{equation*}
$$

Since int $Q \neq \emptyset$, then $\operatorname{int}[(\operatorname{int} P) \times Q]=\operatorname{int}(P \times Q) \neq \emptyset$, which implies, together with (4.3) that $\overline{\text { cone }} \mathcal{E}_{\bar{x}} \neq Y \times Z$, i.e., (b) of Theorem 4.5 is fulfilled, which completes the proof.
■
When the image space associated with (1.1) is finite dimensional (i.e., when $Y$ and $Z$ are finite dimensional), the weak optimality of $\bar{x}$ implies assumption (b) of Theorem 4.4 even if $P$ has empty interior.

Corollary 4.10. Let $\bar{x} \in E_{W}$, let $P$ be a closed convex cone with $0 \notin$ qri $P$, and assume that the following conditions hold:
$\left(a^{\prime \prime}\right) G_{\bar{x}}$ is $(P \times Q)$-preconvexlike on $C$;
( $b^{\prime \prime}$ ) $Y$ and $Z$ are finite dimensional spaces;
$\left(c^{\prime \prime}\right) 0 \in \operatorname{ri}[\operatorname{cone}(g(C)+Q)]$.
Then, there exist $\theta^{*} \in P^{*} \backslash\{0\}$ and $\lambda^{*} \in Q^{*}$, such that $\left(\lambda^{*}, \bar{x}\right)$ is a saddle point for $L\left(\theta^{*}, \lambda, x\right)$ on $Q^{*} \times C$.

Proof. It is enough to prove that the assumptions of Theorem 4.4 are fulfilled.
We preliminarly recall that, for a nonempty convex subset $M$ of a finite dimensional t.v.s., qri $M=$ ri $M=$ ri $\bar{M}$ (see, e.g., $[5,31]$ ). Noticing that, by $\left(a^{\prime \prime}\right)$, cone $(g(C)+Q)$ is a convex set, by Lemma 2.1 (a) it follows that $\left(c^{\prime \prime}\right)$ is equivalent to $0 \in \operatorname{ri}[\operatorname{co}(g(C)+Q)]$ i.e., to (3.15).

As shown in the proofs of Corollaries 4.8 and 4.9, cone $\mathcal{E}_{\bar{x}}$ is a convex set and condition (a) of Theorem 4.4 is fulfilled. Moreover, since $\bar{x} \in E_{W}$, then, by Proposition 3.3 with $S=$ qri $P=$ ri $P$,

$$
\operatorname{cone} \mathcal{E}_{\bar{x}} \cap-[(\text { ri } P) \times\{0\}]=\emptyset
$$

This yields,

$$
\begin{aligned}
& (0,0) \notin\left[\operatorname{ri}\left(\operatorname{cone} \mathcal{E}_{\bar{x}}\right)+(\operatorname{ri}(P) \times\{0\})\right]=\operatorname{ri}\left(\operatorname{cone} \mathcal{E}_{\bar{x}}\right)+\operatorname{ri}(P \times\{0\}) \\
= & \operatorname{ri}\left(\operatorname{cone} \mathcal{E}_{\bar{x}}+(P \times\{0\})\right)=\operatorname{ri} \operatorname{cone}\left(\mathcal{E}_{\bar{x}}+(P \times\{0\})\right)=\operatorname{ri}\left(\operatorname{cone} \mathcal{E}_{\bar{x}}\right) .
\end{aligned}
$$

Therefore condition (b) of Theorem 4.4 is fulfilled, which completes the proof.
5. Applications to bicriteria problems: proper efficiency, efficiency and weak efficiency. In this section, we deal with (Benson) proper efficient, efficient and weak efficient solutions to a general bicriteria optimization problem with geometric constraints. In the first subsection we consider geometric characterizations in the image space of the possibility of obtaining proper and weak efficiency by means of a linear scalarization, while in the second subsection the same characterizations are expressed in the given space by means of level sets of the objective functions. The presented results supplement those established in Sections 2.5.1 and 2.5.2 in [13].
We point out that the underlying (not necessarily closed) convex cone $P$ has possibly empty interior.

Next proposition, taken from [13] after a careful reading of its proof (where the assumption $A \cap(-$ ri $P)=\emptyset$ was forgotten $)$, will play an important role in subsequent sections.

Proposition 5.1. [13, Theorem 2.4] Let $P \subseteq \mathbb{R}^{2}$ be a nontrivial convex cone, $\emptyset \neq A \subseteq \mathbb{R}^{2}$ such that $A \cap(-$ ri $P)=\emptyset$ and

$$
\begin{equation*}
\operatorname{int}(\overline{\operatorname{cone}}(A+P)) \neq \emptyset \tag{5.1}
\end{equation*}
$$

The following assertions are equivalent:
(a) $0 \notin \operatorname{int}(\overline{\operatorname{cone}}(A+P))$ and $\overline{\operatorname{cone}}(A+P)$ is convex;
(b) $\exists p^{*} \in P^{*} \backslash\{0\}$ such that $\left\langle p^{*}, a\right\rangle \geq 0 \quad \forall a \in A$.

In case $0 \in A$, they are also equivalent to
(c) cone $(A+P)$ is convex.

Notice that when int $P \neq \emptyset$ condition (5.1) is superfluous.
Proof. $(a) \Rightarrow(b)$ : It is a consequence of a simple result of separation of convex sets.
$(b) \Rightarrow(a) ;(b) \Rightarrow(c)$ : Let $L \doteq\left\{x \in \mathbb{R}^{2}:\left\langle p^{*}, x\right\rangle \geq 0\right\}$, then $\overline{\text { cone }}(A+P) \subseteq L$, implying the first part of $(a)$. We now observe that

$$
x \in A, 0 \neq p \in \text { ri } P, A \cap(- \text { ri } P)=\emptyset \Longrightarrow\left\{\begin{array}{l}
\text { either } x=t p, t \geq 0, \text { or }  \tag{5.2}\\
\{x, p\} \text { is linearly independent. }
\end{array}\right.
$$

Choose $p \in$ ri $P \backslash\{0\}$ and let $y, z \in A, y \neq z$; then

$$
\text { cone }\{y\}+\operatorname{cone}\{p\}=\{\lambda y+\mu p: \lambda, \mu \geq 0\}
$$

is a closed convex cone containing $y$ and $p$ and contained in $\overline{\operatorname{cone}}(A+P)$. The same is true for cone $\{z\}+\operatorname{cone}\{p\}$. Since for $x=y$ or $x=z,\{p, x\}$ is linearly independent, or $p=t x$, with $t>0$, because of (5.2), then the two cones are pointed and have the halfline $\{t p, t \geq 0\}$ in common and are contained in $\overline{\operatorname{cone}}(A+P) \subseteq L$. Hence the set

$$
B \doteq(\operatorname{cone}\{y\}+\operatorname{cone}\{p\}) \cup(\operatorname{cone}\{z\}+\operatorname{cone}\{p\})
$$

is a convex cone. Since $y, z \in B$, then $[y, z] \subseteq B \subseteq \operatorname{cone}(A+P)$. Thus co $(A) \subseteq \operatorname{cone}(A+P)$. Then,

$$
\operatorname{co}(A+P)=\operatorname{co}(A)+P \subseteq \overline{\operatorname{cone}}(A+P)+P \subseteq \overline{\operatorname{cone}(A+P)+P} \subseteq \overline{\operatorname{cone}}(A+P)
$$

yielding $\overline{\text { cone }}(\operatorname{co}(A+P)) \subseteq \overline{\text { cone }}(A+P)$. The reverse inclusion is obvious, and therefore $\overline{\text { cone }}(A+$ $P)$ is convex.
In case $0 \in A$, we proceed as follows. We have

$$
\operatorname{co}(A+P)=\operatorname{co}(A)+P \subseteq \operatorname{cone}(A+P)+P=\operatorname{cone}(A+P)
$$

yielding cone $(\operatorname{co}(A+P)) \subseteq \operatorname{cone}(A+P)$. The reverse inclusion is obvious and so cone $(A+P)$ is convex.
$(c) \Rightarrow(b)$ : It follows from a simple result of separation of convex sets, since

$$
A \cap(- \text { ri } P)=\emptyset \Leftrightarrow \operatorname{cone}(A+P) \cap(- \text { ri } P)=\emptyset
$$

which trivially holds in case int $P \neq \emptyset$; and when int $P=\emptyset$, we observe that $\operatorname{dim} P=1$ and $P$ is pointed because of $0 \in A$, and then $0 \notin$ ri $P$, and hence the equivalence is satisfied.

REMARK 5.2. Looking at the proof carefully, one may realize that assumption (5.1) can be deleted, but instead (a) is substituted by

$$
\overline{\operatorname{cone}}(A+P) \neq \mathbb{R}^{2} \text { and } \overline{\text { cone }}(A+P) \text { is convex. }
$$

Next, the case

$$
\operatorname{int}\left(\operatorname{cone}_{+}(A+P)\right)=\emptyset
$$

is considered.
Proposition 5.3. Let $P \subseteq \mathbb{R}^{2}$ be a nontrivial convex cone, $\emptyset \neq A \subseteq \mathbb{R}^{2}$. The following assertions hold:
(a) $\operatorname{int}\left(\operatorname{cone}_{+}(A+P)\right)=\emptyset \Longleftrightarrow \operatorname{int}(\operatorname{cone}(A+P))=\emptyset$.
(b) If $\operatorname{int}(\operatorname{cone}(A+P))=\emptyset$ then $\operatorname{dim} P=1, P$ is closed and either

$$
\operatorname{cone}(A+P)=P, \quad \text { or cone }(A+P)=P \cup(-P)
$$

Consequently, cone $(A+P)$ is convex and $\overline{\operatorname{cone}}(A+P)=\operatorname{cone}(A+P)$, and therefore

$$
\operatorname{int}(\operatorname{cone}(A+P))=\emptyset \Longleftrightarrow \operatorname{int}(\overline{\operatorname{cone}}(A+P))=\emptyset
$$

Proof. (a): The "only if" part is direct. For the "if" part, suppose that $U \subseteq \operatorname{cone}(A+P)$ for some open set $U$. Then, $U \backslash\{0\} \subseteq \operatorname{cone}_{+}(A+P)$, implying that $\operatorname{int}\left(\operatorname{cone}_{+}(A+P)\right) \neq \emptyset$, a contradiction.
(b): Obviously $\operatorname{dim} P=1$ and $P$ is closed. Assume that $\left\{x, p_{0}\right\}$ is linearly independent for some $x \in A$ and some $p_{0} \in P$. Then int $(\operatorname{cone}(x+P)) \neq \emptyset$, and since cone $(x+P) \subseteq \operatorname{cone}(A+P)$, we reach a contradiction.
Hence $\{x, p\}$ is linearly dependent for all $x \in A$ and all $p \in P$. This yields either cone $(A+P)=P$ or cone $(A+P)=P \cup(-P)$, and the proof is complete.

Next proposition considers the case where $P$ is pointed and

$$
\operatorname{int}\left[\operatorname{cone}_{+}(f(C)-f(\bar{x})+P)\right]=\emptyset
$$

Proposition 5.4. Let $f, C$ be as above, with $P=\mathbb{R}_{+} d$, $d \neq 0$, and $\bar{x} \in C$. The following hold:
(a) If cone $(f(C)-f(\bar{x})+P)=P$ then $\bar{x} \in E_{i}$ (put $S=\mathbb{R}^{2} \backslash-P$ in (1.1)), and so $\bar{x} \in E_{p r}$.
(b) If cone $(f(C)-f(\bar{x})+P)=P \cup(-P)$ then $\bar{x} \notin E_{W}$, (put $S=$ ri $P$ in (1.1)).

Proof. It is a consequence of Proposition 5.3.
Furthermore, it is possible to prove the following result.
Proposition 5.5. Let $P \subseteq \mathbb{R}^{2}$ be a nontrivial convex cone. Consider the next statements:
(a) $\bar{x} \in E_{W}(S=$ ri $P)$ and $\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)$ is nonconvex;
(b) $\bar{x} \in E_{W}, \operatorname{int}\left(\operatorname{cone}_{+}(f(C)-f(\bar{x})+P)\right) \neq \emptyset$ and

$$
\operatorname{cone}(\operatorname{co} f(C)-f(\bar{x})+P)=\mathbb{R}^{2}
$$

(c) $\bar{x} \in E_{W}$ and cone $(f(C)-f(\bar{x})+P)$ is nonconvex.

Then,

$$
(a) \Longrightarrow(b) \Longleftrightarrow(c) .
$$

In case int $P \neq \emptyset,(a)$ and (b) are equivalent.
Proof. $(a) \Rightarrow(b)$ : If $\operatorname{int}\left(\right.$ cone $\left._{+}(f(C)-f(\bar{x})+P)\right)=\emptyset$ then by Proposition 5.3 applied to $A=f(C)-f(\bar{x})$, we get the convexity of $\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)$, a contradiction.
Now suppose that cone $(\operatorname{co~} f(C)-f(\bar{x})+P) \neq \mathbb{R}^{2}$. Then

$$
0 \notin \operatorname{int}(\operatorname{co} f(C)-f(\bar{x})+P)
$$

which implies, via a separation result, the existence of $p^{*} \in P^{*} \backslash\{0\}$ such that $\left\langle p^{*}, \xi\right\rangle \geq 0$ for all $\xi \in f(C)-f(\bar{x})$. This together with the fact that $\bar{x} \in E_{W}$, that is, $(f(C)-f(\bar{x})) \cap(-$ ri $P)=\emptyset$, Proposition 5.1 (applied to $A=f(C)-f(\bar{x}))$ allows us to conclude that $\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)$ is convex, a contradiction again.
$(b) \Rightarrow(c)$ : If cone $(f(C)-f(\bar{x})+P)$ is convex, then we know that

$$
\operatorname{cone}(\operatorname{co~} f(C)-f(\bar{x})+P)=\operatorname{cone}(f(C)-f(\bar{x})+P)
$$

and therefore cone $(f(C)-f(\bar{x})+P)=\mathbb{R}^{2}$, which is impossible if $\bar{x} \in E_{W}$.
$(c) \Rightarrow(b)$ : The nonemptiness of $\operatorname{int}\left(\right.$ cone $\left._{+}(f(C)-f(\bar{x})+P)\right)$ is obtained by applying Proposition 5.3. To prove the second part, suppose to the contrary that cone (co $f(C)-f(\bar{x})+P) \neq \mathbb{R}^{2}$. Then $0 \notin \operatorname{int}(\operatorname{co} f(C)-f(\bar{x})+P)$, and so by a separation theorem, we get the existence of $p^{*} \in P^{*} \backslash\{0\}$ such that $\left\langle p^{*}, \xi\right\rangle \geq 0$ for all $\xi \in f(C)-f(\bar{x})+P$. Noticing that $0 \in f(C)-f(\bar{x})$, by Proposition 5.1 the convexity of cone $(f(C)-f(\bar{x})+P)$ follows, reaching a contradiction. The fact $(b) \Rightarrow(a)$ follows from the equivalence:

$$
\bar{x} \in E_{W} \Longleftrightarrow \overline{\operatorname{cone}}(f(C)-f(\bar{x})+P) \cap(-\operatorname{int} P)=\emptyset,
$$

and so the proof is completed.
Example 5.11 shows that ( $c$ ) does not imply (a).
5.1. Geometric characterization of efficiency. We particularize Theorem 3.6 to the case $Y=\mathbb{R}^{2}$ :

Theorem 5.6. Assume that $S \subseteq \mathbb{R}^{2}$ is a nonempty set and $S+P \subseteq S$ with $P$ being a convex cone. The following assertions are equivalent:
(a) int $S^{*} \neq \emptyset$ and $\bar{x} \in \bigcup_{\theta^{*} \in \operatorname{int} S^{*}} \underset{C}{\operatorname{argmin}}\left\langle\theta^{*}, f(\cdot)\right\rangle$;
(b) $\bar{x} \in C, \overline{\text { cone }(c o ~} S$ ) is pointed and

$$
\overline{\operatorname{cone}}(\operatorname{co} f(C)-f(\bar{x})+P) \cap(-\overline{\operatorname{cone}}(\operatorname{co} S) \backslash\{(0,0)\})=\emptyset
$$

If additionally $\overline{\text { cone }}(\operatorname{co} S)=\bar{P}$ (in particular if $S=P$ ) the previous result reveals a hidden convexity of some extended image set of $f$, as a consequence of Proposition 5.1, as next corollary shows.

Corollary 5.7. Let $P \subseteq \mathbb{R}^{2}$ be a convex cone (having possibly empty interior). Then (a) and $(b)$ are equivalent:
(a) int $P^{*} \neq \emptyset$ and $\bar{x} \in \bigcup_{\theta^{*} \in \operatorname{int} P^{*}} \underset{C}{\operatorname{argmin}}\left\langle\theta^{*}, f(\cdot)\right\rangle$;
(b) $\bar{x} \in C$ and $\overline{\text { cone }(\operatorname{co~} f(C)-f(\bar{x})+P) \cap(-\bar{P})=\{(0,0)\} . ~ . ~ . ~}$

Moreover, if additionally int $[\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)] \neq \emptyset$, then any of $(a)$ or $(b)$ is equivalent to
(c) $\bar{x} \in C$, $\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P) \cap(-\bar{P})=\{(0,0)\}$ and $\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)$ is convex.

Proof. The equivalence between $(a)$ and $(b)$ follows directly from Theorem 5.6 setting $S \doteq P$ and noticing that $(b)$ implies that $\bar{P}$ is pointed.
$(c) \Rightarrow(b)$ : Set $\mathcal{E}_{0 \bar{x}}:=f(C)-f(\bar{x})+P$. The result follows since $\overline{\operatorname{cone}\left(\operatorname{co~} \mathcal{E}_{0 \bar{x}}\right)=\overline{\operatorname{cone}} \mathcal{E}_{0 \bar{x}}, ~}$ provided that $\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}$ is convex, as noticed in the previous section.
$(a) \Rightarrow(c)$ : Assume that $\operatorname{int}[\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)] \neq \emptyset$. Then, $(a)$ implies that $(b)$ of Proposition 5.1 and $(f(C)-f(\bar{x})) \cap(-$ ri $P)=\emptyset$ are satisfied. Indeed, if there exists $x_{0} \in C$ such that $f\left(x_{0}\right)-f(\bar{x}) \in-$ ri $P$, one gets $f\left(x_{0}\right)-f(\bar{x}) \neq 0$ (due to pointedness of $P$ ) and so $\left\langle\theta^{*}, f\left(x_{0}\right)-\right.$ $f(\bar{x})\rangle<0$, a contradiction with $(a)$. Hence we can apply Proposition 5.1 to infer that

$$
\overline{\text { cone }}(f(C)-f(\bar{x})+P) \text { is convex }
$$

which completes the proof.
In what follows, a characterization for a point, being a (Benson) proper efficient solution, to be also a minimizer of a linear scalarization of the bicriteria optimization problem, is established.

THEOREM 5.8. Let $P \subseteq \mathbb{R}^{2}$ be a closed convex cone (having possibly empty interior). The following assertions are equivalent:
(a) int $P^{*} \neq \emptyset$ and $\bar{x} \in \bigcup_{\theta^{*} \in \operatorname{int} P^{*}} \underset{C}{\operatorname{argmin}}\left\langle\theta^{*}, f(\cdot)\right\rangle$;
(b) $\bar{x} \in E_{p r}$ and $\overline{\text { cone }}(f(C)-f(\bar{x})+P)$ is convex.

Proof. (b) implies (a) always holds, since $\bar{x} \in E_{p r}$ implies the pointedness of $P$, and by Theorem 5.6, the assertion follows. As regards $(a)$ implies $(b)$, by Corollary 5.7 we have $\bar{x} \in E_{p r}$ which implies $\overline{\text { cone }}(f(C)-f(\bar{x})+P) \neq Y$. Moreover, by assumption $(a)$ it follows that $(b)$ of Proposition 5.1 holds with $A=f(C)-f(\bar{x})$, which implies that $\overline{\text { cone }}(f(C)-f(\bar{x})+P)$ is convex, taking into account Remark 5.2.

We now deal with weak efficient solutions. On this regards, the following result, which is a consequence of Proposition 5.1, is obtained.

THEOREM 5.9. Let $P \subseteq \mathbb{R}^{2}$ be a convex cone with int $P \neq \emptyset$. The following assertions are equivalent:
(a) $\bar{x} \in \bigcup_{\theta^{*} \in P^{*} \backslash\{0\}}^{\operatorname{argmin}}\left\langle\theta^{*}, f(\cdot)\right\rangle$;
(b) $\bar{x} \in E_{W}$ and $\overline{\text { cone }}(f(C)-f(\bar{x})+P)$ is convex.

The following examples show that the previous equivalence does not hold if int $P$ is substituted by ri $P$ when int $P=\emptyset$.

Example 5.10. Let $f_{i}: \mathbb{R} \rightarrow \mathbb{R}, i=1,2$, defined by $f_{1}(x)=x^{3}, f_{2}(x)=x^{2}-1$. Let $P=\mathbb{R}_{+}(1,0), C=\{0,1,-1\}$ and $\bar{x}=1$. Then

$$
f(C)-f(\bar{x})=\{(-1,-1),(0,0),(-2,0)\} .
$$

Let $\theta^{*}=(0,-1) \in P^{*}$. It is simple to see that $\bar{x}$ is a minimum for $\left\langle\theta^{*}, f(x)\right\rangle=1-x^{2}$ on $C$ but $\bar{x} \notin E_{W}$ since $(f(C)-f(\bar{x})) \cap(-$ ri $P) \neq \emptyset$. Therefore $(a)$ does not imply $(b)$.

Example 5.11. Let $f_{i}: \mathbb{R} \rightarrow \mathbb{R}, i=1,2$, defined by $f_{1}(x)=-x^{2}, f_{2}(x)=x^{3}$. Let $P=\mathbb{R}_{+}(1,0), C=\mathbb{R}$ and $\bar{x}=0$. Then

$$
f(C)-f(\bar{x})=\left\{(u, v) \in \mathbb{R}^{2}: u=-x^{2}, v=x^{3}, x \in \mathbb{R}\right\}=\left\{(u, v) \in \mathbb{R}^{2}: u=-v^{\frac{2}{3}}, v \in \mathbb{R}\right\}
$$

yielding $\overline{\operatorname{cone}}(f(C)-f(\bar{x})+P)=\mathbb{R}^{2}$, so that (b) holds. Since $P^{*}=\mathbb{R}_{+} \times \mathbb{R}$, then

$$
\min _{x \in C}\left\langle p^{*}, f(x)\right\rangle=-\infty, \quad \forall p^{*} \in P^{*}
$$

and therefore (b) does not imply (a).
It is of interest to establish conditions which ensure the convexity of the set $\overline{\text { cone }}(f(C)-$ $f(\bar{x})+P)$. A standard situation where this happens is the quadratic homogeneous case, i.e., $f(x):=\left(x^{\top} A_{1} x, x^{\top} A_{2} x\right)$ with $A_{1}, A_{2}$ symmetric matrices and $C \doteq \mathbb{R}^{n}$. In such a case $f\left(\mathbb{R}^{n}\right)$ is a convex set [12] which yields that $\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}$ is convex. More generally, consider $f=\left(f_{1}, f_{2}\right)$ where $f_{i}(x)=\frac{1}{2} x^{\top} A_{i} x+a_{i}^{\top} x+\alpha_{i}$, where $A_{i}^{\top}=A_{i}, a_{i} \in \mathbb{R}^{n}, \alpha_{i} \in \mathbb{R}$. Then, by Theorem 4.18 in [17], $f(C)+\mathbb{R}_{+}^{2}$ is convex provided $C=\left\{x \in \mathbb{R}^{n}: H x=d\right\}$ is any affine space.
5.2. Characterization of efficiency in terms of level sets. Set $P=\mathbb{R}_{+}^{2}$ and $\bar{x} \in E_{W}$. We aim now at characterizing the set $\overline{\operatorname{cone}}\left(\cos f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)$ according to the properties of suitable level sets of the components of the objective function defined as follows. For $i=1,2$, set

$$
\begin{gathered}
S_{i}^{-}(\bar{x}):=\left\{x \in K: f_{i}(x)<f_{i}(\bar{x})\right\} ; \quad S_{i}^{+}(\bar{x}):=\left\{x \in K: f_{i}(x)>f_{i}(\bar{x})\right\} ; \\
S_{i}^{=}(\bar{x}):=\left\{x \in K: f_{i}(x)=f_{i}(\bar{x})\right\} .
\end{gathered}
$$

Whenever $S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset$ and $S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset$, we set

$$
\begin{equation*}
\alpha:=\inf _{x \in S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x})} \frac{f_{2}(x)-f_{2}(\bar{x})}{f_{1}(x)-f_{1}(\bar{x})}, \quad \beta:=\sup _{x \in S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x})} \frac{f_{2}(x)-f_{2}(\bar{x})}{f_{1}(x)-f_{1}(\bar{x})} . \tag{5.3}
\end{equation*}
$$

Note that $-\infty \leq \alpha<0$ and $-\infty<\beta \leq 0$.
Using the notation introduced above, we can completely describe the set

$$
\overline{\operatorname{cone}}\left(\operatorname{co}\left(f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)\right)=\overline{\operatorname{cone}}\left(\operatorname{co} f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)
$$

(see also Sections 2.5.1 and 2.5.2 in [13]). To this aim, we recall that

$$
\overline{\operatorname{cone}}\left(\operatorname{co} f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)=\overline{\operatorname{cone}}\left(f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)
$$

provided that $\overline{\operatorname{cone}}\left(f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)$ is convex, as already observed in the previous section.
By Proposition 5.5 , it will be enough to characterize the cases where $\overline{\text { cone }}\left(f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)$ is convex.

Notice that

$$
\begin{aligned}
& S_{1}^{-}(\bar{x}) \neq \emptyset \Leftrightarrow[f(C)-f(\bar{x})] \cap\left\{(u, v) \in \mathbb{R}^{2}: u<0\right\} \neq \emptyset \\
& S_{2}^{-}(\bar{x}) \neq \emptyset \Leftrightarrow[f(C)-f(\bar{x})] \cap\left\{(u, v) \in \mathbb{R}^{2}: v<0\right\} \neq \emptyset
\end{aligned}
$$

and similarly for $S_{i}^{+}(\bar{x})$ and $S_{i}^{=}(\bar{x}), i=1,2$.
The previous equivalences yield:
(a) $S_{1}^{-}(\bar{x})=\emptyset \Leftrightarrow\left[f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right] \cap\left\{(u, v) \in \mathbb{R}^{2}: u<0\right\}=\emptyset$,
(b) $S_{2}^{-}(\bar{x})=\emptyset \Leftrightarrow\left[f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right] \cap\left\{(u, v) \in \mathbb{R}^{2}: v<0\right\}=\emptyset$,

By (5.3) and the previous relations we obtain the description stated in the figure, where we set $\mathcal{E}_{0 \bar{x}}:=f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}$.

More in details, we have the following cases:
(1) $S_{1}^{-}(\bar{x}) \cap S_{2}^{=}(\bar{x}) \neq \emptyset$ and $S_{2}^{-}(\bar{x})=\emptyset$.

Notice that in this case we have $v \geq 0, \forall(u, v) \in \mathcal{E}_{0 \bar{x}}$ and there exists $(\tilde{u}, \tilde{v}) \in \mathcal{E}_{0 \bar{x}}$ with $\tilde{u}<0, \tilde{v}=0$, which implies cone $\mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: v \geq 0\right\}$
(2) $S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \beta=0$ and $S_{2}^{-}(\bar{x})=\emptyset$.

We see that the second condition yields $v \geq 0, \forall(u, v) \in \mathcal{E}_{0 \bar{x}}$, while the first one implies that there exists $\left(u_{n}, v_{n}\right) \in \mathcal{E}_{0 \bar{x}}$, with $u_{n}<0$ such that $v_{n} \rightarrow 0$, which implies $\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: v \geq 0\right\}$.
(3) $S_{1}^{-}(\bar{x}) \cap S_{2}^{=}(\bar{x})=\emptyset, S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \beta<0$ and $S_{2}^{-}(\bar{x})=\emptyset$.

As in case (1), we have $v \geq 0, \forall(u, v) \in \mathcal{E}_{0 \bar{x}}$, while

$$
S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \Leftrightarrow \sup _{\substack{(u, v) \in \mathcal{K} \\ u<0, v>0}} \frac{u}{v}=\beta \Leftrightarrow v \geq \beta u, \forall(u, v) \in \mathcal{K},
$$

where we have set $\mathcal{K}:=f(C)-f(\bar{x})$, yielding $\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: v \geq \beta u, v \geq 0\right\}$, $\beta<0$.
(4) $S_{1}^{-}(\bar{x})=\emptyset, S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset$ and $\alpha>-\infty$.

Notice that $S_{1}^{-}(\bar{x})=\emptyset$ implies $u \geq 0, \forall(u, v) \in \mathcal{E}_{0 \bar{x}}$, while

$$
S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset, \Leftrightarrow \inf _{\substack{(u, v) \in \mathcal{K} \\ u>0, v<0}} \frac{u}{v}=\alpha \Leftrightarrow v \geq \alpha u, \forall(u, v) \in \mathcal{K},
$$

yielding cone $\mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: v \geq \alpha u, u \geq 0\right\}$.
(5) $\left[S_{1}^{-}(\bar{x}) \cap S_{2}^{=}(\bar{x})=\emptyset, S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \beta<0, S_{1}^{=}(\bar{x}) \cap S_{2}^{-}(\bar{x})=\emptyset, S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq\right.$ $\emptyset, \alpha \geq \beta$ and $\alpha>-\infty]$
Combining the results obtained in (3) and (4) we have

$$
\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: v \geq \alpha u, v \geq \beta u\right\}, \alpha \geq \beta
$$

(6) $\left[S_{1}^{-}(\bar{x})=S_{2}^{-}(\bar{x})=\emptyset\right]$. In this case we immediately obtain

$$
\text { cone } \mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: u \geq 0, v \geq 0\right\} .
$$

(7) $S_{1}^{-}(\bar{x})=\emptyset$ and $S_{1}^{=}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset$.

Notice that $S_{1}^{-}(\bar{x})=\emptyset$ implies $u \geq 0, \forall(u, v) \in \mathcal{E}_{0 \bar{x}}$, while the second relation guarantees the existence of $(0, \tilde{v}) \in \mathcal{E}_{0 \bar{x}}$, with $\bar{v}<0$ yielding

$$
\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: u \geq 0\right\} .
$$

(8) $S_{1}^{-}(\bar{x})=\emptyset$ and $S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset$ and $\alpha=-\infty$.

Taking the limit in (4) for $\alpha \rightarrow-\infty$ we obtain

$$
\overline{\text { cone }} \mathcal{E}_{0 \bar{x}}=\left\{(u, v) \in \mathbb{R}^{2}: u \geq 0\right\} .
$$

In all the other cases not considered in the figure, $\overline{\operatorname{cone}}\left(f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)$ is nonconvex yielding $\overline{\text { cone }}\left(\operatorname{co~} f(C)-f(\bar{x})+\mathbb{R}_{+}^{2}\right)=\mathbb{R}^{2}$, by Proposition 5.5.

An analogous result is given by [13, Theorem 2.9] where cone ${ }_{+}(f(C)-f(\bar{x})+\operatorname{int} P)$ is considered instead: we note that by [13, Theorem 2.5], $\overline{\text { cone }}(f(C)-f(\bar{x})+P)$ is convex iff cone ${ }_{+}(f(C)-$ $f(\bar{x})+\operatorname{int} P)$ is convex, provided int $P \neq \emptyset$.


$$
\begin{gathered}
{\left[S_{1}^{-}(\bar{x}) \cap S_{2}^{=}(\bar{x}) \neq \emptyset \text { and } S_{2}^{-}(\bar{x})=\emptyset\right] \text { or }} \\
{\left[S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \beta=0 \text { and } S_{2}^{-}(\bar{x})=\emptyset\right]}
\end{gathered}
$$

$$
\begin{gathered}
{\left[S_{1}^{-}(\bar{x}) \cap S_{2}^{=}(\bar{x})=\emptyset, S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \beta<0\right. \text { and }} \\
\left.S_{2}^{-}(\bar{x})=\emptyset\right]
\end{gathered}
$$

$$
\left[S_{1}^{-}(\bar{x})=\emptyset, S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset \text { and } \alpha>-\infty\right]
$$



The following corollary is a direct consequence of the above description. We characterize the disjunction stated in Theorem 5.6 (b) (or, equivalently in Corollary 5.7) by means of the properties of the sets $S_{i}$ above defined.

Corollary 5.12. Assume that $P=\mathbb{R}_{+}^{2}$ and $\bar{x} \notin \operatorname{argmin}_{C} f_{i}, i=1,2$. The following assertions are equivalent :
(a) $\bar{x} \in \bigcup_{\left(p_{1}^{*}, p_{2}^{*}\right) \in \mathbb{R}_{++}^{2}}^{\operatorname{argmin}}\left(p_{1}^{*} f_{1}+p_{2}^{*} f_{2}\right)$;
(b) $\bar{x} \in E_{W}$ and $\left[S_{1}^{-}(\bar{x}) \cap S_{2}^{=}(\bar{x})=\emptyset, S_{1}^{-}(\bar{x}) \cap S_{2}^{+}(\bar{x}) \neq \emptyset, \beta<0, S_{1}^{=}(\bar{x}) \cap S_{2}^{-}(\bar{x})=\emptyset\right.$, $S_{1}^{+}(\bar{x}) \cap S_{2}^{-}(\bar{x}) \neq \emptyset, \alpha \geq \beta$ and $\left.\alpha>-\infty.\right]$
(c) $\bar{x} \in E$ and $\left[S_{1}^{-}(\bar{x}) \neq \emptyset, \beta<0, S_{2}^{-}(\bar{x}) \neq \emptyset, \alpha \geq \beta\right.$ and $\alpha>-\infty$.]
(d) $\bar{x} \in E_{p r}$ and $\left[S_{1}^{-}(\bar{x}) \neq \emptyset, \beta<0, S_{2}^{-}(\bar{x}) \neq \emptyset, \alpha \geq \beta\right.$ and $\alpha>-\infty$.]

Proof. The equivalence between (a) and (b) follows from Corollary 5.7, where we set $S=$ int $\mathbb{R}_{+}^{2}$ or $S=\mathbb{R}_{+}^{2} \backslash\{(0,0)\}$, and the above description of the set $\overline{\text { cone }}\left(\right.$ co $\left.\mathcal{E}_{0 \bar{x}}\right)$, taking into account that $S_{i}^{-}(\bar{x})=\emptyset \Leftrightarrow \bar{x} \in \operatorname{argmin}_{C} f_{i}, i=1,2$.

As regards the equivalence between $(b)$ and $(c)$, it is enough to note that for $\bar{x} \in E$, we have:

$$
S_{i}^{-}(\bar{x}) \neq \emptyset \Leftrightarrow S_{i}^{-}(\bar{x}) \cap S_{j}^{+}(\bar{x}) \neq \emptyset, i \neq j .
$$

Concerning the equivalence between the previous assertions and (d), we have already observed that (a) implies $\bar{x} \in E_{p r}$ (see Theorem 5.8), moreover (a) implies ( $c$ ) so that ( $d$ ) holds, while (d) implies (c) is straightforward. $\square$
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