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Abstract. In this paper, using the Bregman distance, we introduce
a new projection-type algorithm for finding a common element of
the set of solutions of an equilibrium problem and the set of fixed
points. Then the strong convergence of the sequence generated by
the algorithm will be established under suitable conditions. Fi-
nally, using MATLAB software, we present a numerical example
to illustrate the convergence performance of our algorithm.
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1. Introduction

Let C be a nonempty closed and convex subset of a reflexive real Banach space

X. Throughout this paper, X∗ denotes the dual space of X . The norm and the

duality pairing between X and X∗ are denoted by ‖.‖ and 〈., .〉, respectively. Now

R stands for the set of real numbers. The equilibrium problem for a bifunction

g : C × C → R satisfying the condition g(x, x) = 0 for every x ∈ C is stated as

follows

Find y∗ ∈ C such that g(x, y∗) ≤ 0, (1.1)

for all x ∈ C. The set of solutions of (1.1) is denoted by EP (g).
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It is well known that variational inequalities arise in optimal control problems,

optimization problems, fixed point problems, partial differential equations, engi-

neering and equilibrium models and hence they have been formulated by many

authors in recent years(see [33], [28] ).

Tada and Takahashi [26] proposed the hybrid method for finding the common

element of the set of solutions of the monotone equilibrium problem (1.1) and a

set of fixed points of a nonexpansive map represented in their algorithm. Anh [3]

proposed the hybrid extragradient iteration method for finding a common element

of the set of fixed points of a nonexpansive mapping and the set of solutions of equi-

librium problems for a pseudomonotone and Lipschitz-type continuous bifunction.

Eskandani et al. [14] proposed a hybrid extragradient method and they introduced

a new iterative process for approximating a common element of the set of solu-

tions of equilibrium problems involving pseudomonotone bifunctions and the set of

common fixed points of a finite family of multi-valued Bregman relatively nonex-

pansive mappings in Banach spaces. They proved that for any x ∈ C the mapping

y → g(x, y)+Df(x, y) has a unique minimizer where g(x, .) is proper, convex, lower

semicontinuous and Df is the Bregman distance. Also, Jolaoso et al. [16] proved

that under some suitable conditions, a point x∗ ∈ EP (g) if and only if x∗ solves

the following minimization problem:

min{λg(x, y) +Df (x, y) : y ∈ C}.

In this paper, motivated by the work of Jolaoso et al. [16], we will present a

new projection-type algorithm for approximating a common solution of a Bregman

nonexpansive mapping which is a solution of (1.1) in the setting of reflexive Banach

spaces. Then using MATLAB software, the main result will be illustrated with a

numerical example.

2. preliminaries

We present some preliminaries and lemmas which will be used in the next section.

Let f : X → (−∞,∞] be an admissible function, i.e., a proper, convex and lower

semicontinuous function. The domain of f is the set {x ∈ X : f(x) <∞} denoted

by domf . The set of minimizers of f is denoted by Argmin f and its unique element

by argminx∈Xf(x), if Argmin f is a singleton. Let x ∈ int domf , for any y ∈ X ,

the directional derivative of f at x is defined by

f◦(x, y) = lim
t→0

f(x+ ty)− f(x)

t
. (2.1)

If the limit (2.1) as t → 0 exists for each y, then f is said to be Gâteaux differ-

entiable at x. The function f is said to be Gâteaux differentiable if it is Gâteaux
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differentiable for all x ∈ int domf . When the limit as t → 0 in (2.1) is attained

uniformly for any y ∈ X with ‖y‖ = 1, we say that f is Fréchet differentiable at x.

Finally, f is said to be uniformly Fréchet differentiable on a subset C of X if the

limit is attained uniformly at each x ∈ C and ‖y‖ = 1. In this case, the gradient of

f at x is the linear function ∇f(x) which is defined by 〈y,∇f(x)〉 := f◦(x, y) for

all y ∈ X .

Let x ∈ int domf . The subdifferential of f at x is the convex set defined by

∂f(x) = {l ∈ X∗ : f(x) + 〈y − x, l〉 ≤ f(y), ∀y ∈ X}, (2.2)

where the Fenchel conjugate of f is the convex function f∗ : X∗ → (−∞,∞] defined

by

f∗(l) = sup{〈l, x〉 − f(x) : x ∈ X}.

It is well known that by the Young-Fenchel inequality, if ∂f(x) is nonempty, then

we have

〈l, x〉 ≤ f(x) + f∗(l), ∀x ∈ X, l ∈ X∗,

and also

f(x) + f∗(l) = 〈l, x〉 ⇔ l ∈ ∂f(x).

Let X be a reflexive Banach space. The function f is Legendre if and only if it

satisfies the following two conditions:

(L1) int domf 6= ∅, f is Gâteaux differentiable and dom ∇f = int dom f .

(L2) int domf∗ 6= ∅, f∗ is Gâteaux differentiable and dom ∇f∗ = int dom f∗.

Since X is a reflexive Banach space, (∂f)−1 = ∂f∗ (see [7, p 83]). Also, we

know that ∇f = (∇f∗)−1, this together with conditions (L1) and (L2) imply that

ran∇f = dom ∇f∗ = int dom f∗ and ran∇f∗ = dom ∇f = int dom f . In addition,

if X is reflexive, then f is Legendre if and only if f∗ is Legendre (see [5, corollary

5.5]).

Let f : X → (−∞,∞] be a Gâteaux differentiable function. The bifunction

Df : domf × int domf → [0,+∞] defined by

Df (y, x) := f(y)− f(x)− 〈y − x,∇f(x)〉, (2.3)

is called the Bregman distance with respect to f (see [20]). The Bregman distance

does not satisfy the well known properties of a metric. Clearly, Df (x, x) = 0, but

Df(y, x) = 0 may not imply x = y, but when f is Legendre this indeed holds

(see [5, Theorem 7.3(vi)]).

The modulus of total convexity at x ∈ int domf is the function υf (x, .) : [0,∞)→

[0,∞], defined by

υf (x, t) := inf{Df (y, x) : y ∈ domf, ‖y − x‖ = t}.
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The function f is called totally convex at x ∈ int domf if υf (x, t) is positive for

any t > 0 [9]. Let C be a nonempty subset of X . The modulus of total convexity

of f on C is defined by

υf(C, t) = inf{υf (x, t) : x ∈ C ∩ int domf}.

The function f is called totally convex on bounded subsets if υf (C, t) is positive

for any nonempty and bounded subset C and for any t > 0.

The following result establishes the characteristic continuity properties for the

derivative of a lower semicontinuous convex function.

Proposition 1. [9] Let f be a lower semicontinuous convex function with int
domf 6= ∅. Then the function f is differentiable at the point x ∈ int domf if and
only if ∂f(x) consists of a single element.

Let X be a Banach space and f : X → (−∞,+∞] be a convex function. The

function f is called sequentially consistent if for any two sequences {xn} and {yn}

in X , such that the first one is bounded:

lim
n→∞

Df (yn, xn) = 0⇒ lim
n→∞

‖yn − xn‖ = 0.

Lemma 2.1. [22] If f : X → R is uniformly Fréchet differentiable and bounded
on bounded subsets of X, then ∇f is uniformly continuous on bounded subsets of
X from the strong topology of X to the strong topology of X∗.

Lemma 2.2. [9] If domf contains at least two points, then the function f is totally
convex on bounded sets if and only if the function f is sequentially consistent.

Lemma 2.3. [8] Suppose that f : X → (−∞,+∞] is a Legendre function. The
function f is totally convex on bounded subsets if and only if f is uniformly convex
on bounded subsets.

Lemma 2.4. [2] Let f : X → Y be Gâteaux differentiable at any point of X.
Given u, v ∈ X such that [u, v] ⊂ X, then

‖f(u)− f(v)‖ ≤ sup{‖dGf(w)‖ : w ∈ [u, v]}‖u− v‖,

where dGf(w) is called the Gâteaux differential of f at w.

Lemma 2.5. [24] Let f : X → R be a Legendre function such that ∇f∗ is bounded
on bounded subsets of int domf∗. Let x0 ∈ X. If {Df(x0, xn)} is bounded, then
the sequence {xn} is bounded too.

Lemma 2.6. [22] Suppose that f is Gâteaux differentiable and totally convex on
int domf . Let x ∈ int domf and C ⊂ int domf be a nonempty, closed and convex
set. If x̂ ∈ C, then the following conditions are equivalent:

(i) The vector x̂ ∈ C is the Bregman projection of x onto C with respect to f .
(ii) The vector x̂ ∈ C is the unique solution of the variational inequality:

〈z − y,∇f(z)−∇f(x)〉 ≤ 0, ∀y ∈ C.

(iii) The vector x̂ is the unique solution of the inequality:

Df(y, z) +Df (z, x) ≤ Df (y, x), ∀y ∈ C.
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The function Vf : X ×X∗ → [0,+∞] is defined by

Vf (x, x
∗) = f(x)− 〈x, x∗〉+ f∗(x∗), ∀x ∈ X, x∗ ∈ X∗. (2.4)

Therefore

Vf (x, x
∗) = Df (x,∇f

∗(x∗)), ∀x ∈ X, x∗ ∈ X∗. (2.5)

Also, by the subdifferential inequality, we obtain

Vf (x, x
∗) + 〈∇f∗(x∗)− x, y∗〉 ≤ Vf (x, x

∗ + y∗), (2.6)

for all x ∈ X and x∗, y∗ ∈ X∗ [17]. It is known that Vf is convex in the second

variable. Hence, for all z ∈ X , we have

Df

(

z,∇f∗
(

N
∑

i=1

ti∇f(xi)
)

)

≤
N
∑

i=1

tiDf (z, xi), (2.7)

where {xi} ⊂ X and {ti} ⊂ (0, 1) with ΣN
i=1ti = 1.

The Bregman projection
←−−−
Proj

f
C : int(domf) → C is defined as the necessarily

unique vector
←−−−
Proj

f
C(x) ∈ C that satisfies(see [6])

Df

(←−−−
Proj

f
C(x), x

)

= inf{Df(y, x) : y ∈ C}. (2.8)

Let X be a Banach space. We use SX to denote the unit sphere SX = {x ∈ X :

‖x‖ = 1} and Br := {y ∈ X : ‖y‖ ≤ r} for all r > 0, and Br is the closed ball in X .

Then the function f : X → R is said to be uniformly convex on bounded subsets

of X(see [32]) if ρr(t) > 0 for all r, t > 0, where ρr : [0,∞)→ [0,∞] is defined by

ρr(t) = inf
x,y∈Br,‖x−y‖=t,α∈(0,1)

αf(x) + (1 − α)f(y)− f(αx+ (1− α)y)

α(1− α)
,

for all t ≥ 0. The function ρr is called the gauge of uniform convexity of f .

Now, if f is uniformly convex, then the following lemma is known.

Lemma 2.7. [19] Let X be a Banach space, r > 0 be a constant and f : X → R

be a uniformly convex function on bounded subsets of X. Then

f

( n
∑

k=0

αkxk

)

≤
n
∑

k=0

αkf(xk)− αiαjρr(‖xi − xj‖),

for all i, j ∈ {0, 1, 2, ..., n}, xk ∈ Br, αk ∈ (0, 1) and k = 0, 1, 2, ..., n with
∑n

k=0 αk =
1, where ρr is the gauge of uniform convexity of f .

A function f on X is said to be coercive [15] if the sublevel set of f is bounded,

equivalently, lim‖x‖→∞ f(x) =∞. A function f on X is said to be strongly coercive

[32] if lim‖x‖→∞
f(x)
‖x‖ =∞. The function f is also said to be uniformly smooth on
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bounded subsets( [32]) if limt→0
σr(t)

t
= 0 for all r > 0, where σr : [0,∞)→ [0,∞]

is defined by

σr(t) = sup
x,y∈Br,‖x−y‖=t,α∈(0,1)

αf(x+ (1− α)ty) + (1 − α)f(x− αty)− f(x)

α(1 − α)
,

for all t ≥ 0. We will need the following Propositions.

Proposition 2. [32] Let f : X → R be a convex function which is strongly
coercive.Then, the following are equivalent:

(i) f is bounded on bounded subsets and uniformly smooth on bounded subsets
of X.

(ii) f is Fréchet differentiable and ∇f is uniformly norm-to-norm continuous
on bounded subsets of X.

(iii) dom f∗ = X∗, f∗ is strongly coercive and uniformly convex on bounded
subsets of X∗.

Proposition 3. [32] Let f : X → R be a convex function which is bounded on
bounded subsets of X. Then the following are equivalent:

(i) f is strongly coercive and uniformly convex on bounded subsets of X.
(ii) dom f∗ = X∗, f∗ is bounded on bounded subsets and uniformly smooth on

bounded subsets of X∗.
(iii) dom f∗ = X∗, f∗ is Fréchet differentiable and ∇f∗ is uniformly norm-to-

norm continuous on bounded subsets of X∗.

Lemma 2.8. [29] Let C be a nonempty convex subset of X and f : C → R be a
convex and subdifferentiable function on C. Then f attains its minimum at x ∈ C

if and only if 0 ∈ ∂f(x) +NC(x), where NC(x) is the normal cone of C at x, that
is

NC(x) := {x
∗ ∈ X∗ : 〈x− y, x∗〉 ≥ 0, ∀y ∈ C}.

Lemma 2.9. [12] If f and g are two convex functions on X such that there is a
point x0 ∈ dom f ∩ dom g where f is continuous. Then

∂(f + g)(x) = ∂f(x) + ∂g(x), ∀x ∈ X.

Let X be a real reflexive Banach space and C be a nonempty, closed and convex

subset of X . Let g : C×C → R be a bifunction such that g(x, x) = 0 for all x ∈ C.

The equilibrium problem (EP ) with respect to g on C is stated as follows:

Find y∗ ∈ C such that g(x, y∗) ≤ 0, for all x ∈ C. (2.9)

The solution set of equilibrium problem (2.9) is denoted by EP (g).

Throughout this paper, we assume that g : C ×C → R is a bifunction satisfying

the following conditions:

(A1) g is monotone, i.e., g(x, y) + g(y, x) ≤ 0, for all x, y ∈ C,

(A2) g is pseudomonotone, i.e., g(x, y) ≥ 0⇒ g(y, x) ≤ 0, for all x, y ∈ C,
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(A3) g is a Bregman-Lipschitz-type continuous function, i.e., there exist two

positive constants c1, c2, such that

g(x, y) + g(y, z) ≥ g(x, z)− c1Df (y, x)− c2Df (z, y), ∀x, y, z ∈ C,

where f : X → (−∞,+∞] is a Legendre function. The constants c1, c2 are

called Bregman-Lipschitz coefficients with respect to f ,

(A4) g is weakly continuous on C × C,

(A5) g(x, .) is convex, lower semicontinuous and subdifferentiable on C for every

fixed x ∈ C,

(A6) lim supt↓0 g(tx+ (1 − t)y, z) ≤ g(y, z), for each x, y, z ∈ C.

Remark 1. [31] Every monotone bifunction on C is pseudo-monotone but the
converse is not true. A mapping A : C → X∗ is pseudo-monotone if and only if
the bifunction g(x, y) = 〈Ax, y − x〉 is pseudo-monotone on C.

We denote the set of fixed points of S by F (S), that is F (S) = {x ∈ C : x ∈ Sx}.

A point x ∈ C is called an asymptotic fixed point of S if C contains a sequence

{xn} which converges weakly to x such that limn→∞ ‖xn−Sxn‖ = 0. F̂ (S) denotes

the set of asymptotic fixed points of S (see [11, 21]). The mapping T : C → C is

called Bregman nonexpansive if Df (Tx, T y) ≤ Df (x, y), for all x, y ∈ C.

Lemma 2.10. [14] Let C be a nonempty closed convex subset of a reflexive Banach
space X, and f : X → R be a Legendre and strongly coercive function. Suppose
that g : C × C → R be a bifunction satisfying A2-A5. For the arbitrary sequences
{xn} ⊂ C and {λn} ⊂ (0,∞), let {yn} and {zn} be sequences generated by

{

yn = argmin{λng(xn, y) +Df (y, xn) : y ∈ C},
zn = argmin{λng(yn, y) +Df (y, xn) : y ∈ C}.

(2.10)

Then, for all x∗ ∈ EP (g)
Df(x

∗, zn) ≤ Df (x
∗, xn)− (1− λnc1)Df (yn, xn)− (1− λnc2)Df (zn, yn).

Lemma 2.11. [30] Let {an} be a sequence of nonnegative real numbers satisfying
the inequality:

an+1 ≤ (1− αn)an + αnσn, ∀ ≥ 0,

where

(a) {αn} ⊂ [0, 1] and
∑∞

n=0 αn =∞,
(b) lim supn→∞ σn ≤ 0, or

∑∞
n=0 |αnσn| <∞.

Then, limn→∞ an = 0.

Lemma 2.12. [18] Let {an} be a sequence of real numbers such that there exists
a subsequence {ni} of {n} such that ani

< ani+1 for all i ∈ N. Then, there exists a
subsequence {mk} ⊂ N such that mk →∞ and the following properties are satisfied
by all (sufficiently large) numbers k ∈ N :

amk
≤ amk+1 and ak ≤ amk+1.
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In fact, mk = max{j ≤ k : aj < aj+1}.

We assume that ϕ : C×C → R is a bifunction satisfying the following conditions:

(B1) ϕ(x, x) = 0, for all x ∈ C.

(B2) ϕ is monotone, i.e. ϕ(x, y) + ϕ(y, x) ≤ 0, for all x, y ∈ C.

(B3) lim
t↓0

ϕ(tz + (1− t)x, y) ≤ ϕ(x, y), for all x, y, z ∈ C.

(B4) for all x ∈ C, y 7→ ϕ(x, y) is convex and lower semicontinuous.

The resolvent of ϕ is the operator Resfϕ : X → 2C defined by [13, 23]

Resfϕx = {z ∈ C : ϕ(z, y) + 〈∇f(z)−∇f(x), y − z〉 ≥ 0, ∀y ∈ C}. (2.11)

If f : X → (−∞,∞] be a Gâteaux differentiable and strongly coercive function and

ϕ satisfies conditions B1 - B4. Then dom Resfϕ = X (see [23, Lemma 1]).

Lemma 2.13. [23] Suppose that X is a real reflexive Banach space and C a
nonempty closed convex subset of X. Let f : X → (−∞,∞] be a Legendre function.
If ϕ be a bifunction from C × C to R satisfies B1 - B4, then the followings hold:

(i) Resfϕ is single-valued.

(ii) Resfϕ is a Bregman firmly nonexpansive operator.

(iii) F (Resfϕ) = EP (ϕ).
(iv) EP (ϕ) is a closed and convex subset of C.
(v) Df (u, x) ≥ Df (u,Resfϕ(x)) + Df(Resfϕ(x), x), for all x ∈ X and u ∈

F (Resfϕ).

3. Main results

Theorem 3.1. Let C be a nonempty closed convex subset of a real reflexive Banach
space X, and let f : X → R be an admissible, strongly coercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded
subsets of X. Let g : C×C → R be a bifunction satisfying A1-A5. Assume that S :
C → C is a Bregman nonexpansive mapping with F̂ (S) = F (S). Let ϕ : C×C → R

be a bifunction satisfying B1-B4 and Ω = F (S) ∩ EP (g) ∩ F (Resfϕ) 6= ∅. Suppose
that {xn} is a sequence generated by x1 ∈ C, u ∈ X and























































yn = argmin{λng(xn, y) +Df(y, xn) : y ∈ C},
zn = argmin{λng(yn, y) +Df (y, xn) : y ∈ C},
vn = ∇f∗(δn∇f(Resfϕxn) + (1− δn)∇f(Resfϕzn)),
wn = ∇f∗(γn,1∇f(vn) + γn,2∇f(zn) + γn,3∇f(Szn)),
un ∈ C such that

ϕ(un, y) + 〈∇f(un)−∇f(wn), y − un〉 ≥ 0, ∀ y ∈ C,

kn = ∇f∗(βn∇f(wn) + (1− βn)∇f(Swn)),
hn = ∇f∗(αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn)),

xn+1 =
←−−−
Proj

f
Chn.

(3.1)

where {δn} ⊂ (0, 1) and {αn,i}4i=1, {βn} and {λn} satisfy the following conditions:

(i) {αn,i} ⊂ (0, 1),
∑4

i=1 αn,i = 1, limn→∞ αn,1 = 0, Σ∞
n=1αn,1 =∞, lim infn→∞ αn,iαn,j >

0 for all i 6= j and 2 ≤ i, j ≤ 3.
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(ii) {γn,i} ⊂ (0, 1), γn,1 + γn,2 + γn,3 = 1, lim infn→∞ γn,iγn,j > 0 for all i 6= j

and 1 ≤ i, j ≤ 3.
(iii) {λn} ⊂ [a, b] ⊂ (0, p), where p = min{ 1

c1
, 1
c2
}, c1, c2 are the Bregman-

Lipschitz coefficients of g.
(iv) {βn} ⊂ (0, 1), lim infn→∞ βn(1 − βn) > 0.

Then, the sequence {xn} converges strongly to
←−−−
Proj

f
Ωu.

Proof. First, we show that Ω is a closed and convex subset of C. It follows from [14,
Lemma 2.14] that EP (g) is a convex and weakly closed (so closed) subset of C. By
the conditions (iii) and (iv) of Lemma 2.13, F (Resfϕ) is a closed and convex subset
of C. Also, similar to [25, Proposition 3.1] F (S) is a closed and convex subset of
C. Hence, Ω is closed and convex subset of C.

Let û =
←−−−
Proj

f
Ωu. By (2.7), Lemma 2.10 (v) of Lemma 2.13, we have

Df (û, vn) =Df(û,∇f
∗(δn∇f(Resfϕxn) + (1− δn)∇f(Resfϕzn))

≤δnDf (û, Resfϕxn) + (1− δn)Df (û, Resfϕzn)

≤δnDf (û, xn) + (1− δn)Df (û, zn)

≤Df(û, xn). (3.2)

Then from (2.7), (3.2), Lemma 2.10 and the Bregman nonexpansiveness of S, we
conclude that

Df (û, wn) =Df (û,∇f
∗(γn,1∇f(vn) + γn,2∇f(zn) + γn,3∇f(Szn)))

≤γn,1Df (û, vn) + γn,2Df(û, zn) + γn,3Df (û, Szn)

≤γn,1Df (û, vn) + γn,2Df(û, zn) + γn,3Df (û, zn)

≤Df (û, xn). (3.3)

It follows from (2.7) and the Bregman nonexpansiveness of S that

Df (û, kn) =Df (û,∇f
∗(βn∇f(wn) + (1− βn)∇f(Swn)))

≤βnDf (û, wn) + (1− βn)Df (û, Swn)

≤βnDf (û, wn) + (1− βn)Df (û, wn)

≤Df (û, wn). (3.4)

Therefore, from (3.3),

Df (û, kn) ≤ Df(û, xn). (3.5)

By (2.11) and the algorithm (4.1), we obtain that un ∈ Resfϕwn. It follows from

Lemma 2.13 that Resfϕ is single valued, hence un = Resfϕwn. So from part (v) of
Lemma 2.13, we have

Df (û, un) = Df (û, Resfϕwn) ≤ Df (û, wn). (3.6)

Then, from (2.7), (3.4), (3.6) and part (iii) of Lemma 2.6, we obtain

Df(û, xn+1) ≤Df(û, hn)

=Df(û,∇f
∗(αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn)))

≤αn,1Df (û, u) + αn,2Df(û, xn) + (αn,3 + αn,4)Df (û, wn). (3.7)
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Therefore, it follows from (3.3) that

Df (û, xn+1) ≤αn,1Df (û, u) + (1− αn,1)Df (û, xn)

≤max{Df (û, u), Df(û, xn)},

hence, by the induction process, we conclude that

Df (û, xn+1) ≤ max{Df(û, u), Df(û, x1)}.

Now from the above, we have that the sequence {Df(û, xn)} is bounded. From
Lemma 2.3, f is a uniformly convex function on bounded subsets. Hence, the con-
dition (i) of Proposition 3 holds, equivalently, the condition (ii) of the proposition
holds, i.e., f∗ is bounded on bounded subsets of X∗. Thus, ∇f∗ is also bounded
on bounded subsets of X∗ (see [4, Proposition 7.8]). From Lemma 2.5, we con-
clude that the sequence {xn} is bounded. It follows from (3.2), (3.3), (3.6), Lemma
2.10 and boundednes of {Df(û, xn)} that {Df (û, zn)}, {Df (û, vn)}, {Df(û, wn)}
and {Df(û, un)} are bounded, hence from Lemma 2.5, we conclude that the se-
quences {zn}, {vn}, {wn} and {un} are bounded. Hence {∇f(zn)}, {∇f(vn)}
and {∇f(wn)} are bounded (see [9, Proposition 1.1.11]). It follows from algorithm
(4.1) that γn,3∇f(Szn) = ∇f(wn) − γn,1∇f(vn) − γn,2∇f(zn). Then from (ii),
{∇f(Szn)} is bounded.

Since f is uniformly Fréchet differentiable and bounded on bounded subsets of
X , then from Lemma 2.1, ∇f is uniformly norm-to-norm continuous on bounded
subsets of X . Also from the assumption that f is a convex and strongly coercive
function, we may conclude that the condition (ii) of Proposition 2 holds, equiva-
lently, the condition (iii) of the proposition holds, i.e., f∗ is uniformly convex on
bounded subsets of X∗. Let r1 = sup

n
{‖∇f(zn)‖, ‖∇f(Szn)‖, ‖∇f(vn)‖}. Since

{∇f(zn)}, {∇f(Szn)} and {∇f(vn)} are bounded sequences then r1 <∞. Hence,
by (2.4), (2.5), (3.2), Lemmas 2.7, 2.10 and the Bregman nonexpansiveness of S,
we have that

Df (û, wn) =Vf (û, γn,1∇f(vn) + γn,2∇f(zn) + γn,3∇f(Szn))

=f(û)− 〈û, γn,1∇f(vn) + γn,2∇f(zn) + γn,3∇f(Szn)〉

+ f∗(γn,1∇f(vn) + γn,2∇f(zn) + γn,3∇f(Szn))

≤f(û)− γn,1〈û,∇f(vn)〉 − γn,2〈û,∇f(zn)〉 − γn,3〈û,∇f(Szn)〉

+ γn,1f
∗(∇f(vn)) + γn,2f

∗(∇f(zn)) + γn,3f
∗(∇f(Szn))

− γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

=γn,1Vf (û,∇f(vn)) + γn,2Vf (û,∇f(zn)) + γn,3Vf (û,∇f(Szn))

− γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

=γn,1Df (û, vn) + γn,2Df (û, zn) + γn,3Df (û, Szn)

− γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

≤γn,1Df (û, vn) + γn,2Df (û, zn) + γn,3Df (û, zn)

− γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

≤Df (û, xn)− γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖), (3.8)
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where ρ∗r1 is the gauge of uniform convexity of f∗. Also, by repeating the above
process, we obtain

Df (û, wn) ≤ Df (û, xn)− γn,1γn,2ρ
∗
r1
(‖∇f(vn)−∇f(zn)‖). (3.9)

It follows from (3.4) that {Df(û, kn)} is bounded, hence from Lemma 2.5, we
conclude that {kn} is bounded. Therefore, {∇f(kn)} is bounded. Hence from
(1− βn)∇f(Swn) = ∇f(kn)− βn∇f(wn), we obtain that {∇f(Swn)} is bounded.
In a similar way as above, from (2.4), (2.5), (3.3) and Lemma 2.7, there exists a
number r2 = sup

n
{‖∇f(wn)‖, ‖∇f(Swn)‖} such that

Df(û, kn) ≤ Df (û, xn)− βn(1 − βn)ρ
∗
r2
(‖∇f(wn)−∇f(Swn)‖), (3.10)

Now, from (3.7) and (3.8), we have

Df (û, xn+1) ≤αn,1Df(û, u) + αn,2Df (û, xn) + (αn,3 + αn,4)Df (û, xn)

− (αn,3 + αn,4)γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

=αn,1Df(û, u) + (1 − αn,1)Df (û, xn)

− (αn,3 + αn,4)γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖). (3.11)

Also, it is implied from (3.7) and (3.9) that

Df (û, xn+1) ≤αn,1Df(û, u) + (1 − αn,1)Df (û, xn)

− (αn,3 + αn,4)γn,1γn,2ρ
∗
r1
(‖∇f(vn)−∇f(zn)‖). (3.12)

Moreover, from (2.7), (3.3), (3.6), part (iii) of Lemma 2.6 and (3.10), we obtain

Df (û, xn+1) ≤Df (û, hn)

≤αn,1Df (û, u) + αn,2Df (û, xn) + αn,3Df (û, un) + αn,4Df (û, kn)

≤αn,1Df (û, u) + (1− αn,1)Df (û, xn)

− αn,4βn(1− βn)ρ
∗
r2
(‖∇f(wn)−∇f(Swn)‖). (3.13)

From (2.7), (3.2), Lemma 2.10 and the Bregman nonexpansiveness of S, we have

Df (û, wn) ≤γn,1Df (û, vn) + γn,2Df (û, zn) + γn,3Df (û, Szn)

≤γn,1Df (û, xn) + (γn,2 + γn,3)Df (û, zn)

≤γn,1Df (û, xn) + (γn,2 + γn,3)
(

Df (û, xn)

− (1− λnc1)Df (yn, xn)− (1 − λnc2)Df (zn, yn)
)

=Df (û, xn)− (γn,2 + γn,3)
(

(1 − λnc1)Df (yn, xn)

+ (1− λnc2)Df (zn, yn)
)

. (3.14)

From (3.7) and (3.14), we have

Df (û, xn+1) ≤αn,1Df (û, u) + αn,2Df (û, xn) + (αn,3 + αn,4)Df (û, wn)

≤αn,1Df (û, u) + αn,2Df (û, xn) + (αn,3 + αn,4)
[

Df (û, xn)

− (γn,2 + γn,3)
(

(1− λnc1)Df (yn, xn) + (1− λnc2)Df (zn, yn)
)]

=αn,1Df (û, u) + (1− αn,1)Df (û, xn)− (αn,3 + αn,4)(γn,2

+ γn,3)
(

(1− λnc1)Df (yn, xn) + (1 − λnc2)Df (zn, yn)
)

.
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Thus it follows that

(αn,3 + αn,4)(γn,2 + γn,3)(1−λnc1)Df (yn, xn)

≤αn,1Df (û, u) +Df (û, xn)−Df (û, xn+1)

− (αn,3 + αn,4)(γn,2 + γn,3)(1− λnc2)Df (zn, yn).
(3.15)

Now by (2.5), (2.6), (2.7), (3.3), (3.5), (3.6) and the part (iii) of Lemma 2.6, we
conclude that

Df(û, xn+1) ≤Df(û,∇f
∗(αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn))

=Vf (û, αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn))

≤Vf (û, αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn)

− αn,1(∇f(u)−∇f(û))) + αn,1〈hn − û,∇f(u)−∇f(û)〉

=Vf (û, αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn) + αn,1∇f(û))

+ αn,1〈hn − û,∇f(u)−∇f(û)〉

=Df(û,∇f
∗(αn,1∇f(û) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn)))

+ αn,1〈hn − û,∇f(u)−∇f(û)〉

≤αn,1Df (û, û) + αn,2Df(û, xn) + αn,3Df(û, un) + αn,4Df(û, kn)

+ αn,1〈hn − û,∇f(u)−∇f(û)〉

≤αn,2Df (û, xn) + αn,3Df (û, xn) + αn,4Df (û, xn)

+ αn,1〈hn − û,∇f(u)−∇f(û)〉

=(1− αn,1)Df (û, xn) + αn,1〈hn − û,∇f(u)−∇f(û)〉. (3.16)

Also, from (2.7), we have

Df(wn, hn) ≤αn,1Df (wn, u) + αn,2Df (wn, xn) + αn,3Df (wn, un) + αn,4Df(wn, kn)

≤αn,1Df (wn, u) + αn,2Df (wn, xn) + αn,3Df (wn, un)

+ αn,4

(

βnDf (wn, wn) + (1− βn)Df (wn, Swn)
)

≤αn,1Df (wn, u) + αn,2Df (wn, xn) + αn,3Df (wn, un)

+ αn,4(1− βn)Df (wn, Swn). (3.17)

We now consider the following two possible cases.

Case1

There exists some n0 ∈ N such that {Df (û, xn)} is nonincreasing for all n ≥ n0.
Therefore, lim

n→∞
Df (û, xn) exists andDf (û, xn)−Df(û, xn+1)→ 0 as n→∞. From

(3.15), the conditions (i), (ii) and (iii), it follows that Df (yn, xn) → 0 as n → ∞,
then by Lemma 2.2 and boundedness of {xn}, we obtain

lim
n→∞

‖yn − xn‖ = 0. (3.18)

In a similar way, from (3.15), we have

lim
n→∞

‖zn − yn‖ = 0. (3.19)
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By (3.18) and (3.19), we have

lim
n→∞

‖zn − xn‖ = 0. (3.20)

It follows from (3.18) that the sequence {yn} is bounded. Next, from (3.11) and
the condition (i), we have

(αn,3 + αn,4)γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

≤αn,1Df (û, u) + (1− αn,1)Df (û, xn)−Df (û, xn+1)

≤αn,1Df (û, u) +Df(û, xn)−Df (û, xn+1)→ 0, as n→∞.

(3.21)

Hence, it follows from the conditions (i) and (ii) that lim
n→∞

ρ∗r1(‖∇f(zn)−∇f(Szn)‖) =

0. Furthermore, we claim that lim
n→∞

‖∇f(zn) − ∇f(Szn)‖ = 0. If not, there ex-

ist a subsequence {nm} of {n} and a positive number ǫ1 such that ‖∇f(znm
) −

∇f(Sznm
)‖ ≥ ǫ1. Therefore ρ∗r1(‖∇f(znm

)−∇f(Sznm
)‖) ≥ ρ∗r1(ǫ1) for all m ∈ N,

because ρ∗r1 is nondecreasing. Letting m→∞, we conclude that ρ∗r1(ǫ1) ≤ 0 which
is a contradiction to the uniform convexity of f∗ on bounded subsets of X∗. There-
fore lim

n→∞
‖∇f(zn) − ∇f(Szn)‖ = 0. By Proposition 3 and Lemma 2.3, ∇f∗ is

uniformly norm-to-norm continuous on bounded subsets of X∗. Then

lim
n→∞

‖zn − Szn‖ = 0. (3.22)

From (3.12) and (3.13), the conditions (ii), (iv) and a similar technique as in the
above, we have

lim
n→∞

‖vn − zn‖ = 0 & lim
n→∞

‖wn − Swn‖ = 0. (3.23)

Now, since {xn} is bounded and X is reflexive, then by [27, Theorem 1.2.14],
there exists a subsequence {xnm

} of {xn} and a point q ∈ X such that xnm
⇀ q.

Therefore by (3.20), znm
⇀ q. Using (3.22), we obtain q ∈ F̂ (S) = F (S).

Next, we show that q ∈ EP (g). For this purpose, let x, y ∈ int domf . We
prove that ∇f(x) −∇f(y) ∈ ∂1Df (x, y) which ∂1Df (x, y) is the subdifferential of
Df(x, y) at the first component. We let ϑ := ∇f(x)−∇f(y). Note that

0 ≥ −Df (z, x) =f(x)− f(z)− 〈x− z,∇f(x)〉

=f(x)− f(z)− 〈x− z,∇f(y)〉 − 〈x − z, ϑ〉

=f(x)− f(z)− 〈x− y,∇f(y)〉 − 〈y − z,∇f(y)〉 − 〈x− z, ϑ〉

=f(x)− f(y)− 〈x− y,∇f(y)〉+ f(y)− f(z)

− 〈y − z,∇f(y)〉 − 〈x− z, ϑ〉

=Df (x, y)−Df (z, y)− 〈x− z, ϑ〉,

for all z ∈ domf . Then

Df(x, y) + 〈z − x, ϑ〉 ≤ Df (z, y),

for all z ∈ domf . Therefore, ∇f(x)−∇f(y) = ϑ ∈ ∂1Df(x, y). On the other hand,
using the fact that Df (., x) is convex, differentiable and lower semicontinuous on
int domf , it follows from Proposition 1 that ∂1Df (x, y) = {∇f(x)−∇f(y)}. Since
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yn = argmin{λng(xn, y) +Df(y, xn) : y ∈ C}, from the condition A5, Lemmas 2.8
and 2.9, it follows that

0 ∈ ∂{λng(xn, yn) +Df (yn, xn)}+NC(yn)

=λn∂2g(xn, yn) + ∂1Df (yn, xn) +NC(yn).

Hence, there exist ζn ∈ ∂2g(xn, yn) and ηn ∈ NC(yn) such that

λnζn +∇f(yn)−∇f(xn) + ηn = 0. (3.24)

Since ηn ∈ NC(yn), then

〈yn − z, ηn〉 ≥ 0, ∀z ∈ C, (3.25)

from (3.24) and (3.25), we have

0 ≤ 〈yn − z,− λnζn −∇f(yn) +∇f(xn)〉

=λn〈z − yn, ζn〉 − 〈yn − z,∇f(yn)−∇f(xn)〉,

for all z ∈ C. Therefore

〈yn − z,∇f(yn)−∇f(xn)〉 ≤ λn〈z − yn, ζn〉. (3.26)

Moreover, since ζn ∈ ∂2g(xn, yn), then

g(xn, yn)− g(xn, z) ≤ 〈yn − z, ζn〉, (3.27)

for all z ∈ C. Now, from (3.26) and (3.27), we have

1

λn

[〈yn − z,∇f(yn)−∇f(xn)〉] ≤ g(xn, z)− g(xn, yn),

for all z ∈ C. Now, substituting nm instead of n in the above, we conclude that

1

λnm

[〈ynm
− z,∇f(ynm

)−∇f(xnm
)〉] ≤ g(xnm

, z)− g(xnm
, ynm

), (3.28)

for all z ∈ C. From (3.18), (3.28), Lemma 2.1, the conditions (iii), A4 and the fact
that xnm

⇀ q as m→∞, we have that g(q, z) ≥ 0 for all z ∈ C, then from A2, we
have g(z, q) ≤ 0, for all z ∈ C, i.e., q ∈ EP (g).

Now, we show that q ∈ F (Resfϕ). Since {un} is bounded, hence {∇f(un)} is
bounded. Let r3 = sup

n
{‖∇f(u)‖, ‖∇f(xn)‖, ‖∇f(un)‖, ‖∇f(kn)‖}. Then by (2.4),
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(2.5), (3.3), (3.5), (3.6) and Lemmas 2.6, 2.7, we have

Df(û, xn+1) ≤Df(û, hn)

=Vf (û, αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4f(kn))

=f(û)− 〈û, αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn)〉

+ f∗(αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,3∇f(kn))

≤f(û)− αn,1〈û,∇f(u)〉 − αn,2〈û,∇f(xn)〉 − αn,3〈û,∇f(un)〉

− αn,4〈û,∇f(kn)〉 + αn,1f
∗(∇f(u)) + αn,2f

∗(∇f(xn))

+ αn,3f
∗(∇f(un)) + αn,4f

∗(∇f(kn))

− αn,2αn,3ρ
∗
r3
(‖∇f(xn)−∇f(un)‖)

=αn,1Vf (û,∇f(u)) + αn,2Vf (û,∇f(xn)) + αn,3Vf (û,∇f(un))

+ αn,4Vf (û,∇f(kn))− αn,2αn,3ρ
∗
r3
(‖∇f(xn)−∇f(un)‖)

=αn,1Df (û, u) + αn,2Df(û, xn) + αn,3Df(û, un) + αn,4Df (û, kn)

− γn,2γn,3ρ
∗
r1
(‖∇f(zn)−∇f(Szn)‖)

≤αn,1Df (û, u) + (1− αn,1)Df (û, xn)

− αn,2αn,3ρ
∗
r3
(‖∇f(xn)−∇f(un)‖). (3.29)

Hence, it follows from the condition (i) and a similar technique as (3.22) that

lim
n→∞

‖xn − un‖ = 0. (3.30)

Note {xn}, {zn} are bounded and ∇f is bounded on bounded subsets of X and also
∇f∗ is bounded on bounded subsets of X∗. Then consequently {wn} is bounded.
In a similar way, it follows that {kn} and {hn} are bounded.

From Lemma 2.4, the inequalities (2.3), (3.22) and (3.23), we have

lim
n→∞

Df (zn, vn) = 0, lim
n→∞

Df(zn, Szn) = 0, lim
n→∞

Df(wn, Swn) = 0, (3.31)

also from (2.7), we have

Df (zn, wn) ≤ γn,1Df (zn, vn) + γn,2Df(zn, zn) + γn,3Df (zn, Szn),

so from (3.31), we obtain that

lim
n→∞

Df (zn, wn) = 0.

Now, from Lemma 2.2, we conclude that

lim
n→∞

‖zn − wn‖ = 0. (3.32)

By Lemma 2.4, the inequalities (3.20), (3.30) and (3.32), we obtain that

lim
n→∞

Df(wn, xn) = 0, lim
n→∞

Df(wn, un) = 0. (3.33)

Then, as the above, we have

lim
n→∞

‖un − wn‖ = 0.

Therefore, from Lemma 2.1, it is implied that

lim
n→∞

‖∇f(un)−∇f(wn)‖ = 0. (3.34)
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From (3.30) and xnm
⇀ q, we obtain that unm

⇀ q. Since un = Resfϕwn, then we
have

ϕ(un, y) + 〈∇f(un)−∇f(wn), y − un〉 ≥ 0, ∀ y ∈ C.

Now, substituting nm instead of n in the above, we conclude that

ϕ(unm
, y) + 〈∇f(unm

)−∇f(wnm
), y − unm

〉 ≥ 0, ∀ y ∈ C.

By (B2), we obtain

〈∇f(unm
)−∇f(wnm

), y − unm
〉 ≥ −ϕ(unm

, y) ≥ ϕ(y, unm
), ∀ y ∈ C. (3.35)

Now, we know from (B4) that ϕ(x, .) is convex and lower semicontinuous. Then
from [1, Propositions 1.9.13 and 2.5.2], it is also weakly lower semicontinuous.
Hence, letting m→∞, we conclude from (3.34) and (3.35) that ϕ(y, q) ≤ 0 for all
y ∈ C. Then from (2.9), q ∈ EP (ϕ). So by the condition (iii) of Lemma 2.13, we
have that q ∈ F (Resfϕ). Therefore q ∈ Ω.

It follows from (3.17), (3.31), (3.33), the boundedness of {Df(wn, u)} and the
conditions (i), (iv) that limn→∞ Df (wn, hn) = 0. Hence, from Lemma 2.2 and the
boundedness of {hn}, we have

lim
n→∞

‖wn − hn‖ = 0.

Then from (3.20), (3.32) and the above, we obtain

lim
n→∞

‖xn − hn‖ = 0. (3.36)

Now, we show that lim supn→∞〈hn−û,∇f(u)−∇f(û)〉 ≤ 0. Since {xn} is bounded,
we conclude that there exists a subsequence {xnk

} of {xn} which

lim sup
n→∞

〈xn − û,∇f(u)−∇f(û)〉 = lim
k→∞

〈xnk
− û,∇f(u)−∇f(û)〉.

Since {xnk
} is bounded then there exists a subsequence {xnki

} of {xnk
} that con-

verges weakly to some κ ∈ Ω. Without loss of generality, we can assume that
xnk

⇀ κ. Then from Lemma 2.6, we have that

lim sup
n→∞

〈xn − û,∇f(u)−∇f(û)〉 = 〈κ− û,∇f(u)−∇f(û)〉 ≤ 0. (3.37)

Next, It follows from (3.36) and (3.37) that

lim sup
n→∞

〈hn − û,∇f(u)−∇f(û)〉 = lim sup
n→∞

〈xn − û,∇f(u)−∇f(û)〉 ≤ 0. (3.38)

Therefore, from (3.16), (3.38) and Lemma 2.11, we have lim
n→∞

Df(û, xn) = 0. There-

fore from Lemma 2.2, xn → û as n→∞.

Case2

There exists a subsequence {nj} of {n}, such that

Df(û, xnj
) < Df (û, xnj+1),

for all j ∈ N. Hence, from Lemma 2.12, there exists a subsequence {mk} ⊂ N, such
that mk →∞ and the following properties are satisfied:

Df(û, xmk
) ≤ Df (û, xmk+1) and Df(û, xk) ≤ Df (û, xmk+1), (3.39)
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for all k ∈ N. From (3.15), we have

(αmk,3 + αmk,4)(γmk,2 + γmk,3)(1− λmk
c1)Df (ymk

, xmk
)

≤αmk,1Df (û, u) +Df(û, xmk
)−Df (û, xmk+1)

− (αmk,3 + αmk,4)(γmk,2 + γmk,3)(1− λmk
c2)Df (zmk

, ymk
),

for all k ∈ N. Then using (3.39), the conditions (i), (ii) and (iii), it follows that
Df(ymk

, xmk
) → 0 as k → ∞. So by Lemma 2.2 and the boundedness of {xmk

},
we obtain

lim
n→∞

‖ymk
− xmk

‖ = 0.

In a similar way, from (3.15), we have

lim
k→∞

‖ymk
− zmk

‖ = 0.

Now proceeding with the same argument as in Case 1, we conclude that

lim sup
k→∞

〈hmk
− û,∇f(u)−∇f(û)〉

= lim sup
k→∞

〈xmk
− û,∇f(u)−∇f(û)〉 ≤ 0. (3.40)

Also, from (3.16) and (3.39), we obtain

Df(û, xmk+1)

≤(1− αmk,1)Df (û, xmk
) + αmk,1〈hmk

− û,∇f(u)−∇f(û)〉

≤(1− αmk,1)Df (û, xmk+1) + αmk,1〈hmk
− û,∇f(u)−∇f(û)〉,

hence,

Df (û, xmk+1) ≤ 〈hmk
− û,∇f(u)−∇f(û)〉.

Then, it follows from (3.39) that

Df (û, xk) ≤ Df (û, xmk+1) ≤ 〈hmk
− û,∇f(u)−∇f(û)〉. (3.41)

From (3.40) and (3.41), we conclude that lim
k→∞

Df (û, xk) = 0. Therefore from

Lemma 2.2, xk → û as k →∞. This completes the proof. �

4. Applications and numerical examples

The following theorem will be concluded from theorem 3.1.

Theorem 4.1. Let C be a nonempty closed convex subset of a real reflexive Banach
space X, and let f : X → R be an admissible, strongly coercive Legendre function
which is bounded, uniformly Fréchet differentiable and totally convex on bounded
subsets of X. Let g : C × C → R be a bifunction satisfying A1-A5. Assume
that S : C → C is a Bregman nonexpansive mapping with F̂ (S) = F (S). Let
Ω = F (S) ∩ EP (g) 6= ∅. Suppose that {xn} is a sequence generated by x1 ∈ C,
u ∈ X and
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yn = argmin{λng(xn, y) +Df(y, xn) : y ∈ C},
zn = argmin{λng(yn, y) +Df (y, xn) : y ∈ C},

vn = ∇f∗(δn∇f(
←−−−
Proj

f
Cxn) + (1− δn)∇f(

←−−−
Proj

f
Czn)),

wn = ∇f∗(γn,1∇f(vn) + γn,2∇f(zn) + γn,3∇f(Szn)),

un =
←−−−
Proj

f
Cwn,

kn = ∇f∗(βn∇f(wn) + (1− βn)∇f(Swn)),
hn = ∇f∗(αn,1∇f(u) + αn,2∇f(xn) + αn,3∇f(un) + αn,4∇f(kn)),

xn+1 =
←−−−
Proj

f
Chn.

(4.1)

where {δn} ⊂ (0, 1) and {αn,i}4i=1, {βn} and {λn} satisfy the following conditions:

(i) {αn,i} ⊂ (0, 1),
∑4

i=1 αn,i = 1, limn→∞ αn,1 = 0, Σ∞
n=1αn,1 =∞, lim infn→∞ αn,iαn,j >

0 for all i 6= j and 2 ≤ i, j ≤ 3.
(ii) {γn,i} ⊂ (0, 1), γn,1 + γn,2 + γn,3 = 1, lim infn→∞ γn,iγn,j > 0 for all i 6= j

and 1 ≤ i, j ≤ 3.
(iii) {λn} ⊂ [a, b] ⊂ (0, p), where p = min{ 1

c1
, 1
c2
}, c1, c2 are the Bregman-

Lipschitz coefficients of g.
(iv) {βn} ⊂ (0, 1), lim infn→∞ βn(1 − βn) > 0.

Then, the sequence {xn} converges strongly to
←−−−
Proj

f
Ωu.

Proof. Putting ϕ(x, y) = 0 for all x, y ∈ C in Theorem 3.1, by Lemma 2.6, we have

Resfϕ =
←−−−
Proj

f
C , un =

←−−−
Proj

f
Cwn and F (Resfϕ) = C. �

Example 4.2. Let X = R, C = [0, 2], f(.) = 1
2‖.‖

2 and define the bifunction
g : C × C → R by

g(x, y) := 16y2 + 9xy − 25x2,

for all x, y ∈ C. Next, g satisfies the conditions A1 - A6 as follows:
(A1) g is monotone:

g(x, y) + g(y, x) = 16y2 + 9xy − 25x2 + 16x2 + 9xy − 25y2 = −9(x− y)2 ≤ 0,

for all x, y ∈ C.
(A2) g is pseudomonotone, for all x, y ∈ C, because g is monotone.
(A3) g is Bregman-Lipschitz-type continuous with c1 = c2 = 9:

g(x, y) + g(y, z)− g(x, z) = 16y2 + 9xy − 25x2

+ 16z2 + 9yz − 25y2 − 16z2 − 9xz + 25x2

=− 9(y2 − xy − yz + xz)

=−
9

2
(y2 − 2xy + x2 + y2 − 2yz + z2 − x2 + 2xz − z2)

=− 9Df(x, y)− 9Df (y, z) + 9Df(x, z)

≥− 9Df(x, y)− 9Df (y, z). (4.2)

(A4) Note since C ⊆ R is weakly compact we need only show that g : C × C → R

is weakly sequentially continuous. Let x, y ∈ C and let {xn} and {yn} be two
sequences in C converging weakly to x and y, respectively (note the weak and strong
convergence in R are equivalent), and then

lim
n→∞

g(xn, yn) = lim
n→∞

16y2n + 9xnyn − 25x2
n = 16y2 + 9xy − 25x2 = g(x, y).
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(A5) Note g(x, .) is convex, lower semicontinuous and subdifferentiable on C for
every fixed x ∈ C.
(A6) Note

lim sup
t→0

g(tx+ (1− t)y, z) =

lim sup
t→0

[16z2 + 9(tx+ (1− t)y)z − 25(tx+ (1− t)y)2]

= g(y, z), (4.3)

for each x, y, z ∈ C. Define S : C → C by S(x) = x
3 , for all x ∈ C. Hence,

F (S) = {0} and

Df (Sx, Sy) = Df(
x

3
,
y

3
)

=f(
x

3
)− f(

y

3
)− 〈

x

3
−

y

3
,
y

3
〉

=
x2

18
−

y2

18
−

xy

9
+

y2

9

=
1

18
(x− y)2 ≤

1

2
(x − y)2 = Df (x, y),

for all x, y ∈ C. Therefore S is Bregman nonexpansive. Let p ∈ ˆF (S) then C

contains a sequence {xn} such that xn ⇀ p and lim
n→∞

(Sxn − xn)) = 0, then p = 0.

So F̂ (S) = {0} = F (S). Now, define the bifunction ϕ : C × C → R by ϕ(x, y) = 0
for all x, y ∈ C. It is clear that ϕ satisfies the conditions B1 − B4. By Lemma

2.6, we conclude that Resfϕ = Proj
f
C . Now, if λn = 1

32 by definition of yn in our
algorithm, we have

yn = argmin{
1

32
g(xn, y) +Df (y, xn) : y ∈ C},

therefore, yn = 23
64xn. Similarly

zn = argmin{
1

32
g(yn, y) +Df (y, xn) : y ∈ C},

hence, zn = 1841
(64)2xn. Also vn = δnPCxn + (1 − δn)PCzn, wn = γn,1vn + γn,2zn +

1
3γn,3zn, un = PCwn, kn = βnwn + (1 − βn)

1
3wn = (13 + 2

3βn)wn, hn = αn,1u +

αn,2xn + αn,3un + αn,4kn and xn+1 = PChn. We choose αn,1 = 1
4n , αn,2 = αn,3 =

αn,4 = 1
3 −

3
4n , βn = 1

2 + 1
n
, δn = 1

2 and γn,1 = γn,2 = γn,3 = 1
3 . See the table ??

and Figure ?? with the initial point x1 = 5 of the sequence {xn}.
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