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Abstract
We investigate the problem of online convex optimization with unknown delays, in which 
the feedback of a decision arrives with an arbitrary delay. Previous studies have presented 
delayed online gradient descent (DOGD), and achieved the regret bound of O(

√

D) by only 
utilizing the convexity condition, where D ≥ T  is the sum of delays over T rounds. In this 
paper, we further exploit the strong convexity to improve the regret bound. Specifically, we 
first propose a variant of DOGD for strongly convex functions, and establish a better regret 
bound of O(d log T) , where d is the maximum delay. The essential idea is to let the learn-
ing rate decay with the total number of received feedback linearly. Furthermore, we extend 
the strongly convex variant of DOGD and its theoretical guarantee to the more challenging 
bandit setting by combining with the classical (n + 1)-point and two-point gradient estima-
tors, where n is the dimensionality. To the best of our knowledge, this is the first work that 
solves online strongly convex optimization under the general delayed setting.

Keywords  Online optimization · Strongly convex · Unknown delays · Bandit

1  Introduction

Online convex optimization (OCO) is a prominent paradigm for sequential decision mak-
ing, which has been successfully applied to many tasks such as portfolio selection (Blum 
and Kalai , 1999; Agarwal et  al. , 2006) and online advertisement (McMahan et  al. , 
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2013; He et al. , 2014). At each round t, a player selects a decision �t from a convex set 
X ⊆ ℝ

n , where n is the dimensionality. Then, an adversary chooses a convex loss func-
tion ft(�) ∶ X ↦ ℝ , and incurs a loss ft(�t) to the player. The performance of the player is 
measured by the regret RT =

∑T

t=1
ft(�t) −min�∈X

∑T

t=1
ft(�) , which is the gap between the 

cumulative loss of the player and an optimal fixed decision. Online gradient descent (OGD) 
proposed by Zinkevich (2003) is a standard method for minimizing the regret. For convex 
functions, Zinkevich (2003) showed that OGD attains an O(

√

T) regret bound. If the func-
tions are strongly convex, Hazan et al. (2007) proved that OGD can achieve a better regret 
bound of O(logT) . The O(

√

T) and O(logT) bounds have been proved to be minimax opti-
mal for convex and strongly convex functions, respectively (Abernethy et al. , 2008).

However, the standard OCO assumes that the loss function ft(�) is revealed to the player 
immediately after making the decision �t , which does not account for the possible delay 
between the decision and feedback in various practical applications. For example, in online 
advertisement, the decision is about the strategy of serving an ad to a user, and the feed-
back required to update the decision usually is whether the ad is clicked or not (McMahan 
et al. , 2013). But, after seeing the ad, the user may take some time to give feedback. More-
over, there may not exist a button for the negative feedback, which is not determined unless 
the user does not click the ad after a sufficiently long period (He et al. , 2014).

To address the above challenge, Quanrud and Khashabi (2015) proposed delayed OGD 
(DOGD) for OCO with unknown delays, and attained the O(

√

D) regret bound, where 
D ≥ T  is the sum of delays over T rounds. Similar to OGD, in each round t, DOGD queries 
the gradient ∇ft(�t) , but according to the delayed setting, it will be received at the end of 
round t + dt − 1 where dt ≥ 1 is an unknown integer. By the same token, gradients queried 
in previous rounds may be received at the end of round t, and DOGD updates the deci-
sion �t with the sum of received gradients. Recently, Li et al. (2019) further considered the 
bandit setting, in which only the function value is available to the player. They proposed 
delayed bandit gradient descent (DBGD) with O(

√

D) regret bound. Specifically, DBGD 
queries each function ft(�) at n + 1 points, and approximates the gradient by applying the 
(n + 1)-point gradient estimator (Agarwal et al. , 2010) to each received feedback. At the 
end of round t, different from DOGD that only updates the decision �t once, DBGD repeat-
edly updates the decision �t with each approximate gradient.

While DOGD and DBGD can handle unknown delays for the full information and ban-
dit settings respectively, it remains unclear whether the strong convexity of loss functions 
can be utilized to achieve a better regret bound. We notice that Khashabi et al. (2016) have 
tried to exploit the strong convexity for DOGD, but failed because they discovered mis-
takes in their proof. In this paper, we provide an affirmative answer by proposing a vari-
ant of DOGD for strongly convex functions, namely DOGD-SC, which achieves a regret 
bound of O(d log T) , where d is the maximum delay. To this end, we refine the learning rate 
used in the original DOGD with a new one that decays with the total number of received 
feedback linearly, which is able to exploit the strong convexity. For a small d = O(1) , our 
O(d log T) regret bound is significantly better than the O(

√

D) regret bound established by 
only using the convexity condition.

Furthermore, we extend our DOGD-SC and its theoretical guarantee to the bandit set-
ting. First, for the bandit setting with unknown delays, we combine DOGD-SC with the 
(n + 1)-point gradient estimator (Agarwal et al. , 2010), and also obtain a regret bound of 
O(d log T) for strongly convex functions, which is better than the O(

√

D) regret bound of 
DBGD (Li et al. , 2019). Moreover, in each round, our method only updates the decision 
once with the sum of approximate gradients, which could be more efficient than DBGD. 
Second, if each delayed feedback is time-stamped when it is received, we show that 
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combining DOGD-SC with the two-point gradient estimator (Agarwal et al. , 2010) is suf-
ficient to achieve an expected regret bound of O(d log T) for strongly convex functions, 
which requires significantly less information than the (n + 1)-point gradient estimator.

2 � Related work

In this section, we briefly review the related work about OCO with delayed feedback, in 
which the feedback for the decision �t is received at the end of round t + dt − 1.

2.1 � The standard OCO

If dt = 1 for all t ∈ [T] , OCO with delayed feedback is reduced to the standard OCO, in 
which various algorithms have been proposed to minimize the regret under the full infor-
mation and bandit settings (Shalev-Shwartz , 2011; Hazan , 2016; Zhang et al. , 2018; Wan 
et al. , 2021a). In the full information setting, by using the gradient of each function, the 
standard OGD achieves O(

√

T) and O(logT) regret bounds for convex (Zinkevich , 2003) 
and strongly convex functions (Hazan et al. , 2007), respectively. Moreover, adaptive vari-
ants of OGD have also been proposed for convex (Duchi et al. , 2011) and strongly convex 
functions (Wang et al. , 2020), which can enjoy data-dependent regret bounds. For the ban-
dit setting, Flaxman et al. (2005) first proposed to approximate the gradient by querying 
the function at one point, and established an expected regret bound of O(T3∕4) for convex 
functions. Later, Agarwal et  al. (2010) improved the expected regret bound of using the 
one-point gradient estimator to O(T2∕3 log1∕3 T) for strongly convex functions. Further-
more, they proposed to approximate the gradient by querying the function at two points or 
n + 1 points, and showed that combining OGD with these multi-point gradient estimators 
can attain O(

√

T) and O(logT) regret bounds for convex and strongly convex functions, 
respectively.

2.2 � OCO with fixed and known delays

To handle the case that each feedback arrives with a fixed and known delay d, i.e., dt = d 
for all t ∈ [T] , Weinberger and Ordentlich (2002) divide the total T rounds into d subsets 
T1,⋯ , Td , where Ti = {i, i + d, i + 2d,⋯} ∩ [T] for i = 1,⋯ , d . Over rounds in the subset 
Ti , they maintain an instance Ai of a base algorithm A . If the base algorithm A enjoys a 
regret bound of RA(T) for the standard OCO, Weinberger and Ordentlich (2002) showed 
that their method attains a regret bound of dRA(T∕d) . By setting the base algorithm A as 
OGD, the regret bounds could be O(

√

dT) for convex functions and O(d log T) for strongly 
convex functions, respectively. However, since this method needs to maintain d instances 
in total, the space complexity is d times as much as that of the base algorithm. By contrast, 
Langford et al. (2009) proposed a more efficient method by simply performing the gradi-
ent descent step with a delayed gradient, and also achieved the O(

√

dT) and O(d log T) 
regret bounds for convex and strongly convex functions, respectively. Moreover, Shamir 
and Szlak (2017) combined the fixed delay with the local permutation setting, in which 
the order of the functions can be modified by a distance of at most M. When M ≥ d , they 
improved the regret bound to O(

√

T(1 +
√

d2∕M)) for convex functions.
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2.3 � OCO with arbitrary but time‑stamped delays

Several previous studies considered another delayed setting, in which each feedback could be 
delayed by arbitrary rounds, but is time-stamped when it is received. Specifically, Mesterharm 
(2005) focused on the online classification problem, and analyzed the bound for the number 
of mistakes. Joulani et al. (2013) further proposed to solve OCO under this delayed setting by 
extending the method of Weinberger and Ordentlich (2002). However, similar to Weinberger 
and Ordentlich (2002), the method proposed by Joulani et al. (2013) needs to maintain multi-
ple instances of a base algorithm, which could be prohibitively resource-intensive. Recently, 
if each delay dt grows as o(t� ) for some known 𝛾 < 1 , Héliou et al. (2020) employed the one-
point gradient estimator (Flaxman et al. , 2005) to propose a new method for the bandit set-
ting, and established an expected regret bound of Õ(T3∕4 + T2∕3+𝛾∕3) for convex functions.

2.4 � OCO with unknown delays

Furthermore, Quanrud and Khashabi (2015) considered a more general delayed setting, in 
which each feedback could be delayed arbitrarily and the time stamp of each feedback could 
also be unknown, and proposed an efficient method called DOGD. The main idea of DOGD 
is to query the gradient ∇ft(�t) at each round t, and update the decision �t with the sum of 
those gradients queried at the set of rounds Ft = {k|k + dk − 1 = t} . Different from Joulani 
et al. (2013), DOGD enjoys the O(

√

D) regret bound without any assumption about delays, 
where D ≥ T is the sum of delays over T rounds. Khashabi et al. (2016) tried to improve the 
regret bound of DOGD for strongly convex functions, but did not provide a rigorous analysis. 
Recently, Li et al. (2019) proposed DBGD to handle the bandit setting. In each round t, DBGD 
queries the function ft(�) at n + 1 points, and repeatedly updates the decision �t with each 
approximate gradient computed by applying the (n + 1)-point gradient estimator (Agarwal et al. 
, 2010) to each feedback received from the set of rounds Ft = {k|k + dk − 1 = t} . DBGD also 
attains a regret bound of O(

√

D) , but needs to update the decision |Ft| times in each round t.
If the feedback of each decision �t is the entire loss function ft(�) , Joulani et al. (2016) 

provided an algorithmic framework for extending a base algorithm to the delayed setting. By 
combining the proposed framework with adaptive online algorithms (McMahan and Streeter 
, 2010; Duchi et al. , 2011), they improved the O(

√

D) regret bound to a data-dependent one. 
If the decision set is unbounded and the order of the received feedback keeps the same as the 
case without delay, an adaptive algorithm and the data-dependent regret bound for the delayed 
setting were already presented by McMahan and Streeter (2014). In the worst case, these data-
dependent regret bounds would reduce to O(

√

D) or O(
√

dT) where d is the maximum delay, 
which cannot benefit from the strong convexity.

Although there are many studies about OCO with unknown delays, it remains unclear 
whether the strong convexity can be utilized to improve the regret bound. This paper provides 
an affirmative answer by establishing the O(d log T) regret bound for strongly convex functions.

3 � Main results

In this section, we first present DOGD-SC, a variant of DOGD for strongly convex functions, 
which improves the regret bound. Then, we extend our DOGD-SC to the bandit setting by com-
bining with the (n + 1) point gradient estimator. Finally, we show that if each delayed feedback 
is time-stamped, the two-point gradient estimator can also be incorporated into our DOGD-SC.
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3.1 � DOGD‑SC with improved regret

Following previous studies (Shalev-Shwartz , 2011; Hazan , 2016), we introduce some com-
mon assumptions.

Assumption 1  Each loss function ft(�) is L-Lipschitz over X  , i.e., for any �, � ∈ X  , 
�ft(�) − ft(�)� ≤ L‖� − �‖ , where ‖ ⋅ ‖ denotes the Euclidean norm.

Assumption 2  Each loss function ft(�) is �-strongly convex over X  , i.e., for any �, � ∈ X  , 
ft(�) ≥ ft(�) + ∇ft(�)

⊤(� − �) +
𝛽

2
‖� − �‖2.

Assumption 3  The radius of the convex decision set X  is bounded by R, i.e., 
‖�‖ ≤ R,∀� ∈ X .

To handle OCO with unknown delays, DOGD (Quanrud and Khashabi , 2015) arbitrarily 
chooses �1 from X  in the initial round. In each round t, it queries the gradient �t = ∇ft(�t) , and 
then receives the gradient queried in the set of rounds Ft = {k|k + dk − 1 = t} . If |Ft| = 0 , 
DOGD keeps the decision unchanged as �t+1 = �t . Otherwise, it updates the decision with the 
sum of gradients received at this round as 

where �X(�) = argmin �∈X‖� − �‖ for any vector � is the projection operation. According 
to Quanrud and Khashabi (2015), DOGD attains a regret bound of O(

√

D) by using a con-
stant learning rate �t = 1∕(L

√

T + D) for all t ∈ [T] , where D ≥ T  is the sum of delays and 
can be estimated on the fly via the standard “doubling trick” (Cesa-Bianchi and Lugosi, 
2006).

However, the constant learning rate cannot utilize the strong convexity of loss functions. In 
the standard OCO where Ft = {t} for any t ∈ [T] , Hazan et al. (2007) have established the 
O(logT) regret bound for �-strongly convex functions by setting �t = 1∕(�t) . A significant 
property of the learning rate is that the inverse of �t is increasing by the modulus of the strong 
convexity of ft(�) per round, i.e., 1

�t+1
−

1

�t
= � . Inspired by this property, we initialize 1

�0
= 0 

and update it as

where |Ft|� is the modulus of the strong convexity of 
∑

k∈Ft
fk(�).

�t+1 = �X

(

�t − �t

∑

k∈Ft

�k

)

1

�t+1
=

1

�t
+ |Ft|�
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Algorithm 1 DOGD-SC
1: Initialization: Choose an arbitrary vector x1 ∈ X and set h0 = 0
2: for t = 1, 2, · · · , T do
3: Query gt = ∇ft(xt)
4: ht = ht−1 + |Ft|β

5: xt+1 =






ΠX



xt −
1
ht k∈Ft

gk



 if |Ft| > 0

xt otherwise
6: end for

Let ht = 1∕�t for t = 0,⋯ , T  . The detailed procedures for strongly convex functions 
are summarized in Algorithm 1, which is named as DOGD for strongly convex func-
tions (DOGD-SC). Let d = max{dt|t = 1,⋯ , T} denote the maximum delay. We estab-
lish the following theorem regarding the regret of Algorithm 1.

Theorem 1  Under Assumptions 1, 2, and 3 , Algorithm 1 satisfies

Remark 1  From Theorem 1, the regret bound of Algorithm 1 is on the order of O(d log T) , 
which is better than the O(

√

D) regret bound established by Quanrud and Khashabi (2015) 
as long as d <

√

D∕ log T  . Moreover, if d = O(1) , our O(d log T) regret bound is on the 
same order as the O(logT) bound for OCO without delay. We note that Khashabi et  al. 
(2016) have tried to use the strong convexity by setting �t =

2

�t|Ft|
 . However, in this way, 

there could exist some rounds such that (t + 1)|Ft+1| ≤ t|Ft| and 

 which makes the proof of their Theorem 3.1 problematic.

Remark 2  In Theorem 1, we have assumed that the decision set X  is bounded. However, in 
OCO without delay, Hazan et al. (2007) established the O(logT) regret bound without the 
boundedness of X  . Therefore, it is natural to ask whether our Theorem 1 can be extended 
to the unconstrained setting with X = ℝ

n . To answer this question, we first note that Hazan 
and Kale (2012) have shown that for a �F-strongly convex function F(�) ∶ X → ℝ and 
�∗ = argmin �∈XF(�) , it holds that

In the unconstrained setting, let F(�) =
∑T

t=1
f (�) and �∗ = argmin �∈ℝnF(�) . Moreo-

ver, without the boundedness of X  , Assumption 1 and 2 cannot hold together. Therefore, 
we first assume that there exists a constant L1 such that ‖∇ft(�)‖ ≤ L1 for all t ∈ [T] and 
Assumption 2 holds. Then, by applying (1), we have

RT ≤

(

6�RL +
5L2

2

)

d

�
(1 + ln T).

1

�t+1
−

1

�t
=

�

2
((t + 1)|Ft+1| − t|Ft|) ≤ 0,

(1)
�F

2
‖� − �∗‖2 ≤ F(�) − F(�∗),∀� ∈ X.
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where the first inequality is due to the fact that F(�) is �T-strongly convex, the second ine-
quality is due to the convexity of F(�) , and the last inequality is due to ‖∇F(�)‖ ≤ L1T  . 
The above inequality implies that ‖�∗‖ ≤

2L1

�
 , i.e., the fixed optimal decision belongs to a 

ball X� =
{

2L1

�
�
|

|

|

� ∈ B
n
}

 , where Bn denotes the unit Euclidean ball centered at the origin 
in ℝn . Therefore, the player only needs to select decisions from the ball X′ , and we can 
reduce the unconstrained problem to a constrained problem over X′ . Then, to apply Theo-
rem 1, we need to assume that each ft(�) is L-Lipschitz over X′ , where L is a constant and 
L ≥ L1 . Finally, by assuming that ‖∇ft(�)‖ ≤ L1 for all t ∈ [T] , Assumption 2 holds, and 
ft(�) is L-Lipschitz over X′ for all t ∈ [T] , it is not hard to verify that performing Algo-
rithm 1 over X′ ensures

where the first inequality is derived by applying Theorem 1 to loss functions that are L-Lip-
schitz and �-strongly convex over X′ . The above result implies that the regret bound for the 
unconstrained setting is also on the order of O(d log T).

Remark 3  Note that in our Algorithm  1 and Theorem  1, we assume that the modulus � 
of the strong convexity is known, which plays a key role in achieving our regret bound. 
We would like to emphasize that this assumption is commonly utilized in previous work 
(Hazan et al. , 2007; Shalev-Shwartz et al. , 2007). Moreover, it is reasonable, because in 
many machine learning tasks, the strong convexity is determined by the manually designed 
regularization. One classical example is the support vector machine problem with the regu-
larization �

2
‖�‖2 (Shalev-Shwartz et al. , 2007).

3.2 � The extension to the bandit setting with unknown delays

To handle the bandit setting, following previous studies (Agarwal et al. , 2010; Saha and 
Tewari , 2011), we further introduce two assumptions, as follows.

Assumption 4  There exists a constant r such that rBn ⊆ X .

Assumption 5  Each loss function ft(�) is �-smooth over X  , i.e., for any �, � ∈ X  , 
ft(�) ≤ ft(�) + ∇ft(�)

⊤(� − �) +
𝛼

2
‖� − �‖2.

In the bandit setting, since only the function value is available to the player instead of the 
gradient, the problem becomes more challenging. Fortunately, Agarwal et al. (2010) have pro-
posed to approximate the gradient by querying the function at two points and n + 1 points. 

‖� − �∗‖2 ≤
2(F(�) − F(�∗))

𝛽T
≤

∇F(�)⊤(� − �∗)

𝛽T

≤
‖∇F(�)‖‖� − �∗‖

𝛽T
≤

2L1‖� − �∗‖

𝛽

RT =

T
∑

t=1

ft(�t) −

T
∑

t=1

ft(�
∗) =

T
∑

t=1

ft(�t) −min
�∈X�

T
∑

t=1

ft(�)

≤

(

12L1L +
5L2

2

)

d

�
(1 + lnT) ≤

29dL2

2�
(1 + ln T)
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To avoid the cost of querying the function many times, one may prefer to adopt the two-point 
gradient estimator. However, as discussed by Li et al. (2019), the two-point gradient estima-
tors would fail in the bandit setting with unknown delays, because it requires the time stamp of 
each feedback, which could be unknown.

As a result, we utilize the (n + 1)-point gradient estimator (Agarwal et al. , 2010) to han-
dle the bandit setting with unknown delays. To this end, we need to make three changes for 
our Algorithm 1. First, at each round t, the player queries the function ft(�) at n + 1 points 
�t, �t + ��1,⋯ , �t + ��n , instead of querying the gradient ∇ft(�t) . In this way, the feedback 
arrives at the end of round t is 

{

{fk(�k + ��i)}
n
i=0

|k + dk − 1 = t
}

 , where �0 is defined as the 
zero vector. According to the (n + 1)-point gradient estimator, we can approximate the gradi-
ent ∇fk(�k) as

for k ∈ Ft . Therefore, the second change is to update �t with the sum of gradients estimated 
from the feedback. Note that our Algorithm 1 only needs to ensure �t ∈ X  , because we only 
query the gradient ∇ft(�t) . However, in the bandit setting, we utilize the (n + 1)-point gradi-
ent estimator, which needs to query the value of ft(�) at points �t, �t + ��1,⋯ , �t + ��n . As 
a result, we further need to ensure that �t + ��1,⋯ , �t + ��n ∈ X  . To satisfy this require-
ment, following Agarwal et al. (2010), the third change is to limit �t in a subset of the origi-
nal decision set X  , which is defined as

for some 0 < 𝛿 < r . Under Assumption 4, for any � ∈ X� and � ∈ S
n , it is not hard to ver-

ify that � + �� ∈ X  , where Sn is the unit sphere. Combining the second and third changes, 
we update the decision as �t+1 = 𝛱X𝛿

�

�t −
1

ht

∑

k∈Ft
�̃k

�

 , if |Ft| > 0 . Note that computing 
�̃k and 

∑

k∈Ft
�̃k does not require the time stamp of each feedback.

Algorithm 2 DOGD-SCn+1

1: Input: A parameter δ > 0
2: Initialization: Choose an arbitrary vector x1 ∈ Xδ and set h0 = 0
3: for t = 1, 2, · · · , T do
4: Query ft(xt), ft(xt + δe1), · · · , ft(xt + δed)
5: ht = ht−1 + |Ft|β

6: xt+1 =






ΠXδ



xt −
1
ht k∈Ft

g̃k



 if |Ft| > 0

xt otherwise
where g̃k = 1

δ
n
i=1(fk(xk + δei)− fk(xk))ei

7: end for

�̃k =
1

𝛿

n
∑

i=1

(fk(�k + 𝛿�i) − fk(�k))�i

X� = (1 − �∕r)X = {(1 − �∕r)�|� ∈ X}
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Algorithm 3 DOGD-SC2

1: Input: A parameter δ > 0
2: Initialization: Choose an arbitrary vector x1 ∈ Xδ and set h0 = 0
3: for t = 1, 2, · · · , T do
4: Sample ut ∼ Sn and query ft(xt + δut), ft(xt − δut)
5: ht = ht−1 + |Ft|β

6: xt+1 =






ΠXδ



xt −
1
ht

k∈Ft

g̃k



 if |Ft| > 0

xt otherwise
where g̃k = n

2δ (fk(xk + δuk)− fk(xk − δuk))uk

7: end for

We summarize the detailed procedures in Algorithm 2, and it is named as a bandit vari-
ant of DOGD-SC with n + 1 queries per round (DOGD-SCn+1 ). Since there are n + 1 deci-
sions selected in each round, we establish the following theorem regarding the average 
regret of Algorithm 2.

Theorem  2  Let � =
c lnT

T
 , where c > 0 is a constant such that 𝛿 < r . Under Assump-

tions 1, 2, 3, 4, and 5 , Algorithm 2 ensures

According to Theorem 2, the regret bound of our Algorithm 2 is also on the order of 
O(d log T) , which is better than the O(

√

D) regret bound of DBGD (Li et al. , 2019) as long 
as d <

√

D∕ log T  . Furthermore, in each round t, DBGD updates |Ft| times to obtain �t+1 , 
which is more expensive than our Algorithm 2.

3.3 � The extension to the bandit setting with time‑stamped delays

In the previous section, we have proposed an algorithm for the bandit setting with unknown 
delays, which requires n + 1 queries per round. To reduce the number of queries, we fur-
ther combine our DOGD-SC with the two-point gradient estimator (Agarwal et al. , 2010), 
which is able to handle the case where the time stamp of each delayed feedback is known.

According to the two-point gradient estimator, in each round t ∈ [T] , the player queries 
ft(�) at two points �t + ��t and �t − ��t , where �t ∈ X� and �t is uniformly at random sam-
pled from the unit sphere Sn.

After receiving the feedback 
{

{

fk(�|k + ��k), fk(�k − ��k)
}

|

|

|

k + dk − 1 = t
}

 , we can 
approximate the gradient ∇fk(�k) by computing

for any k ∈ Ft , which needs to use the time stamp k to match the random vector �k with the 
feedback 

{

fk(�k + ��k), fk(�k − ��k)
}

 . Then, we update �t with the sum 
∑

k∈Ft
�̃k.

1

n + 1

T
∑

t=1

n
∑

i=0

ft(�t + ��i) −min
�∈X

T
∑

t=1

ft(�) ≤ O(d logT).

�̃k =
n

2𝛿
(fk(�k + 𝛿�k) − fk(�k − 𝛿�k))�k
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The detailed procedures are outlined in Algorithm 3, which is named as a bandit variant of 
DOGD-SC with two queries per round (DOGD-SC2 ). Following previous studies (Flaxman 
et al. , 2005; Saha and Tewari , 2011; Wan et al. , 2020), we further assume that the adversary 
is oblivious (i.e., all loss functions are chosen beforehand), and establish the following theo-
rem regarding the expected regret of Algorithms 3.

Theorem 3  Let �t,1 = �t + ��t , �t,2 = �t − ��t , and � =
c lnT

T
 , where c > 0 is a constant such 

that 𝛿 < r . Under Assumptions 1, 2, 3, and 4 , Algorithm 3 ensures

Theorem 3 implies that if each delayed feedback is time-stamped, querying two points per 
round is sufficient to achieve a regret bound of O(d log T) in expectation, which requires sig-
nificantly less information than querying n + 1 points.

4 � Theoretical analysis

In this section, we provide all the proofs for our theoretical guarantees.

4.1 � Proof of Theorem 1

According to Algorithm  1, there could exist some feedback that arrives after the round T 
and is not used to update the decision. However, it is useful for the analysis. Therefore, for 
t ∈ [T + 1, T + d − 1] , we also define Ft = {k|k + dk − 1 = t} , and perform a virtual update 
as

Then, for any t ∈ [T + d − 1] , we define

We also define t� = t + dt − 1 for any t ∈ [T] and s = min
{

t|t ∈ [T + d − 1], |Ft| > 0
}

 . It 
is easy to verify that

Let �∗ = argmin �∈X

∑T

t=1
ft(�) . We have

�

[

1

2

T
∑

t=1

2
∑

i=1

ft(�t,i) −min
�∈X

T
∑

t=1

ft(�)

]

≤ O(d log T).

ht = ht−1 + �Ft�𝛽, �t+1 =

⎧

⎪

⎨

⎪

⎩

𝛱X

�

�t −
1

ht

�

k∈Ft

�k

�

if �Ft� > 0,

�t otherwise.

(2)��
t+1

=

⎧

⎪

⎨

⎪

⎩

�t −
1

ht

�

k∈Ft

�k if �Ft� > 0,

�t otherwise.

(3)∪T+d−1
t=s

Ft = ∪T+d−1
t=1

Ft = [T] and Fi ∩ Fj = �,∀i ≠ j.
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where the first inequality is due to Assumption  2, and the last inequality is due to 
∇ft(�t)

⊤(�t − �t� ) ≤ ‖∇ft(�t)‖‖�t − �t�‖ ≤ L‖�t − �t�‖.
To upper bound the right side of (4), we introduce the following lemma.

Lemma 1  Under Assumptions 1 and 3 , for any � ∈ X  , Algorithm 1 ensures

Combining (4) with Lemma 1, we have

According to the definition of ��
t+1

 , for any t ∈ [T + d − 1] , it holds that

Moreover, since �t+1 = �X(�
�
t+1

) , for any � ∈ X  , we have

Then, it is not hard to verify that

where the second inequality is due to (7), the equality is due to (6), and the last inequality 
is due to

Substituting (8) into (5), we have

(4)

RT =

T
�

t=1

ft(�t) −

T
�

t=1

ft(�
∗)

≤

T
�

t=1

�

∇ft(�t)
⊤(�t − �∗) −

𝛽

2
‖�t − �∗‖2

�

=

T
�

t=1

�

∇ft(�t)
⊤(�t� − �∗) −

𝛽

2
‖�t − �∗‖2

�

+

T
�

t=1

∇ft(�t)
⊤(�t − �t� )

≤

T
�

t=1

�

∇ft(�t)
⊤(�t� − �∗) −

𝛽

2
‖�t − �∗‖2

�

+

T
�

t=1

L‖�t − �t�‖

T
�

t=1

�

∇ft(�t)
⊤(�t� − �) −

𝛽

2
‖�t − �‖2

�

≤

T
�

t=1

3𝛽R‖�t − �t�‖ +

T+d−1
�

t=s

d�Ft�L
2

2ht
.

(5)RT ≤(3�R + L)

T
�

t=1

‖�t − �t�‖ +

T+d−1
�

t=s

d�Ft�L
2

2ht
.

(6)
∑

k∈Ft

∇fk(�k) = ht(�t − ��
t+1

).

(7)‖�t+1 − �‖ ≤ ‖��
t+1

− �‖.

(8)

‖�t� − �t‖ ≤

t�−1
�

i=t

‖�i+1 − �i‖ ≤

t�−1
�

i=t

‖��
i+1

− �i‖

=

t�−1
�

i=max(t,s)

‖

∑

k∈Fi
∇fk(�k)‖

hi
≤

t�−1
�

i=max(t,s)

�Fi�L

hi

(9)
�

�

�

�

�

�

�

k∈Fi

∇fk(�k)

�

�

�

�

�

�

≤

�

k∈Fi

‖∇fk(�k)‖ ≤ �Fi�L.
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Furthermore, we introduce the following lemma.

Lemma 2  Algorithm 1 ensures

Applying Lemma 2, we have

We complete this proof with |Fs| ≥ 1.

4.2 � Proof of lemma 1

First, according to t� = t + dt − 1 for any t ∈ [T] , we have

where the second equality is due to (3), and the last equality is due to k + dk − 1 = t for any 
k ∈ Ft.

Substituting (6) into (10), we have

RT ≤
(

3�RL + L2
)

T
∑

t=1

t�−1
∑

i=max(t,s)

|Fi|

hi
+

T+d−1
∑

t=s

d|Ft|L
2

2ht
.

T
∑

t=1

t�−1
∑

i=max(t,s)

|Fi|

hi
≤ 2d

T+d−1
∑

t=s

|Ft|

ht
and

T+d−1
∑

t=s

|Ft|

ht
≤

1

�

(

1 + ln
T

|Fs|

)

.

RT ≤
(

3�RL + L2
)

2d

T+d−1
∑

t=s

|Ft|

ht
+

T+d−1
∑

t=s

d|Ft|L
2

2ht

≤

(

6�RL +
5L2

2

)

d

�

(

1 + ln
T

|Fs|

)

.

(10)

T
∑

t=1

∇ft(�t)
⊤(�t� − �) =

T
∑

t=1

∇ft(�t)
⊤(�t+dt−1 − �)

=

T+d−1
∑

t=s

∑

k∈Ft

∇fk(�k)
⊤(�k+dk−1 − �)

=

T+d−1
∑

t=s

∑

k∈Ft

∇fk(�k)
⊤(�t − �)
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where the third equality is also due to (6), the first inequality is due to (7) and (9), and the 
last equality is due to ht =

∑t

i=s
�Fi�� for any t ∈ [s, T + d − 1].

Moreover, due to (3), we have

According to Assumption 3, for any �k ∈ X  , it holds that

Combining with (11) and (12), we have

(11)

T
�

t=1

∇ft(�t)
⊤(�t� − �)

=

T+d−1
�

t=s

ht(�t − ��
t+1

)⊤(�t − �)

=

T+d−1
�

t=s

ht

2

�

‖�t − �‖2 − ‖��
t+1

− �‖2 + ‖�t − ��
t+1

‖

2
�

=

T+d−1
�

t=s

ht

2

�

‖�t − �‖2 − ‖��
t+1

− �‖2 +
‖

∑

k∈Ft
∇fk(�k)‖

2

h2t

�

≤

T+d−1
�

t=s

�

ht

2

�

‖�t − �‖2 − ‖�t+1 − �‖2
�

+
�Ft�

2L2

2ht

�

≤

T+d−1
�

t=s+1

‖�t − �‖2
�

ht

2
−

ht−1

2

�

+

T+d−1
�

t=s

�Ft�
2L2

2ht
+

hs

2
‖�s − �‖2

=

T+d−1
�

t=s

�Ft�𝛽

2
‖�t − �‖2 +

T+d−1
�

t=s

�Ft�
2L2

2ht

T
�

t=1

�

2
‖�t − �‖2 =

T+d−1
�

t=s

�

k∈Ft

�

2
‖�k − �‖2.

(12)

‖�t − �‖2 =‖�t − �k‖
2 + ‖�k − �‖2 + 2(�t − �k)

⊤(�k − �)

≤‖�t − �k‖
2 + ‖�k − �‖2 + 2‖�t − �k‖‖�k − �‖

≤6R‖�t − �k‖ + ‖�k − �‖2.
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Since 1 ≤ dk ≤ d , it is easy to verify that for any t ∈ [T + d − 1] and k ∈ Ft,

which implies that

where the first equality is due to k + dk − 1 = t for any k ∈ Ft , and the last equality is due 
to (3) and t� = t + dt − 1 for any t ∈ [T].

4.3 � Proof of lemma 2

Since 1 + d1 − 1 = d1 ≤ d and s = min
{

t|t ∈ [T + d − 1], |Ft| > 0
}

 , we note that s ≤ d . 
If s ≥ T  , we have

where the second inequality is due to t� = t + dt − 1 ≤ T + d − 1 , and the last inequality is 
due to d ≥ s ≥ T .

Otherwise, we have s < T  and

(13)

T
�

t=1

�

∇ft(�t)
⊤(�t� − �) −

𝛽

2
‖�t − �‖2

�

≤

T+d−1
�

t=s

�Ft�𝛽

2
‖�t − �‖2 +

T+d−1
�

t=s

�Ft�
2L2

2ht
−

T+d−1
�

t=s

�

k∈Ft

𝛽

2
‖�k − �‖2

≤

T+d−1
�

t=s

�Ft�𝛽

2
‖�t − �‖2 +

T+d−1
�

t=s

�Ft�
2L2

2ht

+

T+d−1
�

t=s

�

k∈Ft

𝛽

2

�

−‖�t − �‖2 + 6R‖�t − �k‖
�

=

T+d−1
�

t=s

�

k∈Ft

3𝛽R‖�t − �k‖ +

T+d−1
�

t=s

�Ft�
2L2

2ht
.

(14)t − d + 1 ≤ k = t − dk + 1 ≤ t and |Ft| ≤ t − (t − d + 1) + 1 = d

T
�

t=1

�

∇ft(�t)
⊤(�t� − �) −

𝛽

2
‖�t − �‖2

�

≤

T+d−1
�

t=s

�

k∈Ft

3𝛽R‖�t − �k‖ +

T+d−1
�

t=s

d�Ft�L
2

2ht

=

T+d−1
�

t=s

�

k∈Ft

3𝛽R‖�k+dk−1 − �k‖ +

T+d−1
�

t=s

d�Ft�L
2

2ht

=

T
�

t=1

3𝛽R‖�t − �t�‖ +

T+d−1
�

t=s

d�Ft�L
2

2ht

(15)
T
∑

t=1

t�−1
∑

i=max(t,s)

|Fi|

hi
≤

T
∑

t=1

t�
∑

i=s

|Fi|

hi
≤

T
∑

t=1

T+d−1
∑

i=s

|Fi|

hi
≤ d

T+d−1
∑

i=s

|Fi|

hi
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where the second inequality is due to 
t� = t + dt − 1 ≤ T + d − 1 and t� = t + dt − 1 ≤ t + d − 1 . Combining (15) and (16), we 
complete the proof for the first inequality in Lemma 2.

Then, we continue to prove the second inequality in Lemma  2 with the following 
lemma.

Lemma 3  Let a1 > 0 and a2,⋯ , am ≥ 0 be real numbers and let f ∶ (0,+∞) ↦ [0,+∞) be 
a nonincreasing function. Then

Let f (x) =
1

x
 and ai = |Fs+i−1| for any i ∈ [T + d − s] . Then, we have 

a1 +⋯ + aT+d−s =
∑T+d−1

t=s
�Ft� = T  . Because of ht =

∑t

i=s
�Fi�� for any t ∈ [s, T + d − 1] , 

we have

where the first inequality is due to Lemma 3.

4.4 � Proof of lemma 3

Lemma  3 is inspired by Lemma 14 in Gaillard et  al. (2014), which provides the bound 
∑m

i=2
aif (a1 +⋯ + ai−1) ≤ f (a1) + ∫

a1+⋯+am
a1

f (x)dx for a2,⋯ , am ∈ [0, 1] . It is not hard to 
prove Lemma 3 by slightly modifying the proof of Lemma 14 in Gaillard et al. (2014) to 
deal with 

∑m

i=1
aif (a1 +⋯ + ai) , instead of 

∑m

i=2
aif (a1 +⋯ + ai−1) . We include the proof 

for completeness.
Let si = a1 +⋯ + ai for any i ∈ [m] . Then, for any i = 2,⋯ ,m , we have 

aif (si) = ∫
si
si−1

f (si)dx ≤ ∫
si
si−1

f (x)dx , where the inequality is due to the fact that f(x) is a non-
increasing function.

Then, we have 
∑m

i=1
aif (si) = a1f (a1) +

∑m

i=2
aif (si) ≤ a1f (a1) + ∫

sm
s1

f (x)dx.

(16)

T
∑

t=1

t�−1
∑

i=max(t,s)

|Fi|

hi
≤

T
∑

t=1

t�
∑

i=max(t,s)

|Fi|

hi
=

s−1
∑

t=1

t�
∑

i=s

|Fi|

hi
+

T
∑

t=s

t�
∑

i=t

|Fi|

hi

≤

s−1
∑

t=1

T+d−1
∑

i=s

|Fi|

hi
+

T
∑

t=s

t+d−1
∑

i=t

|Fi|

hi

=

s−1
∑

t=1

T+d−1
∑

i=s

|Fi|

hi
+

d−1
∑

i=0

T+i
∑

t=s+i

|Ft|

ht

≤

s−1
∑

t=1

T+d−1
∑

i=s

|Fi|

hi
+

d−1
∑

i=0

T+d−1
∑

t=s

|Ft|

ht

=(s − 1 + d)

T+d−1
∑

t=s

|Ft|

ht
≤ 2d

T+d−1
∑

t=s

|Ft|

ht

m
∑

i=1

aif (a1 +⋯ + ai) ≤ a1f (a1) +
�

a1+⋯+am

a1

f (x)dx.

T+d−1
∑

t=s

|Ft|

ht
=

1

�

T+d−s
∑

i=1

aif (a1 +⋯ + ai) ≤
1

�

(

1 +
�

T

|Fs|

1

x
dx

)

=
1

�

(

1 + ln
T

|Fs|

)
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4.5 � Proof of theorem 2

This proof is inspired by the work of Agarwal et al. (2010), which combined the (n + 1)

-point gradient estimator with OGD, and proved the average regret bound in the non-
delayed setting. In this paper, we combine the (n + 1)-point gradient estimator with our 
DOGD-SC, and prove the average regret bound in the general delayed setting.

According to Assumption  1, for any i = 1,⋯ , n , we have 
ft(�t + ��i) ≤ ft(�t) + L‖��i‖ ≤ ft(�t) + L� , which implies that

for any � ∈ X  , where the last inequality is due to Assumption 3.
Then, we only need to upper bound 

∑T

t=1
ft(�t) −

∑T

t=1
ft((1 − �∕r)�) . To this end, we 

start by defining �t(�) = ft(�) + (�̃t − ∇ft(�t))
⊤� , where �̃t is defined in Algorithm 2. It is 

easy to verify that �t(�) is also �-strongly convex, and ∇�t(�t) = �̃t . Therefore, Algorithm 2 
is actually performing Algorithm 1 on the functions 𝓁1(�),⋯ ,𝓁T (�) over the decision set 
X�.

Before applying Theorem 1, we introduce the following lemma.

Lemma 4  (Lemma 4 in Li et  al. (2019)) If f (�) ∶ X ↦ ℝ is L-Lipschitz and �
-smooth, for any � ∈ X� , it holds that ‖�̃‖ ≤

√

nL and ‖�̃ − ∇f (�)‖ ≤

√

n𝛼𝛿

2
 , where 

�̃ =
1

𝛿

∑n

i=1
(f (� + 𝛿�i) − f (�))�i.

Under Assumptions 1 and 5 , Lemma 4 shows

which implies that ‖∇�t(�)‖ ≤ ‖∇ft(�)‖ + ‖�̃t − ∇ft(�t)‖ ≤ L +
√

n𝛼𝛿

2
.

Define L̃ = L + (
√

n𝛼𝛿∕2) . Applying Theorem 1 to the functions 𝓁1(�),⋯ ,𝓁T (�) , for 
any � ∈ X  , we have

Furthermore, for any � ∈ X  , we have

(17)

1

n + 1

T
�

t=1

n
�

i=0

ft(�t + ��i) −

T
�

t=1

ft(�)

≤

T
�

t=1

ft(�t) +

T
�

t=1

nL�

n + 1
−

T
�

t=1

ft(�)

≤

T
�

t=1

ft(�t) −

T
�

t=1

(ft((1 − �∕r)�) − L�‖�‖∕r) + TL�

≤

T
�

t=1

ft(�t) −

T
�

t=1

ft((1 − �∕r)�) +
TLR�

r
+ TL�

(18)
‖�̃t‖ ≤

√

nL and ‖�̃t − ∇ft(�t)‖ ≤

√

n𝛼𝛿

2

(19)

T
∑

t=1

�t(�t) −

T
∑

t=1

�t((1 − 𝛿∕r)�) ≤

T
∑

t=1

�t(�t) − min
��∈X𝛿

T
∑

t=1

�t(�
�)

≤

(

6𝛽RL̃ +
5L̃2

2

)

d

𝛽
(1 + ln T).
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where the last inequality is due to (18), (19), and Assumption 3.
Combining with (17), for any � ∈ X  , we have

where the last inequality is due to � =
c lnT

T
.

4.6 � Proof of theorem 3

This proof is similar to that of Theorem 2. We first introduce the �-smoothed version of a 
function f (�) and the corresponding properties. For a function f (�) , its �-smoothed version 
is defined as f̂ (�) = ��∼Bn [f (� + 𝛿�)] and satisfies the following two lemmas.

Lemma 5  (Lemma 1 in Flaxman et al. (2005)) Let 𝛿 > 0 and Sn denote the unit sphere in 
ℝ

n . We have ∇f̂ (�) = ��∼Sn

[

n

𝛿
f (� + 𝛿�)�

]

.

Lemma 6  (Lemma 2.6 of Hazan (2016) and Lemma 6 of Wan et  al. (2021b)) Let 
f (�) ∶ ℝ

n
→ ℝ be �-strongly convex and L-Lipschitz over a convex and compact set 

X ⊂ ℝ
n . Then, f̂ (�) is �-strongly convex over X� , |f̂ (�) − f (�)| ≤ 𝛿L for any � ∈ X� , and 

f̂ (�) is L-Lipschitz over X�.

Let � be an arbitrary vector in the set X  and �̂ = (1 − 𝛿∕r)� . We have
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where the first inequality is due to Assumption 1, the second inequality is due to Assump-
tion 3, and the last inequality is due to Lemma 6.

Then, we only need to upper bound 
∑T

t=1
f̂t(�t) −

∑T

t=1
f̂t(�̂) . Similar to the proof of Theo-

rem 2, we define �t(�) = f̂t(�) + (�̃t − ∇f̂t(�t))
⊤� , where �̃t is defined in Algorithm 3.

According to Lemma 5, we have

where the second equality is due to the fact that the distribution of �t is symmetric.
Then, we have ��t

[�̃t − ∇f̂t(�t)] = 0 , which implies that

Therefore, we only need to derive an upper bound of 
∑T

t=1
�t(�t) −

∑T

t=1
�t(�̂).

According to the definition of �t(�) , it is easy to verify that ∇�t(�t) = �̃t . Moreover, from 
Lemma 6, f̂t(�) is �-strongly convex, which implies that �t(�) is also �-strongly convex. 
Therefore, Algorithm 3 is actually performing Algorithm 1 on the functions 𝓁1(�),⋯ ,𝓁T (�) 
over the decision set X�.

Before using Theorem 1, we need to prove that �t(�) is also Lipschitz. From Lemma 6, 
f̂t(�) is L-Lipschitz. So, for any �, � ∈ X� , it is not hard to verify that

where the last inequality is due to ‖∇f̂t(�t)‖ ≤ L and
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Let L̃ = 2L + Ln . Since �t(�) is �-strongly convex and L̃-Lipschitz. Applying Theorem 1 to 
the functions 𝓁1(�),⋯ ,𝓁T (�) , we have

Combining (20), (21), (22), and � =
c lnT

T
 , we have

‖�̃t‖ =
n

2𝛿
�ft(�t + 𝛿�t) − ft(�t − 𝛿�t)� ≤

n

2𝛿
L‖2𝛿�t‖ = nL.

(22)
T
∑

t=1

(�t(�t) − �t(�̂)) ≤

(

6𝛽RL̃ +
5L̃2

2

)

d

𝛽
(1 + ln T).
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Fig. 1   Comparisons of our DOGD-SC against OGD-SC and DOGD
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which completes this proof.

5 � Experiments

In this section, we conduct numerical experiments to verify the performance of our DOGD-
SC and its bandit variants for strongly convex functions.

The experimental setup is inspired by Li et  al. (2019). In each round t, the player 
chooses a decision �t from the unit ball X = {� ∈ ℝ

10
�‖�‖ ≤ 1} , which satisfies Assump-

tion  3 with R = 1 and Assumption  4 with r = 1 . Then, the loss function is generated as 
ft(�) = ‖�‖2 + �⊤

t
� where each element of �t is uniformly sampled from [−1, 1] . Since 

∇ft(�) = 2� + �t , we have ‖∇ft(�)‖ ≤ 2‖�‖ + ‖�t‖ ≤ 2 +
√

10 for any � ∈ X  , which 
implies that each function ft(�) satisfies Assumption 1 with L = 2 +

√

10 . We also note that 
each function ft(�) is 2-strongly convex and 2-smooth, which satisfies Assumptions 2 and 5 
, respectively. We set T = 1000 , and consider two cases: the low delayed setting, in which 
the delays are periodically generated with length 2, 3, 2, 1, 4, 1, 3, and the high delayed set-
ting, in which the delays are periodically generated with length 20, 30, 20, 10, 40, 10, 30. 
In the low delayed setting, the maximum delay is d = 4 = O(1) . In the other setting, the 
maximum delay d = 40 is on the order of O(

√

T).
We compare our DOGD-SC against online gradient descent for strongly con-

vex functions (OGD-SC) (Hazan et  al. , 2007) and DOGD (Quanrud and Khashabi 
, 2015), and compare our DOGD-SCn+1 and DOGD-SC2 against DBGD (Li et  al. , 
2019). Specifically, OGD-SC is implemented without delay, and other algorithms 
are implemented with delayed feedback. The parameters of these algorithms are set 
as what their theoretical results suggest. For OGD-SC, we set the learning rate as 
�t = 1∕(�t) , where � = 2 in our experiments. For DOGD and DBGD, a constant learn-
ing rate � = 1∕(L

√

T + D) is used. Moreover, we set � = 1∕(T + D) for DBGD, and 
� = lnT∕T  for DOGD-SCn+1 and DOGD-SC2 . Furthermore, we initialize the decision 
as �1 = �∕

√

10 for algorithms in the full information setting, and �1 = (1 − �)�∕
√

10 
for algorithms in the bandit setting, where � denotes the vector with each entry equal 
1. Due to the randomness of DOGD-SC2 , we run it 10 times and report the average 
results.
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Figure 1 shows the cumulative loss for OGD-SC, DOGD, and our DOGD-SC. We 
find that in both low and high delayed settings, our DOGD-SC is better than DOGD. 
Moreover, in the low delayed setting, the performance of our DOGD-SC is sig-
nificantly better than DOGD, and close to OGD-SC. These results confirm that our 
DOGD-SC can utilize the strong convexity to achieve better regret. Figure  2 shows 
the cumulative loss for DBGD, DOGD-SCn+1 , and DOGD-SC2 . In both low and high 
delayed settings, our DOGD-SCn+1 and DOGD-SC2 are better than DBGD. Although 
DOGD-SC2 is worse than DOGD-SCn+1 , which is reasonable because DOGD-SC2 only 
queries two points per round, instead of n + 1 points queried by DOGD-SCn+1.

6 � Conclusion and future work

In this paper, we consider the problem of OCO with unknown delays, and present a 
variant of DOGD for strongly convex functions called DOGD-SC. According to our 
analysis, it enjoys a better regret bound of O(d log T) for strongly convex functions. Fur-
thermore, we extend our DOGD-SC and its theoretical guarantee to the bandit setting 
by combining with the classical (n + 1)-point and two-point gradient estimators. Experi-
mental results verify the performance of DOGD-SC and its bandit variants for strongly 
convex functions.

An open question is whether our results can be extended to exponentially concave (exp-
concave) functions. We note that in the standard OCO, Hazan et al. (2007) have proposed 
online Newton step to achieve an O(n logT) regret bound for exp-concave functions. More-
over, it is also appealing to investigate whether the maximum delay d in our regret bounds 
can be replaced with the average delay 

∑T

t=1
dt∕T  , which could be smaller than d.
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