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Abstract
With the rapid growth of memory and computing power, datasets are becoming increas-
ingly complex and imbalanced. This is especially severe in the context of clinical data, 
where there may be one rare event for many cases in the majority class. We introduce 
an imbalanced classification framework, based on reinforcement learning, for training 
extremely imbalanced data sets, and extend it for use in multi-class settings. We combine 
dueling and double deep Q-learning architectures, and formulate a custom reward func-
tion and episode-training procedure, specifically with the capability of handling multi-
class imbalanced training. Using real-world clinical case studies, we demonstrate that our 
proposed framework outperforms current state-of-the-art imbalanced learning methods, 
achieving more fair and balanced classification, while also significantly improving the pre-
diction of minority classes.

Keywords Reinforcement learning · Imbalanced learning · Imbalanced data

1 Introduction

In machine learning (ML), predictive modeling for classification tasks involves determin-
ing the class membership of a given observation. However, in many cases, the distribution 
of samples across different classes is skewed. This data imbalance presents a significant 
challenge in numerous real-world ML tasks, as imbalanced classification has been proven 
to lead to inferior predictive performance, particularly when it comes to the minority class 
(Haixiang et al., 2017; Kaur et al., 2019). Additionally, in cases where imbalance is more 
severe, conventional machine learning techniques often fall short since they were primar-
ily developed under the assumption of equal class distribution during training (Gangan-
war, 2012; Zong et al., 2013). While models can potentially learn from skewed distribu-
tions with an adequate amount of data, there are situations where classes exhibit similar 
conditional distributions, which has been shown to negatively affect model performance 
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(Denil & Trappenberg, 2010). Thus, it is often necessary to employ specialized techniques 
in order to account for these data imbalances. This issue exists in many important domains, 
including fraud detection, anomaly detection, and disease diagnosis. In such cases, accu-
rately classifying the minority class holds greater importance compared to the majority 
class. In this paper, we introduce a comprehensive framework that utilizes deep reinforce-
ment learning to train algorithms on imbalanced datasets, encompassing both binary and 
multi-class scenarios. While the framework can be applied across disciplines, we focus on 
clinical applications for four reasons. First, the occurrence of disease in patients is gener-
ally less frequent compared to those without any disease, making it an ideal domain to 
investigate our framework. Second, because the issue of class imbalance is compounded 
by the multi-class nature of clinical problems, and by the dozens (sometimes hundreds) 
of possible diagnosis codes. Third, because of inter-disease heterogeneity. And finally, 
because a bias towards the majority class can have severe consequences in real-world set-
tings, where patients belonging to a minority class could receive worse care.

1.1  Related works

Two general categories of approaches have been introduced for overcoming data imbalance 
issues in machine learning: data-level approaches and algorithm-level approaches (Haixi-
ang et al., 2017; Kaur et al., 2019; Tyagi & Mittal, 2020). Data-level solutions include re-
sampling the training data to make it more balanced. There are two straightforward meth-
ods to achieve this: (1) adding instances from the underrepresented class (oversampling) or 
(2) removing instances from the overrepresented class (undersampling). However, both of 
these techniques have their drawbacks. Oversampling can increase the risk of overfitting as 
it introduces exact copies of the minority class, potentially leading to memorization rather 
than learning general rules for the minority class (He & Ma, 2013; Fernández et al., 2018). 
On the other hand, undersampling discards valuable data points, which can hinder the algo-
rithm’s ability to learn the decision boundary between classes and lead to suboptimal per-
formance (He & Ma, 2013; Fernández et al., 2018).

Another approach to oversampling involves generating synthetic samples for the under-
represented class. One commonly used method is the Synthetic Minority Oversampling 
Technique (SMOTE), which selects similar instances from the minority class and creates 
new instances by perturbing their attribute values within the range of the selected instances 
(Chawla et  al., 2002). However, SMOTE does not take into account the majority class, 
which can result in ambiguous samples when there is significant overlap between the 
classes. Additionally, in clinical applications, evaluating the quality of synthetic data can 
be challenging, as there may not always be established clinical quality measures or evalua-
tion metrics available (Chen et al., 2021). Moreover, in clinical variables where the data is 
categorical, perturbation may not be suitable or relevant, limiting the potential variability 
of the generated samples.

One commonly used approach at the algorithm level involves utilizing a penalized or 
cost-sensitive model. Cost-sensitive learning involves directly modifying an algorithm by 
assigning different weighted costs to account for the bias of each individual class. Since 
deep models are typically trained using backpropagation of a differentiable error term, 
errors from all classes are treated equally. This equal treatment can result in a skewed 
model that favors one class over others, especially in cases where the training data is imbal-
anced (Yang et al., 2023).
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1.2  Proposed method

To address the challenges associated with current methods, we propose the utilization 
of reinforcement learning (RL) for imbalanced classification tasks. RL offers a means of 
expressing errors through a non-differentiable signal that can be tailored to the specific 
situation. For instance, if it is crucial to detect a minority class, this can be represented 
through the reward function, which is typically not achievable through simple aggregation. 
Therefore, adopting a RL paradigm enables the learning of the minority class without com-
promising the learning of the majority class, implicitly. This is especially important in the 
context of the clinical tasks presented, where the goal is to train models capable of general-
izing well across diverse patient outcomes, even when the distributions of these outcomes 
are imbalanced during model development.

RL (whereby an agent learns a task by trial and error, using a reward system) has dem-
onstrated promising results for a wide variety of tasks, including classification. Namely, a 
branch of RL known as Q-learning, has been found to be successful for many applications, 
including those from a clinical domain. For example, the authors in Ling et  al. (2017) 
developed a RL framework for patient diagnosis using clinical free text data. Here, a deep 
Q-network (DQN) was used, and preliminary results showed improvement over non-RL 
baselines. A DQN was also used for classification tasks in Martinez et al. (2018), where 
authors evaluated its efficacy for early classification using time-series data. Similarly, they 
found that RL could achieve effective performance over benchmarks.

With respect to imbalanced training, authors in Lin et al. (2020) showed that a DQN 
was effective for imbalanced classification. Using both image and text datasets, they dem-
onstrated that their method achieved better balanced classification on imbalanced datasets 
than other imbalanced classification methods, such as over-/under-sampling, using cost-
sensitive weights, and using decision-threshold adjustment. Although they demonstrated a 
strong RL-based classifier, they only evaluated their method on data imbalance ratios of up 
to 10%. However, in the case of clinical data (which we are focused on), there may be one 
rare event for hundreds or thousands of cases in the majority class. Furthermore, they only 
evaluated binary classification tasks; but often, a higher degree of granularity is required, 
as binning values to fewer (i.e. binary) classes may not be biologically relevant (especially 
when classes are categorical) and is heavily biased on the sample population (Miller et al., 
2020). As it has previously been shown that a RL paradigm can be used for both image and 
text classification, the tasks presented here additionally demonstrate its effectiveness on 
tabular data.

2  The Q‑imb method

To extend the work in Lin et al. (2020), we formulated a framework that can be applied to 
multi-class classification problems, while being robust to extreme class imbalances ( ≫ 90%). 
We trained dueling double deep Q-networks with a specialized reward function, for the pur-
pose of mitigating data imbalances. We evaluated our framework on two independent, real-
world, imbalanced-class clinical tasks - COVID-19 screening using anonymized electronic 
health record (EHR) data from hospital emergency rooms (binary prediction) and patient 
diagnosis in ICU wards using the eICU Collaborative Research Database (eICU-CRD) (mul-
ticlass prediction). Although we use clinical case studies, our methods can be adapted to many 
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different classification tasks (including image recognition and natural language problems). 
Therefore, through our study, we hope to encourage and demonstrate the effectiveness of deep 
reinforcement learning on a wider range of prediction tasks, including those that are multi-
class in nature, and may have extreme data imbalances.

To formulate classification as a RL task, we model our problem as a sequential decision-
making task using a finite Markov Decision Process (MDP) framework, defined by a tuple of 
five variables (s, a, r, p, � ). During training, a batch of data is randomly shuffled and presented 
to the model in order, with each variable defined as follows:

• s: the state space of the process, where the features of each sample presented makes up the 
state

• a: the subsequent action that an agent takes, which is used to select a label for classifica-
tion

• r: the expected reward for a given action, determined by the accuracy of classification
• p: the transition probability that results from an action, which in our case, is deterministic, 

as the agent moves from one state to the next according to the order of samples presented 
in the training data (i.e. the selection of an action, a, does not determine the next sample, s, 
presented to the agent)

• � : the discount rate for future rewards

Given a NxD dataset, where N is number of samples, D is the feature dimensionality, and K is 
the number of classification categories; each sample s, has dimensionality D, and each action 
a is selected from one of K classes.

Our selection of an off-policy, model-free RL approach, specifically the Monte Carlo 
method, is intentional. An off-policy algorithm enables the presented samples to be independ-
ent and uncorrelated, and the model-free aspect means that we do not learn a transition func-
tion or trajectory, but rather focus on mapping states to appropriate actions for all states under 
consideration (Yang et  al., 2023). Moreover, the use of temporal difference loss allows for 
more efficient estimation of the equivalent Monte Carlo return (Sutton, 1988), enabling us to 
treat each state independently in a feasible manner.

2.1  Defining reward for multi‑class imbalance

The reward, rt , is the evaluation signal measuring the success of the agent’s selected action. A 
positive reward is given when the agent correctly classifies the sample, and a negative reward 
is given otherwise, thus allowing the agent to learn the optimal behavior for prediction. We let 
the reward for accurately/inaccurately labelling an instance of a particular class be inversely 
proportional to the relative presence of the class in the data. The absolute reward value of a 
sample from the minority class is thus higher than that in the majority class, making the model 
more sensitive to the minority class. With lk as the label of the sample, the reward function 
used is:

(1)R(sk, ak, lk) =

{
�k if ak = lk
−�k if ak ≠ lk
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Nk represents the number of class instances in class k and �k is a trade-off parameter used 
for adjusting the influence of the minority and majority classes. We found that our model 
achieved desirable performance when �k is the sum of inverse squares of class frequencies, 
as shown in Eq. 2.

To balance immediate and future rewards, a discount factor, � ∈ [0, 1) , is typically used 
(used in Eq. 3 in the following section).

2.2  Algorithmic adaptations for multi‑class imbalance

To effectively perform RL under a multi-class imbalance setting, we propose the use of a 
dueling double deep Q-network (D-DDQN). We first begin by discussing the Q-value func-
tion. We then proceed to justify the use of dueling and double deep Q-learning components 
in the domain of class-imbalanced multi-class learning.

2.2.1  Policy iteration by Q‑Learning

An optimal policy � * is a policy that maximizes v� (the value of a state-action combina-
tion), which can be found by iterating through a series of policies, {�}k

i
 , where �*=�k . 

Using the Bellman equation, v� can be solved for through a system of linear equations and 
calculating a set of Q-values, where Q represents the action-value function:

which gives successive policies:

Here, the optimal policy is �∗ = argmaxaQ
∗ . Finally, to relate the state-action value func-

tion and Q function, the advantage function is used:

2.2.2  Dueling Q‑Network architecture

In the standard DQN setup, the output layer of the network corresponds to predicted Q-val-
ues for state-action pairs. In  situations with a high number of possible state-action pairs 
such as multi-class prediction tasks, it becomes difficult to provide update information 
about the state because only one state-action pair in a state can be trained at a time. To alle-
viate this, the dueling DQN provides a method to train state representations independently 
of action representations. Furthermore, since instances only have one label, estimating the 
value of each state and reward for all actions in a given state isn’t realistic or appropriate, 
as instances only have one label. Thus, by using the advantage function in the dueling net-
work, we estimate value for the only action the instance can be (i.e. its label).

(2)�k =

1

Nk

∑k

i=1
� 1

Ni

�2

(3)Q�

i
(st, at) = r(st, at) + �

∑

st+1

p(st+1|st, at)v�i (st+1),

(4)�i+1(at|st) = argmaxaQ
�

i
(st, at)

(5)A�(st, at) = Q�(st, at) − V�(st)
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For a DQN, the Q-network implemented is a single-stream neural network. This is 
a standard neural network with a continuous sequence of fully connected layers. The 
dueling Q-network instead implements a fully-connected neural network with two 
streams - one to estimate the value (scalar) and another to estimate the advantages of 
each action (vector). These two streams are combined to produce a single output, which 
is the Q function. This is known as a dueling network (Wang et al., 2016), and is shown 
in Fig.  1 (Supplementary Figure  1 in Section C of the Supplementary Material also 
shows a comparison of dueling and non-dueling architectures).

Based on the definition of the advantage function, Q is defined as:

where � and � represent the parameters of the A and V streams of the network, respectively. 
The additional softmax module allows Q to recover V and A uniquely (it does not change 
the relative rank of A nor the Q-values, and thus preserves the �-greedy policy). A full 
explanation for adding this additional module can be found in Wang et al. (2016).

2.2.3  Double deep Q‑learning

In each episode, the combinations of states, actions, and rewards at each step, 
(st, at, rt, st+1) , are stored in the agent’s working memory, M. A randomly sampled subset 
of these transitions B, are then used in the gradient descent step to learn the param-
eters of the Q-network. The Q-network is optimized using the mean-squared error loss 
function:

(6)

Q�

i
(st, at; �i, �i, �i) = V�

i
(st; �i, �i) +

(
A�

i
(st, at; �i, �i) − softmax(A�

i
(st, at+1; �i, �i))

)
,

Fig. 1  Overview of the reinforcement learning framework used. A dueling network architecture, with two 
streams to independently estimate the state-values (scalar) and advantages (vector) for each action, is shown
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As in traditional supervised learning, y and Q(s, a;�i) represent the target to be predicted 
and the prediction, respectively. To implement y, the formulation of a double deep Q-Net-
work (DDQN) is used.

It has been shown that a standard DQN is more likely to give overoptimistic value 
estimates for actions (Thrun & Schwartz, 1993). A DQN uses the current Q-network 
to determine an action, as well as estimate its value. This increases the likelihood of 
selecting overestimated values (from the maximization step), making it harder to learn 
the optimal policy, as overestimations can occur even when action values are incorrect. 
This can become even more complex when there are a high number of possible state-
action pairs, as seen in multi-class scenarios. Double deep Q-Learning was introduced 
as a method of reducing this overestimation (Van Hasselt et al., 2016). Unlike a DQN, 
a DDQN decouples the selection and evaluation steps, and instead, uses the current 
Q-network to select actions, and the target Q-network to estimate its value (Sui et al., 
2018). Thus, a separate set of weights, �′ , are used to provide an unbiased estimate of 
value.

We implement the DDQN algorithm using the following target function:

Since the selection of an action, a, does not directly determine the subsequent sample, s, 
presented to the agent, it is necessary to introduce an alternative dependency between s 
and a. In order to achieve this, we establish a connection by terminating a training episode 
when the agent incorrectly classifies the minority class, thereby discontinuing any further 
reward, r. Consequently, the variable term is assigned a value of 1 once the agent reaches 
its terminal state, and 0 otherwise, enabling the learning of a relationship between s and a. 
The terminal state is reached when the agent has either iterated through all samples in the 
training data (or a predetermined number of samples specified at the beginning of training) 
or when the agent misclassifies a sample from the minority class(es), effectively preventing 
any additional rewards. This training dependency, alongside the reward function, consti-
tutes the overall environment reward procedure.

2.3  Overall training procedure

During each episode, the agent selects an action using an �-greedy behavior policy. 
This randomly selects an action with probability � , or an action following the optimal 
Q-function, argmaxaQ∗(st, at) with probability 1 − � . A reward is then given through 
the process summarized in Algorithm 1. The overall training procedure follows Algo-
rithm 2, where the optimized Q-network is considered as the trained classifier. T is the 
number of samples specified at the beginning of training.

For the tasks presented here, each training period consisted of 120,000 steps, with a 
linearly attenuated exploration probability � from 1 to 0.01 over the entire training pro-
cess. For updating model weights, the Adaptive Moment Estimation (Adam) optimizer 
was used.

(7)L(�i) =
∑

(st ,at ,rt ,st+1)∈B

(y − Q(st, at;�i))
2

(8)yi = rt + (1 − term)�Q(st+1, argmaxaQ(st+1, at+1;�i);�
�
i
)
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3  Model comparators and evaluation metrics

We compare Q-imb against three baseline models - a fully-connected neural network 
and XGBoost (each with no added imbalanced learning strategy applied), as well as a 
DDQN and DQN (as introduced in Lin et al. (2020)) with no dueling component (imple-
mentation and training steps remain the same as Q-imb). We also present results for the 
neural network and XGBoost models with the addition of two commonly used, state-of-
the-art imbalanced data-learning methods:
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SMOTE SMOTE was applied to the training set using a minority oversampling strategy 
of 0.2 (i.e. the minority class was oversampled to have 20% of the number of samples in 
the majority class).

Cost-Sensitive Learning Different weighted costs were assigned to each class during 
training. The value of class weights chosen were inversely proportional to class frequencies 
in the training data.

We trained both a neural network and XGBoost model as-is, and additionally trained 
implementations that utilized SMOTE and cost-sensitive learning. Appropriate hyperpa-
rameter values for all models were determined through standard 5-fold cross-validation 
(CV), using the training set. For the DDQN without a dueling component, we use the same 
hyperparameter settings as Q-imb, to directly compare balanced classification performance 
of both methods. Details on network architecture and final hyperparameter values used for 
each model can be found in Section F of the Supplementary Material.

To evaluate the classification performance, we calculate the sensitivity, specificity, and 
the area under receiver operator characteristic curve (AUROC) across all test sets, along-
side 95% confidence intervals (CIs) based on standard error. CIs for AUROC are calculated 
using Hanley and McNeil’s method.

Since our model’s objective is to train models effectively on imbalanced data, we 
assess the balanced classification performance using F-measure and G-mean metrics. The 
G-mean metric is calculated as the geometric mean of recall and specificity, while the 
F-measure represents the geometric mean of recall and precision (Lin et al., 2020). By uti-
lizing geometric means, these metrics evaluate the sensitivity and specificity of the model, 
ensuring that both the true positive and true negative rates are adequately considered (Gu 
et al., 2009).

As used in Lin et al. (2020), we calculate F-measure and G-mean as follows:

where TP is the number of true positives; FP is the number of false positives; TN is the 
number of true negatives; and FN is the number of false negatives.

4  Prediction tasks and datasets

COVID-19 Status Prediction To show that Q-imb is effective for binary classification, we 
train models to predict the COVID-19 status for patients presenting to hospital emergency 
departments across four United Kingdom (UK) National Health Service (NHS) Trusts 
(Oxford University Hospitals NHS Foundation Trust [OUH], Portsmouth Hospitals Uni-
versity NHS Trust [PUH], University Hospitals Birmingham NHS Trust [UHB], Bedford-
shire Hospitals NHS Foundations Trust [BH]), using anonymized EHR data (specifically, 
blood tests and vital sign features). We trained and optimized our model using 114,957 

(9)
F =

√
Sensitivity ∗ Precision

=

�
TP

TP + FN
∗

TP

TP + FP

(10)
G =

√
Sensitivity ∗ Specificity

=

�
TP

TP + FN
∗

TN

TN + FP



2664 Machine Learning (2024) 113:2655–2674

1 3

COVID-free patient presentations from OUH prior to the global COVID-19 outbreak, and 
701 patient presentations during the first wave of the COVID-19 epidemic in the UK that 
had a positive PCR test for COVID-19 (ensuring that the label of COVID-19 status was 
correct during training). We then performed validation on a prospective OUH cohort, as 
well as external validation on three additional patient cohorts from PUH, UHB, and BH 
(totalling 72,223 admitted patients, including 4600 of which were COVID-19 positive). 
During training, we used a simulated disease prevalence of 5% (i.e. a data imbalance ratio 
of 1 positive COVID-19 case: 20 negative controls). This aligns with real COVID-19 prev-
alences at all four sites (during the dates of data extraction), which ranged between 4.27%−
12.2%. Summary population characteristics for all patient cohorts and a full list of clinical 
predictors considered can be found in Supplementary Tables 1 and 2, respectively (Section 
D in the Supplementary Material). These are also presented alongside the full inclusion 
and exclusion criteria for patient cohorts, and data pre-processing steps.

Patient Diagnosis Further analysis was performed using the eICU Collaborative 
Research Database (eICU-CRD) (Pollard et al., 2018) which is publicly available through 
PhysioNet (Goldberger et al., 2000). Using this database, we tried to predict which of five 
acute events (cardiovascular, respiratory, gastrointestinal, systemic, renal) a patient is diag-
nosed with during their ICU stay. Through this task, we aimed to evaluate the utility of 
our model for a multi-class task, which is often necessary for many real-world applica-
tions. Prevalences across events ranged from 8.7%−33.6%, making this an appropriate task 
for investigating data imbalance effects. We trained our model using 18,076 samples and 
then tested it on 6026 held-out samples. Summary population characteristics for all patient 
cohorts, prevalence across diseases, and a full list of clinical predictors considered can be 
found in Supplementary Tables 4, 5, and 6, respectively (Section E in the Supplementary 
Material). These are also presented alongside the full inclusion and exclusion criteria for 
patient cohorts and, data pre-processing steps.

5  Results

5.1  COVID‑19 diagnosis

Table 1 shows results for COVID-19 prediction, where we performed prospective valida-
tion and external validation across four NHS Trusts. Scores for F-measure and G-mean 
are presented alongside sensitivity, specificity, and AUROC (with 95% CIs). The results 
presented use an adjusted decision threshold, optimized to a sensitivity of 0.9. This thresh-
old was chosen to ensure clinically acceptable performance in detecting positive COVID-
19 cases, while also exceeding the sensitivities of current diagnostic testing methods (lat-
eral flow device sensitivity was estimated to be around 57% (Soltan et al., 2022), real-time 
polymerase chain reaction has estimated sensitivities of approximately 80–90% (Wil-
liams et al., 2020; Miller et al., 2020)). In alignment with the NHS Trust policy’s green-
amber-blue categorization system, we made the decision to employ binary classification 
(COVID-19 positive or negative) rather than utilizing probabilities. This categorization 
system assigns green to patients without any COVID-19 symptoms, amber to patients with 
symptoms that could potentially indicate COVID-19, and blue to patients with laboratory-
confirmed COVID-19 infection (Miller et al., 2020; Soltan et al., 2022; Yang et al., 2023). 
By providing a classification outcome, our approach ensures consistency with the rapid 
triage process, allowing for patients to be efficiently sorted into either the green or amber 



2665Machine Learning (2024) 113:2655–2674 

1 3

Ta
bl

e 
1 

 P
er

fo
rm

an
ce

 m
et

ric
s f

or
 C

O
V

ID
-1

9 
pr

ed
ic

tio
n

M
od

el
F

G
A

U
RO

C
Se

ns
iti

vi
ty

Sp
ec

ifi
ci

ty

O
U

H
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(Q
-im

b)
0.

42
6

0.
77

0
0.

86
1 

(0
.8

50
−

0.
87

1)
0.

83
8 

(0
.8

22
−

0.
85

4)
0.

70
7 

(0
.7

01
−

0.
71

3)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
D

Q
N

)
0.

30
6

0.
53

4
0.

75
8 

(0
.7

45
−

0.
77

1)
0.

85
2 

(0
.8

36
−

0.
86

7)
0.

33
4 

(0
.3

28
−

0.
34

1)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
Q

N
) L

in
 e

t a
l. 

(2
02

0)
0.

29
3

0.
35

0
0.

75
1 

(0
.7

39
−

0.
76

4)
0.

92
1 

(0
.9

09
−

0.
93

3)
0.

13
3 

(0
.1

28
−

0.
13

8)
N

eu
ra

l n
et

w
or

k
0.

38
8

0.
71

5
0.

87
7 

(0
.8

67
−

0.
88

6)
0.

89
9 

(0
.8

85
−

0.
91

2)
0.

56
8 

(0
.5

62
−

0.
57

5)
N

eu
ra

l n
et

w
or

k 
+

 S
M

O
TE

0.
39

8
0.

73
6

0.
87

1 
(0

.8
61
−

0.
88

1)
0.

87
1 

(0
.8

56
−

0.
88

5)
0.

62
2 

(0
.6

15
−

0.
62

8)
N

eu
ra

l n
et

w
or

k 
+

 c
os

t-s
en

si
tiv

e
0.

40
0

0.
73

7
0.

87
2 

(0
.8

62
−

0.
88

2)
0.

88
1 

(0
.8

67
−

0.
89

5)
0.

61
6 

(0
.6

09
−

0.
62

3)
X

G
B

oo
st

0.
39

9
0.

73
4

0.
87

7 
(0

.8
67
−

0.
88

7)
0.

88
9 

(0
.8

75
−

0.
90

2)
0.

60
7 

(0
.6

00
−

0.
61

4)
X

G
B

oo
st 

+
 S

M
O

TE
0.

42
2

0.
76

6
0.

87
6 

(0
.8

66
−

0.
88

6)
0.

84
6 

(0
.8

30
−

0.
86

2)
0.

69
4 

(0
.6

87
−

0.
70

0)
X

G
B

oo
st 

+
 c

os
t-s

en
si

tiv
e

0.
39

9
0.

73
9

0.
86

9 
(0

.8
59
−

0.
87

9)
0.

85
7 

(0
.8

42
−

0.
87

2)
0.

63
7 

(0
.6

30
−

0.
64

3)
PU

H
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(Q
-im

b)
0.

30
6

0.
72

7
0.

83
1 

(0
.8

19
−

0.
84

2)
0.

82
8 

(0
.8

12
−

0.
84

5)
0.

63
8 

(0
.6

33
−

0.
64

3)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
D

Q
N

)
0.

24
8

0.
60

6
0.

76
2 

(0
.7

50
−

0.
77

4)
0.

80
4 

(0
.7

87
−

0.
82

1)
0.

45
7 

(0
.4

51
−

0.
46

2)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
Q

N
) L

in
 e

t a
l. 

(2
02

0)
0.

22
3

0.
32

4
0.

73
2 

(0
.7

19
−

0.
74

5)
0.

91
5 

(0
.9

02
−

0.
92

7)
0.

11
5 

(0
.1

12
−

0.
11

8)
N

eu
ra

l n
et

w
or

k
0.

28
9

0.
67

6
0.

85
7 

(0
.8

47
−

0.
86

8)
0.

90
3 

(0
.8

90
−

0.
91

6)
0.

50
6 

(0
.5

01
−

0.
51

1)
N

eu
ra

l n
et

w
or

k 
+

 S
M

O
TE

0.
30

9
0.

72
8

0.
85

6 
(0

.8
45
−

0.
86

6)
0.

85
9 

(0
.8

44
−

0.
87

5)
0.

61
7 

(0
.6

12
−

0.
62

2)
N

eu
ra

l n
et

w
or

k 
+

 C
os

t-S
en

si
tiv

e
0.

28
8

0.
68

1
0.

85
0 

(0
.8

39
−

0.
86

1)
0.

88
3 

(0
.8

69
−

0.
89

7)
0.

52
6 

(0
.5

21
−

0.
53

1)
X

G
B

oo
st

0.
32

1
0.

74
1

0.
88

1 
(0

.8
71
−

0.
89

1)
0.

89
8 

(0
.8

84
−

0.
91

1)
0.

61
2 

(0
.6

07
−

0.
61

7)
X

G
B

oo
st 

+
 S

M
O

TE
0.

32
5

0.
75

0
0.

88
1 

(0
.8

71
−

0.
89

0)
0.

87
7 

(0
.8

63
−

0.
89

2)
0.

64
1 

(0
.6

36
−

0.
64

6)
X

G
B

oo
st 

+
 C

os
t-S

en
si

tiv
e

0.
33

6
0.

76
6

0.
88

1 
(0

.8
71
−

0.
89

1)
0.

86
2 

(0
.8

47
−

0.
87

7)
0.

68
0 

(0
.6

75
−

0.
68

4)
U

H
B

Re
in

fo
rc

em
en

t l
ea

rn
in

g 
(Q

-im
b)

0.
30

4
0.

76
4

0.
83

7 
(0

.8
14
−

0.
86

1)
0.

81
5 

(0
.7

79
−

0.
85

2)
0.

71
7 

(0
.7

08
−

0.
72

6)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
D

Q
N

)
0.

20
9

0.
51

6
0.

72
1 

(0
.6

94
−

0.
74

9)
0.

84
1 

(0
.8

06
−

0.
87

5)
0.

31
7 

(0
.3

08
−

0.
32

6)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
Q

N
) L

in
 e

t a
l. 

(2
02

0)
0.

20
3

0.
32

2
0.

72
3 

(0
.6

95
−

0.
75

0)
0.

92
7 

(0
.9

03
−

0.
95

1)
0.

11
2 

(0
.1

06
−

0.
11

8)
N

eu
ra

l N
et

w
or

k
0.

27
9

0.
71

8
0.

86
6 

(0
.8

44
−

0.
88

8)
0.

91
3 

(0
.8

87
−

0.
94

0)
0.

56
5 

(0
.5

55
−

0.
57

4)



2666 Machine Learning (2024) 113:2655–2674

1 3

Ta
bl

e 
1 

 (c
on

tin
ue

d)

M
od

el
F

G
A

U
RO

C
Se

ns
iti

vi
ty

Sp
ec

ifi
ci

ty

N
eu

ra
l n

et
w

or
k 

+
 S

M
O

TE
0.

29
0

0.
74

6
0.

85
0 

(0
.8

28
−

0.
87

3)
0.

84
5 

(0
.8

11
−

0.
87

9)
0.

65
8 

(0
.6

49
−

0.
66

8)
N

eu
ra

l n
et

w
or

k 
+

 C
os

t-s
en

si
tiv

e
0.

28
4

0.
73

3
0.

86
1 

(0
.8

39
−

0.
88

3)
0.

87
9 

(0
.8

49
−

0.
91

0)
0.

61
1 

(0
.6

01
−

0.
62

1)
X

G
B

oo
st

0.
28

7
0.

74
0

0.
86

1 
(0

.8
39
−

0.
88

3)
0.

87
2 

(0
.8

41
−

0.
90

4)
0.

62
7 

(0
.6

18
−

0.
63

7)
X

G
B

oo
st 

+
 S

M
O

TE
0.

29
2

0.
75

0
0.

85
3 

(0
.8

30
−

0.
87

6)
0.

82
7 

(0
.7

91
−

0.
86

2)
0.

68
0 

(0
.6

71
−

0.
69

0)
X

G
B

oo
st 

+
 c

os
t-s

en
si

tiv
e

0.
28

9
0.

74
6

0.
85

1 
(0

.8
29
−

0.
87

4)
0.

83
8 

(0
.8

04
−

0.
87

3)
0.

66
3 

(0
.6

54
−

0.
67

3)
BH Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(Q
-im

b)
0.

56
1

0.
81

5
0.

86
7 

(0
.8

29
−

0.
90

6)
0.

80
6 

(0
.7

41
−

0.
87

0)
0.

82
5 

(0
.8

02
−

0.
84

8)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
D

Q
N

)
0.

36
2

0.
58

9
0.

70
6 

(0
.6

56
−

0.
75

6)
0.

79
9 

(0
.7

33
−

0.
86

4)
0.

43
4 

(0
.4

03
−

0.
46

4)
Re

in
fo

rc
em

en
t l

ea
rn

in
g 

(D
Q

N
) L

in
 e

t a
l. 

(2
02

0)
0.

34
9

0.
28

6
0.

65
9 

(0
.6

08
−

0.
71

0)
0.

95
8 

(0
.9

26
−

0.
99

1)
0.

08
5 

(0
.0

68
−

0.
10

2)
N

eu
ra

l n
et

w
or

k
0.

52
5

0.
80

2
0.

88
5 

(0
.8

49
−

0.
92

1)
0.

86
8 

(0
.8

13
−

0.
92

3)
0.

74
1 

(0
.7

14
−

0.
76

7)
N

eu
ra

l n
et

w
or

k 
+

 S
M

O
TE

0.
54

0
0.

80
1

0.
88

2 
(0

.8
45
−

0.
91

9)
0.

79
2 

(0
.7

25
−

0.
85

8)
0.

81
0 

(0
.7

86
−

0.
83

4)
N

eu
ra

l n
et

w
or

k 
+

 C
os

t-s
en

si
tiv

e
0.

52
9

0.
80

4
0.

88
3 

(0
.8

47
−

0.
92

0)
0.

85
4 

(0
.7

97
−

0.
91

2)
0.

75
6 

(0
.7

30
−

0.
78

2)
X

G
B

oo
st

0.
50

1
0.

78
0

0.
89

4 
(0

.8
59
−

0.
92

9)
0.

89
6 

(0
.8

46
−

0.
94

6)
0.

67
9 

(0
.6

50
−

0.
70

7)
X

G
B

oo
st 

+
 S

M
O

TE
0.

53
5

0.
80

3
0.

88
5 

(0
.8

49
−

0.
92

1)
0.

81
9 

(0
.7

57
−

0.
88

2)
0.

78
7 

(0
.7

62
−

0.
81

2)
X

G
B

oo
st 

+
 c

os
t-s

en
si

tiv
e

0.
51

1
0.

79
0

0.
88

9 
(0

.8
54
−

0.
92

5)
0.

86
1 

(0
.8

05
−

0.
91

8)
0.

72
4 

(0
.6

97
−

0.
75

1)

Re
su

lts
 re

po
rte

d 
as

 F
-m

ea
su

re
, G

-m
ea

n,
 A

U
RO

C
, s

en
si

tiv
ity

, a
nd

 s
pe

ci
fic

ity
 fo

r O
U

H
, P

U
H

, U
H

B
, a

nd
 B

H
 te

st 
se

ts
; 9

5%
 c

on
fid

en
ce

 in
te

rv
al

s 
(C

Is
) a

ls
o 

sh
ow

n.
 B

ol
d 

an
d 

ita
lic

s v
al

ue
s d

en
ot

e 
be

st 
an

d 
se

co
nd

 b
es

t s
co

re
s, 

re
sp

ec
tiv

el
y,

 fo
r F

-m
ea

su
re

 a
nd

 G
-m

ea
n.

 T
hr

es
ho

ld
 a

dj
us

tm
en

t a
pp

lie
d 

to
 o

pt
im

iz
e 

m
od

el
s t

o 
se

ns
iti

vi
tie

s o
f 0

.9



2667Machine Learning (2024) 113:2655–2674 

1 3

pathway. Results achieved with no threshold adjustment (i.e., using the default threshold 
of 0.5) and when using a threshold of 0.85 can be found in Supplementary Tables 10 and 
11, respectively (Section G of the Supplementary Material). As we are focused on evaluat-
ing balanced classification, we use red and blue to depict the best and second best scores, 
respectively, for F and G.

Results without any threshold adjustment (Supplementary Table  10), show that both 
baseline models performed poorly at predicting COVID-19 status (the minority class), 
achieving sensitivities below 0.5 on all test sets (mean sensitivities of 0.236 [CI range 
0.071−0.388] and 0.340 [0.179−0.436] for neural network and XGBoost baseline models, 
respectively). The XGBoost model achieved slightly higher sensitivities than the neural 
network baseline, on all test sets. When SMOTE was applied to the training set, sensi-
tivities slightly improved for both models (mean sensitivities of 0.463 [CI range 0.230−
0.596] and 0.399 [0.205−0.528] for neural network and XGBoost models, respectively). 
When cost-sensitive learning is applied, the neural network model achieved much higher 
sensitivities than the baseline (mean sensitivity of 0.703 [CI range 0.539−0.785]); how-
ever, the XGBoost model only improved slightly with respect to its baseline comparator 
(mean sensitivity of 0.457 [CI range 0.303−0.578]). Compared to all baseline models and 
those additionally utilizing SMOTE and cost-sensitive weights, Q-imb achieved the high-
est sensitivities, without threshold adjustment, on all test sets (mean sensitivity of 0.806 
[CI range 0.733−0.864]), while maintaining high specificity as well (mean specificity of 
0.756 [0.669−0.871]). The RL models without a dueling component achieved high sensi-
tivity (mean sensitivities of 0.838 [CI range 0.765−0.888] and 0.930 [0.902−0.991] for the 
DDQN and DQN, respectively); however, had much lower specificity (mean specificities 
of 0.357 [CI range 0.280−0.440] and 0.111 [0.068−0.138]), with the DDQN architecture 
slightly outperforming the DQN. Comparison of the output from Q-imb model to all other 
methods was found to be statistically significant (p<0.0001, by the Wilcoxon Signed Rank 
Test). Full numerical results can be found in Supplementary Table 10.

Although the models prior to threshold adjustment achieved poor performance on the 
minority class (except for Q-imb and the neural network with cost-sensitive weights), 
they still achieved reasonably high AUROC scores (>0.831, other than the RL methods 
without a dueling component, which achieved a slightly lower AUROC range of 0.659−
0.762), suggesting that the models are able to distinguish between COVID-19 positive and 
negative classes. Thus, once threshold adjustment was applied, there was both higher and 
more balanced classification between COVID-19 positive and negative cases. The adjusted 
thresholds (listed in Supplementary Table 8) for Q-imb are also much closer to the default 
threshold (0.5) than the other methods, further demonstrating how threshold adjustment 
is not necessary even when the training data is heavily imbalanced (unlike the baseline 
models).

As our algorithm’s primary objective is to accurately screen for COVID-19, we assess 
the balanced classification performance of models that can reliably predict the COVID-19 
status of individuals. Specifically, we focus on models that have been optimized to achieve 
a sensitivity of 0.9. As shown in Table 1, all models using this optimization achieved high 
sensitivities (>0.792).

In terms of balanced classification, Q-imb achieved the highest F and G scores for three 
test sets - OUH, UHB, and BH. The XGBoost models using SMOTE and cost-sensitive 
weights achieved the best F and G scores on the PUH dataset. Similar results were found 
for models optimized to sensitivities of 0.85, with Q-imb generally achieving the highest 
(or second highest) F and G scores, demonstrating model consistency. When no threshold 
adjustment was applied, Q-imb also achieved the highest (or second highest) G scores on 
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all test sets; however, F scores were not as high compared to other models that had much 
lower sensitivity (<0.61) but very high specificity (>0.93), due to the nature of how F is 
calculated. The non-dueling DDQN and DQN models consistently achieved the lowest F 
and G scores, across all test sets (recall that it also achieved the lowest classification per-
formance). Comparison of the output from Q-imb to all other methods was found to be 
statistically significant (p<0.0001, by the Wilcoxon Signed Rank Test).

All models trained achieved reasonably high AUROC scores across all test sets, com-
parable to those reported in previous studies, using the same patient cohorts (Miller et al., 
2020; Soltan et al., 2022; Yang et al., 2022, 2023) (Supplementary Table 3), demonstrating 
that we have trained strong models to begin with. Thus, the results show that Q-imb is both 
a strong classifier, in addition to being able to account for large data imbalances.

Additional results evaluating the dueling component, as well as training time can be 
found in Supplementary Figures 2 and 3 (Section G in the Supplementary Material).

5.2  Patient diagnosis prediction

For multiclass patient diagnosis, we calculated the individual sensitivities and G-means for 
all classes, using a “one-vs-all” method, for each method used, and present the mean sensi-
tivities and G-means across all classes (Table 2).

Here, all models achieved similar classification performances (mean sensitivity range of 
0.712−0.748, other than the RL methods without a dueling component, which achieved a 
slightly lower mean sensitivities of 0.671 and 0.672 for the DDQN and the DQN, respec-
tively) (Table  2). The highest mean sensitivity was achieved by the RL model (0.748 
[SD 0.126]), followed closely by the XGBoost model with cost-sensitive weights (0.744 
[0.142]). Comparison of the output from the RL model to all other methods was found to 
be statistically significant (p<0.0001, by the Wilcoxon Signed Rank Test).

There was a wide range in sensitivities for each acute event category across all models, 
varying from sensitivities of <0.5 to >0.9 (individual class performances can be found 
in Supplementary Table  12). Q-imb displayed the lowest variance (presented as stand-
ard deviation in Table  2) for sensitivities and G-means across all classes (SDs of 0.126 

Table 2  Performance metrics for 
multi-class diagnosis prediction 

Results reported as mean sensitivities and G values across all classes, 
shown alongside standard deviation
Bold and italics values denote best and second best scores, respec-
tively, for G-mean

Model G Sensitivity

Reinforcement learning (Q-imb) 0.834 (0.082) 0.748 (0.126)
Reinforcement learning (DDQN) 0.776 (0.096) 0.671 (0.153)
Reinforcement learning (DQN) Lin 

et al. (2020)
0.777 (0.107) 0.672 (0.172)

Neural network 0.806 (0.105) 0.715 (0.183)
Neural network + SMOTE 0.804 (0.109) 0.714 (0.193)
Neural network + Cost-Sensitive 0.801 (0.103) 0.712 (0.190)
XGBoost 0.819 (0.106) 0.733 (0.181)
XGBoost + SMOTE 0.819 (0.107) 0.733 (0.184)
XGBoost + Cost-sensitive 0.830 (0.092) 0.744 (0.142)
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and 0.082 for sensitivity and G-mean, respectively), suggesting that it achieves the most 
balanced classification; and thus, is the least biased towards majority classes (individual 
class performances can be found in Supplementary Table  13). This is closely followed 
by the XGBoost model with cost-sensitive weights (SDs of 0.142 and 0.092 for sensitiv-
ity and G-mean, respectively). As seen in the previous task, the non-dueling DDQN and 
DQN models achieved the lowest mean sensitivity and mean G score, confirming how a 
policy that leads to good performance is harder to learn when state-action pairs are cou-
pled. Q-imb also achieved either the highest (or second highest) sensitivities on the three 
classes with the lowest prevalences (acute gastrointestinal events, acute systemic events, 
acute renal events), across all methods. All methods performed poorly at predicting acute 
renal events, with only Q-imb and XGBoost with cost-sensitive weights achieving sensi-
tivities >0.5 (0.545 [CI 0.508−0.58] and 0.515 [0.478−0.552] for the Q-imb and XGBoost 
models, respectively). Although performance on minority classes improved, the Q-imb 
model’s scores for the majority classes are slightly lower compared to other models. This 
was also the case for the XGBoost model with cost-sensitive weights, as the predictive 
performances of minority classes also improved at a slight cost of majority class perfor-
mance. However, in both cases, the absolute rate of improvement was higher, leading to 
better overall performance.

Similar patterns were found with respect to G scores, as Q-imb achieved the highest 
mean G score (0.834 [SD 0.082]), followed by the XGBoost model with cost-sensitive 
weights (0.830 [0.092]), suggesting more balanced classification.

6  Discussion and conclusion

As seen in many real-world ML studies, data imbalance poses a challenge, particularly 
with respect to correct classification of the minority class. This is especially evident in 
healthcare-related tasks, where the classification of the minority class is often more critical 
than the majority class. In this study, we used deep reinforcement learning, specifically in 
the context of imbalanced classification, and introduced a new formulation for multi-class 
settings. We evaluated our method against state-of-the-art imbalanced learning methods, 
using two challenging, real-world clinical case studies of COVID-19 diagnosis (binary) 
and general patient diagnosis (multi-class), with extreme data imbalances.

Experiments showed that our model achieved more balanced classification on imbal-
anced data than other imbalanced classification methods, significantly improving minority 
class sensitivity, while still achieving high majority-class performance. We also demon-
strated that a dueling architecture was able to learn the state-value function, and therefore, 
the policy, more efficiently than a non-dueling comparator. Additionally, we showed that 
trained models were generalizable across four out-of-sample validation data sets (from four 
independent hospital trusts) with varying disease prevalences/imbalance ratios, which is a 
common disparity between hospitals and populations.

Although we were able to demonstrate that our method was effective for training imbal-
anced multi-class problems, it is still important to consider whether a class-specific model 
(i.e., using multiple one-vs-rest models) or a more general multi-class model is best suited 
for the task. Thus, future work should also consider the properties and nature of samples in 
minority classes, as this can give insight into the source of learning difficulties. For exam-
ple, if there are different degrees of overlapping distributions between classes, it may be 
better to train multiple binary classifiers instead of a single multi-class one. Contrarily, for 
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tasks where very large models need to be used, training multiple one-vs-rest models can 
overwhelm computing power; thus, using Q-imb in those scenarios would be beneficial.

With respect to the binary classification task, we used threshold adjustment to ensure 
models achieved high sensitivity for detecting COVID-19. Although threshold adjustment 
can be an effective strategy for achieving desirable detection rates, it is biased on the par-
ticular dataset the threshold is determined on. It has previously been shown that data can be 
biased towards site-specific factors (e.g. annotation, measuring devices, collection/process-
ing methods, cohort distributions) Miller et al. (2020); Yang et al. (2023); thus, the thresh-
old used at one site, may not be appropriate for use at a different site with varying distri-
butions. This can make it difficult to perform external validation/translate tools to new, 
independent settings. However, as reinforcement learning can already achieve high sensi-
tivities without having to use threshold adjustment, and additionally, learn an augmented 
representation of a task, it may have greater ability to generalize. This was demonstrated by 
the results, as Q-imb most consistently achieved the highest F and G scores across differ-
ent optimization thresholds and across different test sites (whereas the neural network- and 
XGBoost-based methods showed greater variation across thresholds and test sites). Thus, 
choosing a decision threshold should be carefully considered, as it directly affects F and G 
metrics (through the shifting of sensitivity/specificity). Future experiments could consider 
using bespoke thresholds adapted to each independent dataset in order to improve classifi-
cation performances on each set Yang et al. (2022).

When threshold adjustment is not applied, we found that Q-imb was the only method 
that achieved clinically-effective sensitivities for COVID-19 prediction. We found that both 
baseline methods (neural network and XGBoost without any imbalanced learning strategy 
applied), achieved poor sensitivities for COVID-19 prediction, with the XGBoost baseline 
achieving slightly better results. This was also found to be the case in the multiclass diag-
nosis task, as the baseline methods tended to have poorer performance on minority classes, 
with the XGBoost performing slightly better. This is expected, as most standard supervised 
learning models assume that classes are equally distributed Ganganwar (2012); Zong et al. 
(2013); and thus, skewed distributions can negatively affect the minority class Haixiang 
et al. (2017); Kaur et al. (2019). The XGBoost baseline model may have achieved slightly 
better sensitivity, as it is an ensemble method, which inherently combines the predictions 
of multiple models, improving the generalization error. However, sensitivity is still low, as 
ensemble methods still require a base classifier, which is usually a conventional machine 
learning model that typically isn’t suitable for imbalanced data Haixiang et al. (2017).

When SMOTE was added to training, both the neural network and the XGBoost model 
only improved slightly in detecting COVID-19 cases (mean sensitivities still <0.5). This 
may be because the added synthetic examples helped create larger (and thus, less specific) 
decision regions, making generalization easier. However, the improvement may have been 
minimal because new examples could have been generated from overlapping regions. This 
is especially relevant to health-related tasks, as clinical data is heterogeneous, and under-
standing how social, behavioral, and genetic factors collectively and independently impact 
outcomes is difficult Miller et al. (2020). Thus, it can be hard to confidently augment data, 
resulting in noisy regions. This is also reflected in the multiclass patient diagnosis task, 
where SMOTE did not impact XGBoost performance and decreased the performance of 
the neural network.

The addition of cost-sensitive weights improved sensitivities of both baseline models 
for COVID-19 prediction. This effect was especially noticeable with the neural network, 
as it achieved a much higher mean sensitivity compared to its baseline (mean sensitivity 
of 0.703 [CI range 0.539−0.785], from 0.236 [CI range 0.071−0.388]). This was also the 
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case for the multiclass diagnosis task, as the sensitivity of minority classes also improved 
compared to respective baselines (however, at the cost of majority class prediction). This is 
expected, as cost-sensitive weights put more attention to samples from the minority class, 
allowing the backpropagation algorithm to assign weights to classification errors in propor-
tion to the class imbalance.

In general, Q-imb achieved the highest (or second highest) G-mean scores across test 
sets, except for PUH when threshold adjustment was used. This may be related to the RL 
method also having poorer overall classification performance on PUH, possibly owing to 
site-specific differences (e.g. differences in protocols or methods used to collect and pro-
cess data). Q-imb also achieved the highest (or second highest) F-scores when threshold 
adjustment was applied. When no threshold adjustment was applied, F scores were not 
as high compared to other models that had much lower sensitivity (<0.61), but very high 
specificity (>0.93). This is because these models generally had fewer false positives, which 
results in a higher F score (as shown in Eq. 12).

For the multiclass diagnosis task, we found that Q-imb achieved the strongest results in 
terms of classification performance and balanced performance (for both individual minor-
ity class scores and mean scores across all classes). However, all models achieved the low-
est sensitivities for predicting acute renal events (which included electrolyte imbalances 
and renal failure). This may be because none of the markers typically used to diagnose 
these conditions, such a blood tests, urinalysis, urine output, swelling, or imaging studies, 
were included as input features to the model. The features available, such as blood pres-
sure, heart rate, and oxygen saturation, primarily reflect the status of the cardiovascular and 
respiratory systems - as well as systemic function - which could explain why RL performed 
better in predicting these classes. We also note that the disease categories were neither 
mutually exclusive nor collectively exhaustive, and that a given patient might have several 
concurrent diagnosis across labels. Thus, future studies should consider adding more input 
features, including laboratory tests and imaging studies, and group diagnoses in a way that 
accounts for the fact that patient could be assigned to multiple labels. Additionally, mul-
ticlass tasks often require more data, and thus, there may not have been sufficient data to 
confidently differentiate between all classes, especially for this kind of challenging clinical 
task.

To conclude, as technological capabilities in memory and processing continue to 
advance, datasets are becoming much larger, complex, and imbalanced. In this paper, we 
discussed one domain - healthcare - where this is imbalance is especially severe; however, 
the framework introduced can be adapted to many other domains. As the method intro-
duced is a total paradigm shift to previous imbalanced learning methods, and demonstrated 
with neural networks, these principles can be generalised to imbalanced image recognition 
problems, as well as NLP problems, which XGBoost (and other common baselines) are 
not appropriate for. Thus, as standard methods become inadequate for coping with such 
extreme levels of data imbalance, novel deep learning approaches will be key to propelling 
forward evidence-based AI.
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