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1 Introduction

Let {η̃j , j ≥ 0} be a stationary long range dependent (LRD) centered Gaussian

sequence with E(η̃20) = 1 and covariance function of the form

ρk := E(η̃0η̃k) = k−αL(k), k = 1, 2, . . . , (1)

where α ∈ (0, 1), and L(·) is a slowly varying function at infinity. Let G(·) be a real

valued Borel measurable function with E(G(η̃0)) = µ and E(G2(η̃0)) < ∞. It may

be expanded as

G(η̃0)− µ =

∞∑

q=m

Jq
q!
Hq(η̃0),

where convergence is in L2,

Hq(x) := (−1)qex
2/2 d

q

dxq
e−x2/2, q = 1, 2, . . . ,

are Hermite polynomials, and Jq := E(G(η̃0)Hq(η̃0)). The index m in the above

expansion is defined as

m := min{q ≥ 1 : Jq 6= 0}.

We then say that the Hermite rank of G(·) is m.

Consider the subordinated sequence {Yj = G(η̃j), j ≥ 0}. Then E(Yj) = µ,

j = 0, 1, 2, . . . Given (1) with α ∈ (0, 1), assume that the Hermite rank m of G(·) is

such that 0 < α < 1/m. Then, as n→ ∞, with L(·) as in (1), we have (cf. Lemma

3.1 and Theorem 3.1 of Taqqu [24], or [25]),

σ2n,m := Var




n∑

j=1

(Yj − µ)


 ∼

J2
m

m!

2

(1− αm)(2 − αm)
n2−mαLm(n), (2)

where the symbol ∼ stands for the indicated terms being asymptotically equal to

each other.

We note that an LRD Gaussian sequence as in (1) can be viewed in terms of

the linear (moving average) process

ηj =

∞∑

k=0

ψkξj−k, j = 0, 1, 2, . . . , (3)
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where {ξk, −∞ < k < ∞} is a double sequence of independent standard nor-

mal random variables, and the sequence of weights {ψk, k = 0, 1, 2, . . .} is square

summable. Then E(η0) = 0, E(η20) =
∑∞

k=0 ψ
2
k =: σ2 and, on putting η̃j = ηj/σ,

{η̃j , j = 0, 1, 2, . . .} is a stationary Gaussian sequence with E(η̃0) = 0 and E(η̃20) = 1.

If ψk ∼ k−(1+α)/2ℓ(k) with a slowly varying function, ℓ(k), at infinity, then (cf.

Wang et al. [29]) E(ηjηj+n) ∼ bαn
−αℓ2(n), i.e., we have (1) with L(n) ∼ bαℓ

2(n)/σ2,

where the constant bα is defined by

bα =

∫ ∞

0
x−(1+α)/2(1 + x)−(1+α)/2 dx.

For more information on long memory Gaussian sequences and their functionals

we refer to [24] and [26].

In this exposition we study the asymptotic behaviour of partial sums of long

range dependent random variables and that of their counting process, together with

an appropriately normalized integral process of the sum of these two processes, the

so-called Vervaat process. All this will amount to an extension of the recent work

in [2] and [3] to LRD sequences.

1.1 Bahadur-Kiefer processes

For initiating our discussion, let Uj, j = 1, 2, . . ., be independent identically dis-

tributed uniform random variables on [0, 1], and denote by Fn the right continuous

empirical distribution function of the first n ≥ 1 of these random variables. Define

the so-called uniform Bahadur-Kiefer process {Rn(t), 0 ≤ t ≤ 1} as

Rn(t) := αn(t) + βn(t), (4)

where αn(t) := n1/2(Fn(t) − t), βn(t) := n1/2(F−1
n (t) − t), and F−1

n (·) is the em-

pirical quantile function (left continuous inverse of Fn(·)). The process Rn(·) was

introduced and first studied by Bahadur [1] and, consequently, by Kiefer in [13]

and [14]. In particular, it can be concluded from the results of Kiefer in the just

cited papers that the Bahadur-Kiefer process Rn(·) cannot converge weakly to any

non-degenerate random element of the space D[0, 1]. This can also be deduced via

the following result of Vervaat in [28] and [27]: as n→ ∞,

Vn(t) := 2n1/2
∫ t

0
Rn(u) du⇒W 2

0 (t), 0 ≤ t ≤ 1, (5)

where W0(t) is a standard Brownian bridge, and ⇒ stands for weak convergence

in C[0, 1], equipped with the uniform norm. Since W 2
0 is not differentiable, we

conclude again that Rn, as the derivative of Vn cannot converge weakly in D[0, 1]
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with any normalization. The integrated Bahadur-Kiefer process in (5) is usually

referred to as the uniform Vervaat process.

The just mentioned works of Vervaat constitute important general contribu-

tions to limit theorems for processes with positive drift and their inverses which

we now indicate briefly. Accordingly, let Z be a non-negative stochastic process

on [0,∞) such that almost all realizations Z(·, ω) : [0,∞) → [0,∞) are non-

decreasing unbounded functions, and Z−1 be the generalized inverse of Z(·, ω), i.e.,

Z−1(t, ω) := inf{u : Z(u, ω) > t}. Let D0[0,∞) be the subset of non-decreasing,

non-negative unbounded functions of D[0,∞), the set of real-valued functions on

[0,∞) which are right-continuous and have finite left-hand limits at every point

t ∈ (0,∞), and let C[0,∞) be the subset of continuous functions of D[0,∞). For

further use we state here Theorem 1 of Vervaat [28] for our convenience as fol-

lows (cf. also Theorem 3.2.3 of Vervaat [27]). Here and throughout ⇒ indicates

weak convergence in an appropriate context, while
P
→ designates convergence in

probability.

Theorem 1.1 Let Z1,Z2, . . . , be random elements in D0[0,∞), Z̃ a random el-

ement in C[0,∞), and ζ1, ζ2, . . . , be positive random variables such that ζn
P
→ 0

as n → ∞. Then, as n → ∞, the following two weak convergence statements are

equivalent in D[0,∞) (endowed with the uniform topology on compact sets):

Zn − I

ζn
⇒Z̃ ,

Z−1
n − I

ζn
⇒ − Z̃,

where I denotes the identity map on [0,∞). Moreover, if any of the above statements

holds, then

V (· ;Zn)⇒
1

2
Z̃2 (6)

in C[0,∞) (endowed with the uniform topology on compact sets), where

V (t;Zn) =
1

ζ2n

∫ t

0
(Zn(u) +Z−1

n (u)− 2u) du, 0 ≤ t <∞.

Clearly, the statement of (5) is implied by that of (6).

On the other hand, if we consider a subordinated sequence of random variables

Yj = G(η̃j), j = 0, 1, 2, . . . , with marginal distribution function F (x) = P (Y0 ≤ x),

x ∈ IR, where {η̃j , j ≥ 0} is a stationary LRD centered Gaussian sequence with

E(η̃20) = 1 and covariance as in (1), then their appropriately scaled Bahadur-Kiefer

process does converge weakly. To be more specific, on expanding 1{Y0 ≤ x}−F (x)
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in terms of Hermite polynomials for any fixed x ∈ IR as in Dehling and Taqqu [10],

we have

1{Y0 ≤ x} − F (x) =

∞∑

q=mx

cq(x)

q!
Hq(η̃0), x ∈ IR,

where cq(x) = E(1{G(η̃0) ≤ x} − F (x))Hq(η̃0), and mx for any x ∈ IR is the index

of the first nonzero coefficient in this expansion, the so-called Hermite rank of

1{Y0 ≤ x}−F (x). Then, the Hermite rank of the class (1{Y0 ≤ x}−F (x), x ∈ IR)

is defined as

m := min{mx : cmx(x) 6= 0 for some x ∈ IR}. (7)

On assuming now that F (·) is continuous, in terms of the first n ≥ 1 of the

uniformly distributed random variables Uj = F (Yj) = F (G(η̃j)), j = 1, 2, . . .,

keeping the notation we already used in the i.i.d. case in (4) for the LRD case as

well, we redefine αn(·) and βn(·), respectively, as

αn(t) :=
n

dn,m
(Fn(t)− t), t ∈ [0, 1],

βn(t) :=
n

dn,m
(F−1

n (t)− t), t ∈ [0, 1],

where d2n,m = n2−mαLm(n).

In this context, from Theorem 1.1 of Dehling and Taqqu [10], we obtain that

as long as 0 < α < 1/m, as n→ ∞,

αn(t)⇒

√
2

(2−mα)(1 −mα)
cm(F−1(t))Xm, (8)

in D[0, 1], equipped with the sup-norm, where F−1(·) is the quantile function (in-

verse) of F (·), Xm
d
= Xm(1), where {Xm(s), 0 ≤ s ≤ 1} is 1/m! times a Hermite

process of rank m, given for each s as a multiple Wiener-Itô-Dobrushin integral

(see, e.g., [10], [26]).

As a consequence of (8) and Theorem 1.1, we immediately conclude also that,

as n→ ∞,

βn(t)⇒ −

√
2

(2−mα)(1 −mα)
cm(F−1(t))Xm,

in D[0, 1], equipped with the sup-norm.

Furthermore, on using the same definition of the Bahadur-Kiefer process as in

(4) in our present LRD context as well, via (6) we arrive at

n

dn,m

∫ t

0
Rn(u) du⇒

1

(2−mα)(1 −mα)
c2m(F−1(t))X2

m, (9)
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in C[0, 1], endowed with the uniform topology.

Now, unlike in the i.i.d. case (cf. (5)), we can formally differentiate the pro-

cesses in (9), and thus obtain the following corollary.

Corollary 1.2 Let 0 < α < 1/m, where m is as in (7), and let Xm be the random
variable defined in (8). Assume that the marginal distribution function F has a

positive density f = F ′, with respect to Lebesgue measure, on (a, b), where a =

sup{x : F (x) = 0}, b = inf{x : F (x) = 1}, −∞ ≤ a < b ≤ ∞. Assume that the

function cm(·) is also differentiable over this interval (a, b). Then, as n→ ∞,

n

dn,m
Rn(t)⇒

2

(2−mα)(1 −mα)

cm(F−1(t))c′m(F−1(t))

f(F−1(t))
X2

m, (10)

in D[0, 1], endowed with the sup-norm, provided the deterministic function

cm(F−1(t))c′m(F−1(t))

f(F−1(t))

is finite for t ∈ [0, 1].

Thus, unlike in the i.i.d. case, the LRD-based Bahadur-Kiefer process does
converge weakly. Dealing with the sequential version of (10), this was first observed

in [8]; see also [9], [4], [5]. In these papers the method of establishing (10) was in fact

completely different. Namely, strong approximations were used instead of making

use of Vervaat’s approach in hand. This, however, led to stronger assumptions on
F . Nevertheless, the method of strong approximations as in the above mentioned

works is needed to deal with weak and strong laws of the general (non-uniform)

and possibly sequential Bahadur-Kiefer and Vervaat processes that are based on

subordinated sequences or linear processes.

1.2 Partial Sums and Counting Processes

We are to see in this exposition that, unlike Bahadur-Kiefer processes, i.i.d. and
LRD based sums of partial sums and their counting processes behave similarly in

that both cannot converge weakly.

Specifically now, assume that E(Y0) = µ, put Sn := Y1 + · · · + Yn, n ≥ 1, and

define, as in [3],

Sn(t) := (nµ)−1S[nt], Nn(t) := N(nµt)/n, (11)

where N(t) := min{n ≥ 1 : Sn > t}.

Assume first that the random variables Yj are i.i.d., and, via Sn(·) and Nn(·)

as in (11) define now the following analogue of the Bahadur-Kiefer process Rn as

in (4) as follows:

R∗
n(s) := n1/2(Sn(s)− s+Nn(s)− s).
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Then, in view of the left-hand side of the statement in (5), we define the following

Vervaat-type process:

Ṽn(t) := n

∫ t

0
{(Sn(s)− s) + (Nn(s)− s)} ds = n1/2

∫ t

0
R∗

n(s) ds.

In [3] strong approximations were established for Vn(·) in terms of the square of

a standard Brownian motion under the conditions P (Y0 > 0) = 1 and E(Y 4
0 ) <∞.

In [2] the condition E(Y 4
0 ) < ∞ was replaced by a weaker moment condition

and the results of [3] were extended to weakly dependent cases.

In view of Donsker’s theorem for partial sums of i.i.d. random variables, it fol-

lows from Theorem 1.1 that, if P (Y0 ≥ 0) = 1 and 0 < E(Y 2
0 ) <∞, the i.i.d. based

Vervaat-type process {Ṽn(t), t ∈ [0, 1]} converges weakly in C[0, 1] (equipped with

the uniform topology) to {W 2(t), t ∈ [0, 1]}, where the latter process is the square

of a standard Brownian motion. Consequently, similarly to (5), the “derivative”

of Ṽn(t), i.e., the i.i.d. based integrand process {R∗
n(t), t ∈ [0, 1]} as above cannot

converge weakly.

It will be shown in this paper that in case of LRD sequences, for R∗
n(·) we

have a similar lack of weak convergence. Namely, a strong approximation of the

appropriately scaled LRD sequences based {Ṽn(t), t ∈ [0, 1]} yields a limiting process

in terms of the square of a fractional Brownian motion. Consequently, its LRD based

integrand process {R∗
n(t), t ∈ [0, 1]} cannot converge weakly. This is in contrast to

having the weak convergence in the LRD case of the appropriately scaled Bahadur-

Kiefer process Rn(·) as in (10).

In order to conclude our strong approximation for an LRD sequences based

Vervaat process, we first establish some new results on the almost sure behaviour

of similarly based partial sums and their counting process.

The paper is organized as follows. In Section 2.1, we introduce our basic as-

sumptions and notations for the sake of stating our strong approximation results

for LRD based partial sums, their counting process and the therein defined Vervaat

process. In Section 2.2, we list weak convergence laws and laws of the iterated

logarithm (LIL) for these LRD based processes via well-known laws for appropriate

fractional Brownian motions. The proofs are given in Section 3. In particular, in

Section 3.1, we first describe the construction of the fractional Brownian motion

that will be used throughout later on when proving our strong approximation re-

sults for our LRD sequences based processes in hand. The latter approximations

will be achieved by an appropriate reduction principle and strong approximation for

partial sums of LRD based subordinated sequences that, in turn, conclude Section

3.1. Following this, in Sections 3.2 and 3.3 respectively, we establish our strong

approximations for the counting and Vervaat processes in hand.
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2 Results

2.1 Statements of results

Put η̃j = ηj/σ, j = 0, 1, 2, . . ., where ηj is as in (3) with σ2 = E(η20) =
∑∞

k=0 ψ
2
k.

We shall assume for simplicity that the slowly varying function in (1) is constant,

equal to one. We are now concerned with the subordinated sequence Yj = G(η̃j),

j = 0, 1, 2, . . .. We assume throughout that J1 := E(G(η̃0)η̃0) 6= 0, i.e., the Hermite

rank of G(·) is assumed to be 1.

We will make use of, or a part of, the following assumptions:

(i) EY0 = µ > 0;

(ii) E(Y 2
0 ) <∞;

(iii) P (Y0 ≥ 0) = 1.

In terms of our subordinated sequence {Yj , j = 0, 1, 2, . . .}, with t ≥ 0, we

define

S(t) :=

[t]∑

i=1

Yi, (12)

N(t) := inf{s ≥ 1 : S(s) > t}, (13)

Q(t) := S(t) + µN(µt)− 2µt, (14)

Z(t) := µ

∫ t

0
Q(s) ds. (15)

In terms of these definitions we have the following analogue of the Bahadur-

Kiefer process

R∗
n(s) :=

S(ns) + µN(µns)− 2µns

n1−α/2
= nα/2

Q(ns)

n
. (16)

Via Z(·), the Vervaat process in this context is defined by

Vn(t) := nα/2
∫ t

0
R∗

n(u) du = nα/2
∫ t

0
nα/2

Q(nu)

n
du =

Z(nt)

µn2−α
. (17)

For 1/2 < H < 1 let {WH(t), t ≥ 0} be a fractional Brownian motion, i.e. a

mean-zero stationary Gaussian process with covariance

EWH(s)WH(t) =
1

2
(s2H + t2H − |s− t|2H). (18)

8



Theorem 2.1 Let ηj be defined by (3) with ψk ∼ k−(1+α)/2, 0 < α < 1, and put

η̃j = ηj/σ with σ2 := E(η20) =
∑∞

k=0 ψ
2
k. Let G(·) be a function whose Hermite rank

is 1. Furthermore, let {S(t), t ≥ 0} be as in (12) and assume condition (ii). Then,
on an appropriate probability space for the sequence {Yj = G(η̃j), j = 0, 1, . . .}, one

can construct a fractional Brownian motion W1−α/2(·) such that, as T → ∞, we
have

sup
0≤t≤T

∣∣∣∣S(t)− µt−
J1κα
σ

W1−α/2(t)

∣∣∣∣ = oa.s.(T
γ/2+δ), (19)

where

κ2α = 2

∫∞

0 x−(α+1)/2(1 + x)−(α+1)/2 dx

(1− α)(2 − α)
, (20)

γ = 2− 2α for α < 1/2, γ = 1 for α ≥ 1/2 and δ > 0 is arbitrary.

Theorem 2.2 Assume the conditions of Theorem 2.1 and condition (i). Then, on

the probability space of Theorem 2.1 for the sequence {Yj = G(η̃j), j = 0, 1, . . .},
together with the fractional Brownian motion W1−α/2(·) as in (19), for N(t) as in

(13), as T → ∞, we have

sup
0≤t≤T

∣∣∣∣µN(µt)− µt+
J1κα
σ

W1−α/2(t)

∣∣∣∣ = oa.s.(T
γ/2+δ + T (1−α/2)2+δ) (21)

with γ as in Theorem 2.1, and arbitrary δ > 0.

Theorem 2.3 Assume the conditions of Theorem 2.1 and condition (iii). Then,

on the probability space of Theorem 2.1 for the sequence {Yj = G(η̃j), j = 0, 1, . . .},

together with the fractional Brownian motion W1−α/2(·) as in (19) and (21), for
Z(t) as in (15), as T → ∞, we have

sup
0≤t≤T

∣∣∣∣∣Z(t)−
1

2

(
J1κα
σ

W1−α/2(t)

)2
∣∣∣∣∣ = oa.s.

(
T 2−3α/2+α2/4+δ + T (1−α/2+γ/2+δ

)
,

(22)

with γ as in Theorem 2.1, and arbitrary δ > 0.

2.2 Consequences of Theorems 2.1–2.3

First we deal with some immediate consequences of Theorem 2.1 for the partial
sum process S(t) as in (12).

Corollary 2.4 Under the conditions of Theorem 2.1, as n → ∞, we have the fol-
lowing weak convergence in D[0,∞) (endowed with the uniform topology on compact

sets).
σ(S(nt)− µnt)

J1καn1−α/2
⇒W1−α/2(t). (23)
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We note in passing that a more general first version of this result was established

directly on D[0, 1] by Taqqu [24].

Corollary 2.5 Under the conditions of Theorem 2.1, we have

lim sup
n→∞

σ sup0≤t≤1 |S(nt)− µnt|

J1καn1−α/2(2 log log n)1/2
= 1 a.s. (24)

lim inf
n→∞

σ sup0≤t≤1 |S(nt)− µnt|

J1καn1−α/2(log log n)−1+α/2
= cα a.s., (25)

where cα is a positive constant.

Corollary 2.6 Let aT be a nondecreasing function of T such that T τ+δ < aT ≤ T

and aT /T is nonincreasing, where δ > 0 is arbitrary, τ = (2 − 2α)/(2 − α) if

0 < α < 1/2 and τ = 1/(2 − α) if 1/2 ≤ α < 1. Then, under the conditions of

Theorem 2.1, we have

lim sup
T→∞

σ sup0≤t≤T−aT sup0≤s≤aT |S(t+ s)− S(t)− µs|

J1καa
1−α/2
T (2(log T/aT + log log T ))1/2

= 1 a.s. (26)

Remark 2.7 As to the result of (24), we note that, viewed via Theorem 2.1, it

is inherited from the LIL for fractional Brownian motion that was established by

Taqqu [25], cf. Corollary A1, in a more general functional form. The latter can

also be spelled out for our S(t) as in (12), via Theorem 2.1. Taqqu [25] establishes

his functional LIL for partial sums like our (12) and Gaussian processes as in his

Theorem A1 separetely, on their own. We note in passing that the statement of

(21) also follows from the LIL for Gaussian processes of Theorem 1.1 of Orey [22].

Remark 2.8 The result in (25) is new for our partial sums, and it is inherited

from (3.6) of Theorem 3.3 of Monrad and Rootzén [19], where it is concluded for

a standard fractional Brownian motion, with index 1 − α/2 in our terms. Thus

the latter version of Chung’s law of the iterated logarithm for fractional Brownian

motion is shared by partial sums of LRD sequences of random variables. As to the

constant cα, its numerical value is not determined in [19].

Remark 2.9 Ortega [23] extended the large increment results of Csörgő–Révész

[6], [7] for a Wiener process to centered Gaussian processes with stationary incre-

ments. Theorem 3 of [23] for a fractional Brownian motion as in (18) reads as

follows: For T > 0 let aT be a nondecreasing function of T such that 0 < aT ≤ T

and aT /T is nonincreasing. Then

lim sup
T→∞

sup0≤t≤T−aT sup0≤s≤aT |W1−α/2(t+ s)−W1−α/2(t)|

a
1−α/2
T (2(log T/aT + log log T ))1/2

= 1 a.s. (27)

10



Consequently, via Theorem 2.1, we arrive at (26). On taking aT = T , we may

conclude (24) with T instead of n.

We continue with spelling out new results for the counting process N(t) as in

(13) that follow from Theorem 2.2.

Corollary 2.10 Under the conditions of Theorem 2.2, as n→ ∞, we have the fol-

lowing weak convergence in D[0,∞) (endowed with the uniform topology on compact

sets).
σ(µN(µnt)− µnt)

J1καn1−α/2
⇒−W1−α/2(t). (28)

Corollary 2.11 Under the conditions of Theorem 2.2, we have

lim sup
n→∞

σ sup0≤t≤1 |µN(µnt)− µnt|

J1καn1−α/2(2 log log n)1/2
= 1 a.s. (29)

lim inf
n→∞

σ sup0≤t≤1 |µN(µnt)− µnt|

J1καn1−α/2(log log n)−1+α/2
= cα a.s., (30)

where the positive constant cα is that of (25).

Corollary 2.12 Let aT be a nondecreasing function of T such that T τ+δ < aT ≤ T

and aT /T is nonincreasing, where δ > 0 is arbitrary, τ = (2 − 2α)/(2 − α) if

0 < α < 1/2 and τ = 1/(2 − α) if 1/2 ≤ α < 1. Then, under the conditions of

Theorem 2.2, we have

lim sup
T→∞

σ sup0≤t≤T−aT sup0≤s≤aT |µ(N(µt+ µs)−N(µt))− µs|

J1καa
1−α/2
T (2(log T/aT + log log T ))1/2

= 1 a.s. (31)

Remark 2.13 We note that, mutatis mutandis, the conclusions of Corollaries 2.10,

2.11, 2.12 for the counting process N(t) follow via Theorem 2.2 exactly the same

way as those of Corollaries 2.4, 2.5, 2.6 do for S(t) from Theorem 2.1 as noted in

Remarks 2.7, 2.8, 2.9, i.e., from known results for the fractional Brownian motion

W1−α/2(t).

The next corollaries deal with the process Z(·) as in (15) or, equivalently, with

the Vervaat process Vn(·) as in (17) via the strong approximation as in Theorem 2.3,

in combination with known results for the fractional Brownian motion W1−α/2(t).

Corollary 2.14 Under the conditions of Theorem 2.3, as n→ ∞, we have the fol-

lowing weak convergence in C[0,∞) (endowed with the uniform topology on compact

sets).
2σ2Z(nt)

J2
1κ

2
αn

2−α
=

2µσ2Vn(t)

J2
1κ

2
α

⇒W 2
1−α/2(t). (32)
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Corollary 2.15 Under the conditions of Theorem 2.3, we have

lim sup
n→∞

σ2 sup0≤t≤1 Z(nt)

J2
1κ

2
αn

2−α log log n
= lim sup

n→∞

µσ2 sup0≤t≤1 Vn(t)

J2
1κ

2
α log log n

= 1 a.s. (33)

lim inf
n→∞

2σ2 sup0≤t≤1 Z(nt)

J2
1κ

2
αn

2−α(log log n)−2+α
= lim inf

n→∞

2µσ2 sup0≤t≤1 Vn(t)

J2
1κ

2
α(log log n)

−2+α
= c2α a.s., (34)

where the positive constant cα is as in (25).

Remark 2.16 If we were to assume the conditions of Theorem 2.3 to begin with,

then, as noted already, we would have (23) directly via Taqqu [24] that, in turn, in

view of Theorem 1.1, would lead to having (28) and (32) as well, as a consequence

of (23). Naturally, the respective strong approximation results of Theorems 2.1,

2.2, 2.3 were needed in order to conclude the strong laws of Corollaries 2.5, 2.11,

2.15, respectively. We also note in passing that the strong approximation result

of Theorem 2.2 leads to the weak convergence conclusion of Corollary 2.10, on

assuming only condition (i) instead of condition (iii), that is needed in the context

of the first sentence above.

Remark 2.17 We note in passing that our positivity condition (iii) is used only

in Theorem 2.3 in terms of our subordinated sequences Yj = G(η̃j), for which an

arbitrary marginal distribution function F can always be obtained via choosing

G(·) = F−1(Φ(·)), where Φ(·) stands for the standard normal distribution function.

Remark 2.18 It would be of interest to prove analogues of our results at least for

functions G whose Hermite rank is m = 2. This would give rise to the so-called

Rosenblatt process (cf. Taqqu [24]). The latter process has stationary increments

and covariance structure like that of a fractional Brownian motion in (18). How-

ever, it is non-Gaussian. Hence, difficulties arise when trying to deal with its path

behaviour, though one would think that it should be similar to that of a fractional

Brownian motion.

3 Proofs

To begin with, we note that the proof of Theorem 2.3, that is based on Theorems

2.1 and 2.2, also makes fundamental use of the basic algebraic identity that is (2.5)

of [3]. In the i.i.d. case, the appropriate approximations follow from the Komlós-

Major-Tusnády results [15], [16] and the work of Horváth [11].

12



3.1 Preliminary results and proof of Theorem 2.1

First we note that, via the proof of Lemma 6 in Oodaira [21], we borrow the following

construction (cf. page 379 of Wang et al. [29]) for our fractional Brownian motion

W1−α/2 that is being used throughout this paper. We also note in passing that in

the first line of page 379 in [29] one should write κ2α instead of κα.

Lemma 3.1 Let ηj be defined by (3) with ψk ∼ k−(1+α)/2, 0 < α < 1, and put

η̃j = ηj/σ with σ2 := E(η20) =
∑∞

k=0 ψ
2
k. Then, on an appropriate probability space

for the sequence {η̃j , j = 0, 1, . . .}, one can construct a fractional Brownian motion

W1−α/2(·) such that, as T → ∞, we have

sup
0≤t≤T

∣∣∣∣∣∣
κ−1
α σ

[t]∑

j=1

η̃j −W1−α/2(t)

∣∣∣∣∣∣
= oa.s.

(
T (1−α)/2 log T

)
, (35)

where κα is as in (20).

We now state and prove a lemma, a strong reduction principle in terms of a

function with arbitrary Hermite rank. Earlier versions were given by Taqqu [25]

and Kôno [17]. The present version is of a better rate that is based on combining

a result of Lai and Stout [18] with that of Taqqu [25].

Lemma 3.2 Assume that H(·) is an arbitrary function such that E(H(η̃0)) = 0,

E(H2(η̃0)) < ∞, and its Hermite rank is m ≥ 1, where η̃0 is a standard normal

random variable. Let {η̃j , j = 0, 1, . . .} be a stationary Gaussian sequence with

correlation as in (1). Then, as n→ ∞,

sup
0≤t≤n

∣∣∣∣∣∣

[t]∑

j=1

H(η̃j)−
Jm
m!

[t]∑

j=1

Hm(ηj)

∣∣∣∣∣∣
= oa.s.(n

γ/2+δ), (36)

where γ = 2− (m+ 1)α for α < 1/(m + 1), γ = 1 for α ≥ 1/(m+ 1) and δ > 0 is

arbitrary.

Proof. Let

U(n) =

n∑

j=1

H(η̃j)−
Jm
m!

n∑

j=1

Hm(η̃j).

The Hermite rank ofH(·)−Jm/m!Hm(·) is at leastm+1. By Taqqu [25, Proposition

4.2] with p = 2, we have for all a ≥ 0

E
(
(U(n+ a)− U(a))2

)
≤ C

{
n

n∑

i=0

|ρi|
m+1

}
≤ Cnγ+δ,

13



where C is a finite positive constant, γ is as above and δ > 0 arbitrary. Conse-

quently,

P (|U(a+ n)− U(a)| ≥ x) ≤ x−2E(U(a+ n)− U(a))2 ≤ x−2nγ+δ

for x > 0, a ≥ 0, n ≥ 1.

Since γ+ δ > 1, the conditions of Theorem 7 of Lai and Stout [18] are satisfied

with g(n) = nγ+δ, and p = 2. Hence, in our special case, with δ > 0 and γ as in

Theorem 2.1, we conclude

lim
n→∞

U(n)

(nγ+δ(log n)1+δ)1/2
= 0, a.s.

Hence, as n→ ∞

U(n) = oa.s.(n
γ/2+δ)

that, in turn, also yields (36) of Lemma 3.2.

✷

Proof of Theorem 2.1. From Lemma 3.2 we obtain that, under the assumptions

of Theorem 2.1, as T → ∞, we have the following rate in the reduction principle

for {Yj = G(η̃j); j = 1, 2, . . .}:

sup
0≤t≤T

∣∣∣∣∣∣

[t]∑

j=1

(G(η̃j)− µ)− J1

[t]∑

j=1

η̃j

∣∣∣∣∣∣
= oa.s.(T

γ/2+δ), (37)

Since 1− α < γ, from (35) and (37) we conclude that, as T → ∞,

sup
0≤t≤T

∣∣∣∣S(t)− µt−
J1κα
σ

W1−α/2(t)

∣∣∣∣ = oa.s.(T
γ/2+δ). (38)

✷

3.2 Proof of Theorem 2.2

Assume the conditions of Theorem 2.2, i.e., those of Theorem 2.1 and condition (i).

We follow the approach of Horváth [11], [12]. We first show that, as T → ∞,

sup
0≤t≤T

|N(µt)− t| = oa.s.(T ). (39)

14



Put n = N(µt). Then S(n) ≤ µt ≤ S(n+ 1). But according to (19) we have

|S(n)− µn| = oa.s.(n), |S(n+ 1)− µn| = oa.s.(n),

from which

|µt− µn| = oa.s.(n),

i.e.

t = N(µt) + oa.s.(N(µt)),

which, in turn, implies (39).

Let Λ(t) and λ(t) be two functions on t ∈ [0,∞) such that Λ(u) = inf{t ≥ 0 :

λ(t) > u}. Then (see, e.g., [11])

sup
0<u<T

|Λ(u)− u| ≤ sup
0<t<Λ(T )

|λ(t)− t|.

Consequently, as T → ∞, (39) in combination with (24) yields

sup
0≤t≤T

|N(µt)− t| ≤ sup
0≤t≤N(µT )

|S(t)/µ − t|

≤ sup
0≤t<(1+ε)T

|S(t)/µ − t| = oa.s.(T
1−α/2+δ). (40)

On writing now

µt− µN(µt) = (S(N(µt))− µN(µt)) + (µt− S(N(µt))), (41)

via (19) and (39), for the first term of (41), as T → ∞, we have uniformly in

t ∈ [0, T ]

S(N(µt))− µN(µt) =
J1kα
σ

W1−α/2(N(µt)) + oa.s.(T
γ/2+δ)

=
J1kα
σ

W1−α/2(t) +
J1kα
σ

(W1−α/2(N(µt))−W1−α/2(t)) + oa.s.(T
γ/2+δ). (42)

Hence, it suffices to bound the increments

sup
0≤t≤T

|W1−α/2(N(µt)) −W1−α/2(t)|

for large T . For doing this, we make use of a result of Ortega [23] as quoted in (27)

of Remark 2.9.

On using now (27) in combination with (39), as T → ∞, we arrive at

sup
0≤t≤T

|W1−α/2(N(µt))−W1−α/2(t)|

≤ sup
0≤t≤(1+ε)T

sup
0≤s≤T 1−α/2

|W1−α/2(t+ s)−W1−α/2(s)| = Oa.s.(T
(1−α/2)2+δ)

15



with any δ > 0. Consequently, as T → ∞, by (42), for the first term of (41), we

conclude

S(N(µt))− µN(µt) = καJ1W1−α/2(t) +Oa.s.(T
(1−α/2)2+δ + T γ/2+δ) (43)

uniformly in t ∈ [0, T ].
As to the second term of (41), on putting n = N(µt), we have S(n) ≤ µt ≤

S(n+ 1). Consequently, via (39), as T → ∞, we have uniformly in t ∈ [0, T ]

|S(N(µt))− µt| ≤ sup
1≤k≤N(µt)

|S(k + 1)− S(k)| ≤ sup
1≤k≤(1+ε)T

|S(k + 1)− S(k)| (44)

with any ε > 0. On estimating now the term on the right-hand side of the last

inequality in (44) via (19), by (44) and using also (27) with aT = 1, as T → ∞, we
obtain

sup
0≤t≤T

|S(N(µt))− µt)|

≤
J1κα
σ

sup
0≤s≤(1+ε)T

|W1−α/2(s+1)−W1−α/2(s)|+oa.s.(T
γ/2+δ) = oa.s.(T

γ/2+δ), (45)

with any δ > 0.
On putting now together (45), (44), (41), the proof of Theorem 2.2 is seen to

be complete.

✷

3.3 Proof of Theorem 2.3

Assume the conditions of Theorem 2.3, i.e., those of Theorem 2.1 and condition (iii).

We note in passing that condition (iii) implies that of (i) in view of our assumption
throughout that J1 = E(G(η̃0)η̃0) 6= 0, for the sake of having the Hermite rank of

G to be 1.

To begin with, we note that the algebraic identity of (2.5) in [3] continues to

hold true in our present context. Consequently, with S(t) and Q(t) as in (12) and
(14) respectively, for Z(t) as in (15), we have the following identity:

Z(t) =
1

2
(S(t) − µt)2 +A(t)−

1

2
Q2(t), (46)

where

A(t) = µ

∫ t

N(µt)
(S(s)− µs− (S(t)− µt)) ds.

In view of Theorem 2.1 and (40), when estimating A(t), we arrive at

A(t) =
µκαJ1
σ

∫ t

N(µt)
(W1−α/2(s)−W1−α/2(t)) ds + oa.s.(T

1−α/2+γ/2+δ). (47)
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For estimating the integral in the latter conclusion, we have
∣∣∣∣∣

∫ t

N(µt)
(W1−α/2(s)−W1−α/2(t)) ds

∣∣∣∣∣

≤ |N(µt)− t| sup
0≤t≤T

sup
0≤u≤T 1−α/2+δ

|W1−α/2(t+ u)−W1−α/2(t)|

= oa.s.(T
1−α/2+(1−α/2)2+δ), (48)

as T → ∞, where we used (31) with aT = T in Corollary 2.12, as well as (27) with

aT = T 1−α/2 in Remark 2.9. Thus, in view of (47) and (48), as T → ∞, we arrive

at

sup
0≤t≤T

|A(t)| = oa.s.(T
2−3α/2+α2/4+δ + T 1−α/2+γ/2+δ). (49)

Next, in order to estimate Q2(t) in the identity (46), we have (cf. (14))

Q(t) = S(t)− µt− (S(N(µt)) − µN(µt))− (µt− S(N(µt))

=
J1κα
σ

W1−α/2(t) + oa.s.(t
γ/2+δ)

−

(
J1κα
σ

W1−α/2(t) + oa.s.(t
γ/2+δ) + oa.s.(t

(1−α/2)2+δ)

)

+oa.s.(t
γ/2+δ),

where, as t → ∞, we made respective use of (19) of Theorem 2.1, (43) and (45).

Consequently, as T → ∞, we arrive at

sup
0≤t≤T

Q2(t) = oa.s.(T
γ+δ + T 2(1−α/2)2+δ). (50)

On combining now the identity of (46) with (49) and (50), we conclude Theorem

2.3.

✷
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[11] L. Horváth. Strong approximation of renewal processes. Stochastic Process.

Appl., 18(1):127–138, 1984.
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