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Table 1   Overview of AI ethics guidelines and the different issues they cover

 

The European Com
m

ission's H
igh-Level Expert 

G
roup on Ar�ficial Intelligence

Report on the Future of Ar�ficial Intelligence

Beijing AI Principles

O
ECD

 Recom
m

enda�on of the Council on Ar�ficial 
Intelligence

The M
alicious U

se of Ar�ficial Intelligence

AI4People

The Asilom
ar AI Principles

AI N
ow

 2016 Report

AI N
ow

 2017 Report

authors
(Pekka et al. 

2018)
(Holdren  

et al. 2016)

(Beijing 
Academy of 

Ar�ficial 
Intelligence 

2019)

(Organisa�on
for 

Economic Co-
opera�on 

and 
Development

2019)

(Brundage 
et al. 2018)

(Floridi et al. 
2018)

(Future of 
Life Ins�tute 

2017)

(Crawford
et al. 2016)

(Campolo
et al. 2017)

key issue
AI principles 

of the EU
AI principles 

of the US
AI prinicples 

of China
AI principles 
of the OECD

analysis of 
abuse 

scenarios of 
AI

meta-
analysis 
about 

principles 
for the 

beneficial 
use of AI

large 
collec�on of 

different 
principles

statements 
on social 

implica�ons 
of AI

statements 
on social 

implica�ons 
of AI

privacy protec�on x x x x x x x x

fairness, non-discrimina�on, jus�ce x x x x x x x x

accountability x x x x x x x x

transparency, openness x x x x x x x x

safety, cybersecurity x x x x x x x

common good, sustainability, well-being x x x x x x x

human oversight, control, audi�ng x x x x x x

solidarity, inclusion, social cohesion x x x x

explainability, interpretabiliy x x x x x

science-policy link x x x x x x

legisla�ve framework, legal status of AI systems x x x x x x

future of employment/worker rights x x x x

responsible/intensified research funding x x x x x

public awareness, educa�on about AI and its risks x x x x

dual-use problem, military, AI arms race x x x x

field-specific delibera�ons (health, military, mobility etc.) x x x x

human autonomy x x x x x

diversity in the field of AI x x

cer�fica�on for AI products x

protec�on of whistleblowers

cultural differences in the ethically aligned design of AI 
systems

hidden costs (labeling, clickwork, contend modera�on, 
energy, resources)

notes on technical implementa�ons
yes, but very 

few
none none none yes none none none none

propor�on of women among authors (f/m) (8/10) (2/3) ns ns (5/21) (5/8) ns (4/2) (3/1)

length (number of words) 16546 22787 766 3249 34017 8609 646 11530 18273

affilia�on (government, industry, science) government government
science/
gov./ind.

government science science science science science

number of ethical aspects 9 12 13 12 8 14 12 13 9
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Table 1   (continued)

 

AI N
ow

 2018 Report

AI N
ow

 2019 Report

Principles for Accountable Algorithm
s and a Social 

Im
pact Statem

ent for Algorithm
s

M
ontréal D

eclara�on for Responsible 
D

evelopm
ent of Ar�ficial Intelligence

O
penAI Charter

Ethically Aligned D
esign: A Vision for Priori�zing 

H
um

an W
ell-being w

ith Autonom
ous and 

Intelligent System
s (Version for Public D

iscussion)

Ethically Aligned D
esign: A Vision for Priori�zing 

H
um

an W
ell-being w

ith Autonom
ous and 

Intelligent System
s (First Edi�on)

ITI AI Policy Principles

M
icroso�

 AI principles

authors
(Whi�aker 
et al. 2018)

(Crawford
et al. 2019)

(Diakopoulos
et al.)

(Abrassart 
et al. 2018)

(OpenAI 
2018)

(The IEEE 
Global 

Ini�a�ve on 
Ethics of 

Autonomus 
and 

Intelligent 
Systems 

2016)

(The IEEE 
Global 

Ini�a�ve on 
Ethics of 

Autonomus 
and 

Intelligent 
Systems 

2019)

(Informa�on 
Technology 

Industry 
Council 
2017)

(Microso� 
Corpora�on 

2019)

key issue

statements 
on social 

implica�ons 
of AI

statements 
on social 

implica�ons 
of AI

principles of 
the FAT ML 
community

code of 
ethics 

released by 
the 

Université 
de Montréal

several 
short 

principles 
for the 

ethical use 
of AI

detailed 
descrip�on 
of ethical 
aspects in 

the context 
of AI

detailed 
descrip�on 
of ethical 
aspects in 

the context 
of AI

brief 
guideline 

about basic 
ethical 

principles

short list of 
keywords 

for the 
ethical use 

of AI

privacy protec�on x x x x x x x

fairness, non-discrimina�on, jus�ce x x x x x x x

accountability x x x x x x x

transparency, openness x x x x x x x

safety, cybersecurity x x x x x x x

common good, sustainability, well-being x x x x x

human oversight, control, audi�ng x x x x x

solidarity, inclusion, social cohesion x x x x x

explainability, interpretabiliy x x x x

science-policy link x x x

legisla�ve framework, legal status of AI systems x x x x

future of employment/worker rights x x x x

responsible/intensified research funding x x

public awareness, educa�on about AI and its risks x x x

dual-use problem, military, AI arms race x x x

field-specific delibera�ons (health, military, mobility etc.) x x x x

human autonomy x x

diversity in the field of AI x x x x

cer�fica�on for AI products x x

protec�on of whistleblowers x x x

cultural differences in the ethically aligned design of AI 
systems

x x

hidden costs (labeling, clickwork, contend modera�on, 
energy, resources)

x x

notes on technical implementa�ons none none none none none none none none none

propor�on of women among authors (f/m) (6/4) (12/4) (1/12) (8/10) ns
varies in 

each chapter
varies in 

each chapter
ns ns

length (number of words) 25759 38970 1359 4754 441 40915 108.092 2272 75

affilia�on (government, industry, science) science science science science non-profit industry industry industry industry

number of ethical aspects 12 13 5 11 4 14 18 9 6
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Table 1   (continued)

 

D
eepM

ind Ethics &
 Society Principles

Ar
ficial Intelligence at G
oogle

Everyday Ethics for Ar
ficial Intelligence

Partnership on AI

num
ber of m

en�ons

authors (DeepMind)
(Google 
2018)

(Cutler et al. 
2018)

(Partnership 
on AI 2018)

key issue

several 
short 

principles 
for the 

ethical use 
of AI

several 
short 

principles 
for the 

ethical use 
of AI

IBM’s short 
list of 

keywords 
for the 

ethical use 
of AI

principles of 
an 

associa�on 
between 
several 

industry 
leaders

privacy protec
on x x x 18

fairness, non-discrimina
on, jus
ce x x x 18

accountability x x 17

transparency, openness x 16

safety, cybersecurity x x 16

common good, sustainability, well-being x x x x 16

human oversight, control, audi
ng x 12

solidarity, inclusion, social cohesion x x 11

explainability, interpretabiliy x 10

science-policy link x 10

legisla
ve framework, legal status of AI systems 10

future of employment/worker rights x 9

responsible/intensified research funding x 8

public awareness, educa
on about AI and its risks x 8

dual-use problem, military, AI arms race x 8

field-specific delibera
ons (health, military, mobility etc.) 8

human autonomy 7

diversity in the field of AI x 7

cer
fica
on for AI products x 4

protec
on of whistleblowers 3

cultural differences in the ethically aligned design of AI 
systems

2

hidden costs (labeling, clickwork, contend modera
on, 
energy, resources)

2

notes on technical implementa�ons none none none none

propor�on of women among authors (f/m) ns ns (1/2) ns (55/77)

length (number of words) 417 882 4488 1481

affilia�on (government, industry, science) industry industry industry industry

number of ethical aspects 6 6 6 8
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