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Abstract Virtual Reality (VR) has been constantly evolving since its early days, and is
now a fundamental technology in different application areas. User evaluation is a crucial
step in the design and development of VR systems that do respond to users’ needs, as well
as for identifying applications that indeed gain from the use of such technology. Yet, there
is not much work reported concerning usability evaluation and validation of VR systems,
when compared with the traditional desktop setup. The paper presents a user study
performed, as a first step, for the evaluation of a low-cost VR system using a Head-
Mounted Display (HMD). That system was compared to a traditional desktop setup through
an experiment that assessed user performance, when carrying out navigation tasks in a
game scenario for a short period. The results show that, although users were generally
satisfied with the VR system, and found the HMD interaction intuitive and natural, most
performed better with the desktop setup.
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1 Introduction

Since its infancy in the early 1990s, and in addition to entertainment, Virtual Reality (VR)
has found application in different areas, e.g., automotive industry, architecture, medicine
and education, in particular for assembly, design review or training [7, 18]. Recent
technological advances have allowed the development of lower-cost, lightweight, easy to
use systems and VR is entering new areas such as tourism and cultural heritage. Moreover,
VR does not necessarily imply immersive stereoscopic visualization: many emerging VR
applications are desktop or table-based and not stereoscopic. However, the focus has been
placed on achieving the highest possible technical standards, with almost no attention being
given to system evaluation involving end-users.

Virtual Reality systems, and the Virtual Environments (VEs) experienced within them,
have presented challenges to Human-Computer Interaction (HCI) researchers over many
years. The shear range of different interfaces which might be experienced, and of different
behaviors which might be exhibited, makes it difficult to understand the participants’
performance within VR/VE and to provide coherent guidance for designers [41]. Moreover,
empirical studies on human factors are extraordinarily difficult to plan and carry out, given
the large number of variables involved [40].

Navigation is one of the core tasks in VEs [3] but, in general, such environments seem to
be poorly designed to support users in this task. There is much interest on how different
forms of interaction and various environmental features affect navigational learning [32],
such as those found in desktop and immersive setups (such as a Head-Mounted Display—
HMD): in the former an abstract interface (e.g., mouse and keyboard) is used, in the latter
physical changes of direction are directly mapped into the VE [32].

As asserted by Field [10] for Augmented Reality, and we believe also valid for VR, the
development of such applications raises several questions, in addition to simple usability
testing: Do users prefer a VR system or an alternative tool? Which tasks and alternative tools
should be used for evaluating the usability of a VR application? Which technology advances
would likely improve user performance in such systems, is also an open question [34].

In this paper we present the first of a series of user studies we are performing in order to
assess the usability of a low-cost VR system, using a HMD, under development at the
University of Aveiro, while simultaneously trying to understand if this technology is
beneficial to users and in which circumstances.

The importance of navigation in VEs, as well as the evaluation of differences in
performance obtained in immersive and non-immersive VEs, lead us to start the usability
study by comparing our low-cost VR system with a traditional desktop setup. We assessed
the performance and satisfaction of 42 users in both setups, as they performed navigation
tasks in the virtual environment while gaming for a short period of time. We also analysed
the influence on user performance of several factors, namely, gaming experience,
familiarity with 3D environments, and gender.

In the next sections we will describe related relevant work and present our experiment,
as well as its main results. Finally we discuss the obtained results and suggest some
directions for future work.

2 Background

In this section we will first address usability evaluation in VEs, then introduce some
fundamental issues related to navigation, and focus on the differences between immersive
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and desktop VEs. Finally, we will describe a few user studies which illustrate relevant
issues when comparing the usability of the two kinds of systems, and might provide
background for anticipating user performance in our study.

2.1 Usability evaluation in virtual environments

Since existing usability evaluation methods present limitations for evaluating VEs, there
have been attempts to adapt traditional methods for use in VEs and a few efforts to develop
structured evaluation methodologies [6, 11, 12].

There are some important differences between evaluation of VE user interfaces and
traditional Graphical User Interfaces (GUIs) [3, 6], either concerning physical environment
issues—e.g., users wearing a HMD may be standing and cannot see the surrounding
physical world, therefore the evaluator must ensure that they will not trip over cables, or
bump into objects—, or evaluator related issues—e.g., in VEs touching or talking to the
user may cause breaks in the presence, thus if presence is hypothesized to affect
performance on the task under evaluation, the evaluator must take care to remain unsensed.

When evaluating user performance, speed and accuracy are easy to measure quantitative
values, but other more subjective performance measures should also be considered, such as
perceived ease of use, ease of learning, and user comfort. Moreover, since VEs involve
user’s senses and body in the task, focusing on user-centric performance measures is
essential: if a VE does not make good use of human skills, causes fatigue or discomfort, it
will not provide overall usability despite its performance in other areas. Thus, VE usability
studies must also consider the effects on subjects of simulator sickness and fatigue.

Additional issues are related to the type of evaluation: when performing experiments to
quantify and compare the usability of various VE interaction techniques, interface elements,
or input and output devices, it is often difficult to know which factors have a potential
impact on results. Besides the primary independent variable (e.g., a specific interaction
technique), there are a large number of other potential factors that could be included, such
as environment, task, system, or user characteristics.

A review of recent VE literature shows that a growing number of researchers and
developers are considering usability at some level, and several methods developed for 2D or
GUI evaluation have been extended to support VE evaluation, such as controlled
experiments, cognitive walkthrough, observation methods, interview, and post-hoc ques-
tionnaire. Interesting examples of usability studies of VEs can be found in [1, 8, 14, 16, 21,
24-26, 28, 30, 33, 36] and illustrate the wide range of methods and combinations available.

2.2 Navigating in virtual environments

Navigation is one of the core tasks that people perform in VEs: to navigate successfully
they must plan their movements using spatial knowledge gained about the environment and
stored as a mental map. However, 20% to 30% of the users often have difficulties in
navigating in VEs [42]. Navigation in VEs is characterized by a slower acquisition of
spatial knowledge than in the real world and, sometimes, extreme difficulty finding places
during exploration. It presents challenges such as supporting spatial awareness, providing
efficient and comfortable movement between different locations, and making navigation
lightweight so that users can focus on more important tasks.

Bowman et al. [3] subdivide navigation into travel (the motor component) and
wayfinding (the cognitive component). Travel is a conceptually simple task: the movement
of the viewpoint from one location to another. Further, viewpoint orientation is usually
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handled in immersive VEs by head tracking, so only techniques for viewpoint positioning
need be considered. There are five common metaphors for travel interaction techniques:
steering (the most common), physical movement, manual viewpoint manipulation, target-
based travel and route-planning, steering being the most common travel metaphor. Besides
choosing a travel metaphor, other design issues include velocity control and the use of
constraints or guides to aid travel. A taxonomy of the travel task can be found in [2] and [6].

Wayfinding can be described as the cognitive process of defining a path through the
environment, thereby using and acquiring spatial knowledge to build up a cognitive map of
an environment. The possible lack in VEs of cues present in the real world (e.g., distance
and motion), as well as other limitations (e.g., narrow field of view), makes it more difficult
for users to develop an understanding of the area [2]. This and the extra degrees of freedom
within a VE can easily cause disorientation, thus users should receive wayfinding support,
e.g., through large field of view, real-motion, sound, maps, texture, or a horizon [3, 5].

Given the various navigation choices, it might be tempting for designers to include a
great number of features and let users choose among them. However, according to an
interesting study by Sebok et al. [33], this approach would almost certainly lead to a less
usable system than one with a number of reasonable constraints, since effective user-
centred design requires achieving a careful balance between providing options and
flexibility, while at the same time minimising the user’s cognitive burden. Those authors
conclude that constraining movement to the x—z plane and including collision avoidance
appear necessary; although it is desirable to limit features offered to the user, additional
navigation aids can also be useful.

Due to the impact of navigation issues in the usability of VEs, it has also to be identified
how different forms of interaction and a variety of environmental characteristics affect
navigational learning [32].

2.3 Comparing HMD-based to desktop-based VEs

Virtual environments may be experienced using immersive displays (e.g., HMDs, CAVEs)
or desktop displays. In each case the user interfaces have different characteristics and may
lead people to perceive VEs in different ways. The HMD was considered the canonical VE
display by Bowman et al. [5]; yet, CAVEs and other spatially immersive displays have
become more common.

HMDs consist of two LCD screens mounted in a glasses-like device and fixed relative to
the wearer’s eye position, and portray the virtual world by obtaining the user’s head
orientation (and position in some cases) from a tracking system. Several HMD features may
have an effect on user performance: HMDs may present the same image to both eyes or be
stereoscopic, and offer a wide range of resolutions, usually trading off with field of view
(FOV). Additional ergonomic issues such as display size and weight, and the ability to
adjust various visual parameters are also important.

Concerning interaction, while in desktop VEs people typically use abstract interfaces (e.g.,
mouse, keyboard, joystick, or a spaceball) to control their translation movements and
direction changes, in immersive VEs they also use abstract interfaces to perform translation
movements, however physically turn around to change direction.

2.4 User studies comparing VR systems using HMDs and desktops

Despite the VR community growing interest in usability related research, direct
comparisons of user performance while using HMDs and desktops are not common. We
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were able to find six such studies and Table 1 shows some relevant information concerning
them: authors, date, evaluation methods, context of evaluation and main findings.

Analysing Table 1, it can be observed that controlled experiments have been used in all
studies (using both within-subjects and between-subjects experimental designs [9]), comple-
mented with a questionnaire in two cases, navigation and search being the most studied tasks.
For each participant, the duration of the experiment attained several hours in two cases, and
four studies included training periods. It is also apparent from Table 1 that most studies were
performed in a generic evaluation context (and not applied to a specific situation).

The earliest study analysed was conducted by Pausch et al. [22] and compared a search
task between a HMD and a stationary HMD. While it did not involve a desktop, the authors
consider their fixed HMD setup contained the essential desktop components: a stationary
monitor and a hand-input device. Participants were placed in the centre of a virtual room
and instructed to search for a camouflaged target. The study showed that when a target was
present, there was no significant performance improvement in the immersive environment.
However, when the target was not present, participants in the immersive environment were
able to reach that conclusion substantially faster than the participants using the stationary
display. A positive transfer of training effect from the immersive environment to the
stationary display was also identified, as well as a negative transfer of training effect from
the stationary display to the head-tracked environment. Pausch et al. suggest this
demonstrates that immersed users had built a better mental model of the environment,
being much better on systematic searches, since they remembered where they had already
looked in the scene that surrounded them.

A subsequent study by Robertson et al. [29] included an experiment extending the
Pausch et al. study to a desktop display, using also a visual search paradigm to examine
navigation in desktop VR, both with and without navigational aids. While Pausch et al. had
found that non-head tracked users took significantly longer than predicted when the search
target was absent, Robertson et al. found that search times matched prediction when the
target was absent, indicating that Pausch et al. conclusion does not transfer to desktop
systems. According to Robertson et al., this could be due to the fact that the fixed-HMD
used by Pausch et al. was quite different from desktop systems: (1) it involved the user
wearing a fixed HMD, resulting in users receiving the low resolution of HMDs without
their advantage of head-centric camera control; (2) Pausch et al. used an unfamiliar two-
handed input device.

In fact, Robertson et al. observed much faster search times than Pausch et al., which
might be explained by the desktop display using a smaller visual angle, thus being faster to
scan. This suggests a significant advantage for fish-tank and desktop setups over HMD,
besides the higher resolution. Finally, and still according to Robertson et al., even if desktop
VR is shown to be consistently slower or more demanding than HMD, adding simple
navigation aids may eliminate such performance differences.

The study of Ruddle, Payne and Jones was a virtual building walkthrough experiment,
designed to compare a HMD with a desktop monitor display [31] in navigation. Participants
would learn the layout of large-scale virtual buildings through repeated navigation within two
large virtual buildings. A repeated measure design was used, where each participant navigated
one building four times using the HMD, and navigated the second building four times using
the desktop. There was no significant difference between the two types of display in terms of
the distance that participants traveled or the mean accuracy of their direction estimates.
However, participants using the HMD navigated the buildings significantly faster and
developed a significantly more accurate sense of relative straight-line distance and building
layout. The decreased time was attributed to the fact that participants took advantage of the
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natural, head-tracked interface provided by the HMD in ways that included “looking around”
more often while traveling through the VEs, and spending less time stationary while choosing
a direction in which to travel.

Mizell et al. [20] aimed at determining whether immersive VR technology gives users a
measurable advantage over more conventional display methods, when visualizing complex
3D geometry. Participants were shown an abstract rod sculpture in a variety of display and
display-control modes, were tasked with assembling a physical replica of the sculpture they
were visualizing, and were scored on the speed and accuracy with which they assembled it.
No statistically significant difference between the desktop/joystick and the HMD was
found; however, the authors consider these results could be confounded by the
idiosyncrasies of the equipment.

Ruddle and Péruch [32] investigated the effect of proprioceptive information and
environmental characteristics on spatial learning, when participants repeatedly navigate
complex 3D virtual mazes. Proprioceptive information, provided by viewing the mazes
using a HMD, was found to have little effect. This is in contrast to the study by Ruddle,
Payne and Jones [31], and no satisfactory explanation was offered. According to the
authors, a possible limiting factor to the benefit of proprioceptive information was the lower
spatial resolution of the HMD, which might have hindered the estimation of distance. The
primary environmental characteristics in this study were layout orthogonality (using paths
that intersected at either oblique or 90° angles), lines of sight (controlled using computer-
generated “fog”), a visually defined perimeter and global landmarks. The results indicated
that both orthogonality and lines of sight are similarly important. Global landmarks
promoted a similar rate of spatial learning to a visual perimeter.

Using the results of an empirical study, Qi et al. [27] developed guidelines for the choice
of display environment for four specific, but common, volume visualization problems:
identification and judgment of the size, shape, density and connectivity of objects present in
a volume. User performance in three different stereo VR systems was compared: (1) HMD;
(2) fish tank; and (3) fish tank augmented with a haptic device. HMD participants were
placed “inside” the volume and walked within it to explore its structure. Fish tank and
haptic participants saw the entire volume on-screen and rotated it to view it from different
perspectives. Response time and accuracy were used to measure performance. Results
showed that the fish tank and haptic groups were significantly more accurate at judging the
shape, density, and connectivity of objects, and completed the tasks significantly faster than
the HMD group. As guidelines, the authors recommend an “outside-in” system for the
analyzed tasks, since it offers both overview and context, two visual properties that are
important for the volume visualization tasks, as well as haptic feedback, if possible, since it
aided comprehension, according to the user’s opinion.

In a nutshell, the results obtained from the few user studies we were able to find
comparing user performance in immersive VEs, using HMDs and desktop VEs, did not
provide much help to anticipate how users would perform in the two conditions we
intended to compare.

3 The virtual reality system and virtual environment
Our low-cost VR system consists of stereo HMD i-glasses SVGA Pro with a resolution of
800x 600 pixels, stereoscopic capabilities, 26° of field of view and a frame rate of 60 Hz or

120 Hz (corresponding to mono or stereo), an orientation sensor (tracker) InterTrax 2 from
InterSense with three degrees of freedom (yaw, pitch and roll) and a PC with a Nvidia
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GeForce FX5950 graphics card. The desktop setup we used had a 17” monitor with a
resolution of 800x600 pixels.

A number of possible VEs were considered as potentially suitable to study the usability of
our system. We chose a maze, since it would be simple to construct, using existing tools, and
provide a good way to test some forms of navigation. On the other hand, a game scenario could
be made to incorporate several navigation tasks that users would have to perform spontaneously,
while instilling a sense of competition between users, as observed by Griffiths et al. [13]. Thus,
we finally decided to develop a game based on a maze having very similar corridors, in which
users had to navigate in order to find objects (see Fig. 2). There were 21 objects to be located,
which were floating at eye level, and users had only to collide with them. Audio feedback was
given whenever users caught an object and the attained score was shown.

While immersed in the VE and playing the game, users were compelled to perform a
series of tasks we had defined as important, although in different order and a different
number of times among participants. We believe that, since it was not necessary to ask users
to perform particular tasks, it made the experiment simpler and more “natural”. Also, no
instructions had to be given to the users during the game, which is important in order not to
disrupt their involvement and sense of presence.

There are two fundamental ways to navigate around VEs: constrained by gravity (e.g.,
positioned on the ground) or “flying”. We chose the former, since it is more “natural” and
usually results in less user disorientation [37]. Navigation tests while grounded should
contain simple actions such as moving forwards in a straight line and navigating around
corners, as well as more complex manoeuvres, for instance walking through doorways
(which requires correct judgement of distances between viewpoint and the doorway) [13].
Thus, we designed our VE as to compel users to perform simple and complex navigation
tasks (e.g., forward motion, navigating around corners and through doorways).

As mentioned before, navigation can be subdivided into the travel and wayfinding
components. We used steering (the continuous specification of direction of motion) as
travel metaphor, handled by head tracking when using the HMD and through the mouse on
the desktop setup.

Despite the possible positive impact on the users’ performance of navigation aids (e.g.,
maps, landmarks or trails) and the recommendations of some authors, we decided not to
offer any of those aids; however the corridors of the maze are orthogonal to each other,
which should make its traversal easier [32].

The complex structure of the maze, the fact that corridors are very similar to each other,
and the absence of navigation aids, makes it virtually impossible to build a mental map of
the environment. We anticipated that most users would just navigate randomly through the
maze, and thus their performance would be mostly due to travel and not to wayfinding.

4 The experiment

Figure 1 shows the observer and participants work flow along the experiment, as well as the
hardware used in each experimental condition and collected data. As mentioned, the game
developed for this experiment was played in two different modes. In immersive mode
(using a HMD) a user’s head movements and the mouse buttons were used to control the
walking direction (right button forward, left button backward), each user being allowed to
hold the mouse in his/her dominant hand (see Fig. 2). The desktop version was played in a
way similar to most point and shoot games: the mouse was used to select the moving
direction, and two keyboard keys were used to go forward or backward.
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Fig. 1 The experiment: observer and participants work flow, hardware and data collected along the
experiment

4.1 Participants

Since we were not conducting our usability study in the context of a specific application, the
target user population was not well defined, and the best course of action was to evaluate the
most diverse user population possible in terms of age, gender, physical characteristics, etc.
Therefore, we asked for the collaboration of 42 volunteer users (12 women and 30 men), aged
from 14 to 40 (the majority between 16 and 30). Many were graduate or post-graduate students
in our department, but there were also lecturers, administrative staff and high-school students.
None of the users had experience in using VR systems. Some of them had gaming experience.

Fig. 2 User playing in VR mode and aspect of the virtual environment
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Every user played the game in both setups (using the HMD and desktop). The
experiment started with a short introduction to the game, its goals, the hardware
components (HMD basically) used, and a reference to the questionnaire to be completed
at the end of the experiment. Users were also informed that they could abandon the
experiment at any time. After this initial presentation, each user started playing the game
without any previous training. During the game, an observer was monitoring the user
performance and taking down relevant information.

4.2 Hypothesis and variables

Applying to VEs what is known about navigational learning in the real world, we would
expect that HMD usage (implying physical rotation) would bring greater navigational
benefits than using an abstract interface (desktop), and experimental studies using a variety
of systems show that this predicted difference does occur in simple navigational tasks.
However, contradictory results have been found when participants performed a more
complex navigational task and searched for objects in a large scale space [31].

Based on the literature review carried out, we were not able to anticipate what would be
the result of our study and therefore we started from the general simple hypothesis (HO) that
the performance and satisfaction of users would be similar in both conditions: using the
HMD and using the desktop (from now on named VR and VD, respectively).

Once established the hypothesis, the independent and dependent variables are in general
easily defined [9]. In our study we used as independent (or input) variable the type of
system (with two levels: VR and VD) and as dependent (or output) variables, user
performance related variables.

Since experience with video and computer gaming, as well as gender, have been studied
as possibly influencing users’ performance in navigation [39], we considered them as
secondary variables and examined their influence. We also deemed experience in viewing
3D computer scenes as potentially influencing user performance and, thus, used it as a
secondary variable as well. In addition, we investigated if experience with the game in one
condition (VR or VD) increased user performance on the other condition, to try to ascertain
whether there was knowledge transfer between conditions.

4.3 Tasks

During the game, users had to navigate in the virtual maze for a period of 5 min, to locate and
collect as many objects as possible (see Fig. 2). Such limited duration was selected to minimize
participants’ discomfort, yet allowing them to perform a reasonable number of tasks.

As mentioned before, the VE was designed to compel users to spontaneously perform a
set of navigation tasks while playing the game:

* forward motion

e  backward motion

* comering

* navigating onto a specific point
* navigating through doorways.

While the first three are simple navigation tasks, the last two are more complex and
require the correct judgement of distances to destination. Users had only to perform a very
simple object interaction task to catch objects, listening to audio feedback and increasing
their score when each task was successfully completed.
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The game was previously tested by the authors, as well as by several other people with
different levels of experience with the VR system, in order to detect possible issues that
might make the game too easy or too difficult for the users, such as speed control, object
visibility, doorframe size and corridor width. A few adjustments were done afterwards.

4.4 Performance measures and other collected data

Even the simpler tasks may be difficult for a new VE participant. Observation has shown that
users frequently collide with doorframes or hatches, leading to frustration and annoyance,
which can have an impact on user performance and satisfaction. Taking this into
consideration, user performance was assessed via a set of quantitative measures automatically
logged by the system during the game: number of collected objects, number of collisions with
walls, walked distance, average speed, and total gaming time. Besides them, additional
relevant information was recorded by an observer, concerning users’ behavior, difficulties
found and performance during the game (e.g., the number of times each user failed to “catch”
an object in a first attempt). The observer could always see the image shown to the user, and
tried to be as inconspicuous as possible, in order to not disturb or distract the user.

After playing in both conditions (VR and VD), users were presented a questionnaire
with a few questions about their profile (as age, gender, profession, game playing habits,
experience in using 3D), as well as about their satisfaction, opinion and preferences
regarding the two playing modes. Moreover, we collected comfort related data following
the recommendations in [4]. After answering the questionnaire, users were interviewed, and
some additional questions and suggestions were asked.

4.5 Experimental design

As mentioned, we started from a general simple hypothesis that the performance and
satisfaction of users were similar in both environments and used a within-groups
experimental design [9], i.e., all participants performed under both conditions, VR and
VD. This experimental design has the advantages of requiring fewer participants, as well as
reducing the effects of individual differences. To avoid a possible bias on the results due to
learning or boredom, the order in which the conditions were tackled was varied among
users, by randomly dividing them in two groups: the first started by the VR and the second
by the VD experiments.

5 Results

We present now the main results from the analysis of the data collected during the
experiment, obtained through Exploratory Data Analysis, non-parametric tests and
Multivariate Analysis, all performed using STATISTICA [35].

The first variables analysed were the number of caught objects, number of collisions,
distance and speed. After a preliminary Exploratory Data Analysis (EDA) using box-plots
[17], we decided to test the equality of medians by means of non-parametric tests, since
none of the data had normal distribution. Figure 3 shows, on the left, the box-plots
corresponding to the number of objects caught by all participants and, on the right, the number
of collisions. The median values of the number of caught objects were 14.5 in the immersive
environment (VR in the boxplots) and 17 for the desktop (VD in the box-plots). A Wilcoxon
Matched Pairs Test [15] rejected the hypothesis of equality of medians (p=0.000002). This
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Fig. 3 Number of objects caught by users (/eff), and number of collisions (right)

means that the difference between the number of objects caught by the users in both
environments is statistically significant and cannot be due to chance. On the contrary, the
median values of the number of collisions (31.5 for VR and 31 for VD), are not significantly
different, since a test of the same type didn’t reject the hypothesis of median equality
(»p=0.880730).

The box-plots corresponding to distance and average speed are shown in Fig. 4. Also in
these two cases, Wilcoxon Tests rejected the hypothesis of equality of median values of
distance (543.5 for VR and 819.5 units for VD; p<0.000000) and speed (6.6 units for VR
and 9.9 for VD; p<0.000000).

From these results we can conclude that users performed globally better when using the
desktop (VD) than when using the immersive environment (VR), i.e., they caught more
objects, attained higher average speeds and walked larger distances, with roughly the same
amount of collisions.

In spite of the fact that the main independent variable of this experiment was the test
environment (with two different levels: VR and VD), some secondary variables that could
have been influencing the obtained results were identified from the onset of the experiment,
as mentioned before; thus, we decided to investigate their influence on the obtained results.
These variables are related to the users’ profile (as gender, experience in computer games,
and viewing images of 3D data, models or scenes), or to working conditions (as learning
effects from one environment to the other). Correlation between walked distance and
average speed in both environments is very high (1 for VR and 0.96 for VD) as expected,
since the great majority of users played for the same amount of time (5 min), as a
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Fig. 4 Distance walked by users (/eff), and average speed (right)
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consequence we considered only one of these variables. Moreover, as the number of
collisions is not significantly different in both environments, we studied the number of
objects caught and the average speed categorized by gaming experience (Fig. 5), experience
with 3D (Fig. 6), and gender (Fig. 7).

In order to study the influence of those variables, users were categorized according to their
experience, taking into account their answers to the questionnaire and making groups of
users as balanced as possible. Thus, in spite of having asked users how they classified
their experience in computer games and 3D (not experienced, moderately experienced, and
highly experienced), we have categorized experience in computer games using only two levels
(not experienced—0, experienced—1), and with 3D using the three levels (not—0, moderately—
1 and highly experienced—2). This categorization produced groups having a number of users
varying from 11 to 18 which, for the statistical analysis purposes, seems reasonable.

Figure 5 shows the number of caught objects and the average speed for the two user
groups according to their experience with computer games. We can observe that both
variables have higher values for VD (hatched boxes) than for VR, for all user groups, as it
was already found for all users in Figs. 3 and 4. Analysing the results obtained by users
with and without experience, we notice that, for VR, neither the number of objects caught
nor the average speed vary much between these groups. However, the same is not true for
the desktop (VD), in which case users having experience caught significantly more objects
(»=0.01) and attained higher speeds (p=0.04), than non-experienced users.

Figure 6 shows the number of caught objects and the average speed for the three user
groups according to their experience with 3D. As in the previous case, both variables have
higher values for VD than for VR, for all user groups, as it was already found for all users
in Figs. 3 and 4. The number of objects caught by the users in both environments (VR and
VD) was not influenced by this categorization. On the other hand, the equality of average
speed among the three groups was rejected (Kruskal-Wallis: p=0.03 for VR and p=0.004
for VD). These results could mean that previous experience with 3D was relevant for the
speed attained in both environments, but experience with computer games was relevant
only when using the VD environment.

Regarding gender, Fig. 7 shows the number of objects caught and average speed attained
by men and women. The box-plots suggested, and it was statistically supported (by a
Mann—Whitney test), that both groups seem to have similar performances in the VR
environment; however, men outperformed women in the VD. A note of caution is due to
the fact that the two groups are not balanced (12 women and 30 men) and men have more
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Fig. 5 Number of objects caught by users (/efi), and average speed (right), categorized by experience in
computer games
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experience in computer games, which can make invalid the apparent result that women in
general could perform better in the VR environment than in the VD.

In order to alleviate learning effects between the two environments, half of the users
started the experiment by the VD condition and the others started by the VR condition.
Nevertheless, we tried to investigate if there was an increase on the attained speed, or on the
number of objects caught, on the second time users were playing the game, comparing their
performances with the performances of users playing the game on the same environment
but at a first time. This comparison was done analysing the box-plots of Figs. 8 and 9, and
performing Mann—Whitney tests in order to assess if the differences between medians,
observed in the box-plots, are statistically significant. These figures show the number of
objects caught (Fig. 8) and the average speed attained (Fig. 9), by the users in each
environment, categorized by the environment where they started the experiment (i.e., in
which they have played the game for the first time). Observing Fig. 8 we notice that users
who played first in the VR environment caught slightly more objects in both environments
than users starting by the VD environment, however this was not statistically significant,
thus suggesting that there was no knowledge transfer concerning the location of objects in
the maze. This was expected, since the environment had been designed to make the
acquisition of a mental map difficult. On the other hand, the average speed was generally
lower in the environment users experienced first, as can be observed on Fig. 9, which
means that users moved faster as they got more experienced.
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Fig. 7 Number of objects caught by users (leff), and average speed (right), categorized by gender
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by the environment that was used first (» immersive environment, d desktop)

After the experiment users were asked about some other relevant issues: whether they
had felt disoriented or sick, and their degree of satisfaction with the experience in both
environments. The results were that more users felt disoriented and sick in the VR
environment (19 and 25 users respectively) as compared to the desktop (five and ten users);
however, the degree of satisfaction was comparable (31 users enjoyed both experiences
very much).

Finally, in informal conversations afterwards, many users mentioned that the cables
connecting the hardware they were wearing in the VR environment (glasses and mouse)
were uncomfortable and might have contributed to their disorientation, hence suggesting
the use of wireless devices. Some users reinforced this suggestion explaining that they
had felt embarrassed to play the game using the VR environment in public, mainly
because the cables were often entangled around them as they turned while exploring the
maze.
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Fig. 9 Average speed attained by users in the VR (leff) and in the VD (right) environments, categorized by
the environment that was used first (» immersive environment, d desktop)
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6 Discussion

Contrary to other studies (e.g., [28]), we did not intend to investigate the benefits of
immersion, but merely how users would perform when using our low-cost VR system
(using a HMD), as compared to a simple desktop setup. In our experiment global user
performance was better for the desktop setup, which might result from the fact that
participants were using a standard configuration for game interaction known to many of
them, whilst most of them had never used a HMD before. However, some performance
results were not very different (for instance, in terms of median, the main goal, catching
objects, just differs from 14.5 to 17). Moreover, a few users, mainly those who seldom play
computer games, even performed better with the HMD (caught more objects).

Williams et al. [39] found gamers and non-gamers did not significantly differ on errors in
their experiment, meaning that skills obtained with game practice did not transfer, from the
joystick/console interfaces and small screen virtual environments typically provided by the
games, to the immersive HMD/walking system they had used. It is possible that a similar
phenomenon has happened in our case, since we noticed that neither the number of objects
caught, nor the speed attained vary much between the user groups with and without gaming
experience using the HMD; yet, the same is not true for the desktop, in which case experienced
users caught significantly more objects and attained higher speeds than non-experienced users.

Concerning possible learning effects, our results suggest that there is a learning effect on
the attained speed: users playing the game for the second time attained higher average
speeds. Moreover, this effect seems to exist in both directions (from the desktop to the
immersive environments and vice-versa). If, on one hand, this seems to contradict the idea
presented in [22], that users only transfer experience from the HMD to the fixed HMD
environment, it agrees with the findings of [29], which used conditions more similar to the ones
used in our study.

Our findings confirm some of the results of a set of experiments described in [19], namely
that, for certain applications it may be more appropriate to use desktop systems (particularly
if VR induced sickness is a primary concern), and participants enjoyed using HMDs.

As in some other user studies involving navigation in VEs (e.g., [38]), some gender
differences were observed; however, in our case this could be due to two different reasons:
the fact that the number of women and men was not balanced, or the fact that the users had
to perform navigation tasks in a complex, self similar, VE without any landmarks, which
seems to be adverse to the strategy usually followed by women [23].

The characteristics of the maze make it virtually impossible to build a mental map of the
environment; we assume most users just navigated randomly through the maze, and
probably their performance was mostly due to travel and not to wayfinding. Nonetheless, it
would be interesting to verify this idea by analysing the paths followed by users as they
traverse the maze.

Even if we believe our results are statistically significant, our experiment is an abstract
user study and, thus, it is not obvious how the results transfer to a real application domain.
Another limitation of this study is the fact that the results obtained from categorization
(according to several secondary variables) might be less relevant than others, given that
some of the groups have a relatively small number of subjects.

After observing and interviewing our users, we believe that supporting technologies for
Immersive Virtual Reality still face great usability challenges. Image brightness and
contrast are still better in a desktop display, which also induces less disorientation and
sickness as compared to HMDs; in addition, hardware cables also increase discomfort. In
fact, cables were the most unsatisfactory part of the VR system: many users commented on
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this issue as being a major difficulty, which confirms the observation of [37] concerning the
VR system they used in a user study.

In summary, the short duration of the game (5 min), the lack of a training period, the low
FOV of the HMD, as well as the cables, all may have hindered users to experience a
possible positive effect on the spatial knowledge obtained from the proprioceptive
feedback, while using the HMD.

7 Conclusions and future work

We compared, through a controlled experiment, the performance of 42 users navigating in a
complex virtual environment (a maze) using HMD and desktop setups. The large number of
users (compared to most similar studies found in literature), as well as the experimental
design and the statistical methods used, give us reasonable confidence that our findings are
statistically significant.

The main conclusion of our experiment is that global user performance was better for the
desktop setup. Nevertheless, some performance results were not very different between
both setups, and those users who seldom play computer games generally performed better
with the HMD.

Another important result is that users in general enjoyed using the HMD Virtual
Environment, yet most of them commented that cables were a major difficulty and were the
most unsatisfactory part of the VR system.

An issue that would need further investigation is whether users would improve their
performance as they gain experience with the HMD setup. Thus, repeating this experiment
by letting users familiarize themselves with this setup and then gaming for longer periods
would, perhaps, clarify if the use of a HMD would have more benefits over the desktop in
such circumstances.

As future lines of research, and since navigation is a core task in many important VR
applications, it would be interesting to extend this experiment in order to study
orientation tasks and potential ways of increasing the performance of users in a low-cost
immersive Virtual Reality system as ours. The use of auralization seems likely to help
users to find their way in a complex environment (as the maze used) and, since our
system allows the use of 3D sound, it would be interesting to investigate if, and in which
conditions, its use could help users navigate in the VE. Another interesting future work
could be to study the impact of various navigation aids (as maps and trails) on user
performance.

Finally, minimizing the problems related to the cables by making our system as wireless
as possible, would be an important enhancement.
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