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Abstract
Selective classification (or rejection based classification) has been proved useful in many
applications. In this paper we describe a selective clustering framework with reject option
to carry out large-scale digital arts analysis. With the help of deep learning techniques, we
extract content-style features from a pre-trained convolutional network for the paintings. By
proposing a rejection mechanism under Bayesian framework, we focus on selecting style-
oriented representative paintings of an artist, which is an interesting and challenging cultural
heritage application. Two kinds of samples are rejected during the rejection based robust
continuous clustering process. Representative paintings are selected during the selective
clustering phase. Visual qualitative analysis on small painting set and large scale quanti-
tative experiments on a subset of Wikiart show that the proposed rejection based selective
clustering approach outperforms the standard clustering methods.

Keywords Digital arts analysis · Pattern mining · Rejection mechanism · Deep feature
representation

1 Introduction

As digital image acquisition of painting arts has made rapid progress, millions of digital
visual arts can be easily found on the internet [29, 43]. This makes computer-aided painting
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analysis more relevant to social needs and to ordinary people who wish to get access to
artworks. Scientists have made efforts to understand the aesthetic perception and connota-
tion of digital arts in their own languages [22]. Researchers have come to a point where
it is possible to perform computer-aided large-scale visual arts analysis to make a bridge
between artworks and ordinary audiences.

As a significant characteristic of a painting, including texture, color, brush stroke [3],
defines a specific genre for visual arts. During the past few years, researchers have made a
tremendous progress in the automatic analysis of artworks targeting a diverse range of tasks,
such as identifying western paintings [36], inferring painting styles [1, 6, 35], distinguishing
authentic drawing from imitations [17], and automatically generating artworks in specific
style [10, 25]. Furthermore, by using digital image processing and deep learning techniques,
various methods on automatic painting analysis and generation have been studied by directly
exploring powerful computational deep visual features [4, 7, 15, 29], but none deals with the
problem of style-oriented visual art analysis by focusing on computer-aided representative
painting selection.

As a particular case of the automatic art painting analysis, style-oriented representative
painting selection focuses on exploring all the paintings of an artist and aims to select style
specific visual arts. Indeed, artists immersed into the art paintings tend to express objects or
scenarios in their own styles. However, external forms and techniques of the paintings from
an artist may vary throughout all his/her painting works. Imaging you are trying to know
more about the paintings of an artist, Vincent van Gogh for instance, and use “van Gogh”
as keyword to search on Google Images.1 The results, as shown in Fig. 1a contains many
famous works of van Gogh, but are highly reduplicate in style. It’s hard for audiences to rec-
ognize Fig. 1b by van Gogh. Therefore, when analysing digital art paintings, it is of utmost
importance to analyse the preference evolution throughout one artist’s painting career and
find multiple artworks to represent an artist’s creation characteristics. We believe the focus
is interesting and challenging for the research community, since the statistic properties of
art images are different with the ones of natural images.

In this work, we propose a novel method to select representative paintings of an artist.
The proposed work aims for a global understanding of the painting characteristics of an
artist throughout his career, and finding style-specific representative images in all the paint-
ings under an unsupervised learning framework. A good clustering can help a data analyst
to explore and understand a data set, what constitutes a good clustering may depend on
domain-specific and application specific criteria [38]. Different from traditional clustering
problems, we don’t try to assign each image a correct label. Instead, we use rejection mech-
anism to pick out the unrepresentative and confused samples, so as to generate convincing
clusters. Clustering centres are used as the original representative images. The rejection and
clustering options are carried out literately.

The focus of representative painting selection has many potential applications, such as
style-oriented style transfer between paintings and photos. Style transfer is used as a means
to render an image in the artistic style of another one. An ideal style transfer algorithm
should be able to extract and represent the semantic image content from the source image
and then render the content in the style of the example image. The decomposition of content
and style in artistic images is bound to the coupling between the source content and the
example style. Previous image style transfer works only focus on expressing the artistic
style of a specific painting [10, 25]. By adapting our method we can generate a series of
stylized images with the artist’s painting styles, as shown in Fig. 5.

1https://images.google.com/
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Fig. 1 a shows the results from Google Image when using “van Gogh” as key word; b is another painting
chosen from more than 1900 images by Vincent van Gogh (collected from Wikiart.org [43])

In summary, our main contributions are:

– We introduce representative paintings selection as a new research direction in the field
of cultural heritage.

– We adopt the progress in deep learning techniques to represent art paintings by content-
style features.

– We integrate the concept of “rejection” and propose a selective clustering framework for
art painting analysis. Two kinds of paintings are detected and rejected, outliers and con-
fusing examples. Furthermore, we conduct a serious experiment to prove the soundness
of the proposed method.

2 Related works

2.1 Automatic painting analysis

Taylor et al. [40] used “box counting” to analysis the fractal dimension of Pollock’s drip
paintings, showing that Pollock’s drip paintings are fractal and the fractal dimensions
increased during Pollocks career. Zhang et al. [44] measured the sophistication of computer
generated abstract paintings by their computational complexity. Sartori et al. [32] analyzed
the color combinations in abstract paintings and used this information to infer whether a
painting would evoke positive or negative emotions in an observer. Sartori et al. [33] com-
bined both visual and metadata features to learn statistical patterns associated with positive
and negative emotions on abstract paintings. Shen [36] first introduced the problem of west-
ern painting identification by using a set of features to describe the color texture and shape
of a painting in global and local level. Shamir et al. [35] extracted numerous visual descrip-
tors to classify painters and schools of artworks. Arora et al. [1] showed that semantic-level
information was more suitable for the task of fine-art genre classification. Liu et al. [26]
learnt to predict the artistic styles. They learnt a dictionary representation for each style by
taking artist-specific information into the learning progress.

Recently, deep learning models have shown potential for supporting approaches in the
analysis of visual arts. Jangtjik et al. [19] built a data-set containing about one thousand
paintings from 13 artists. They trained multi-scale deep networks by decomposing an image
into multi-scale pyramid and aggregated the predictions from each layer adaptively. Chu et
al. [4] used Gram matrix on deep features map as style vector to achieve image style classi-
fication and tested their feature using SVM on a data set containing about twenty thousand
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oil paintings belonging to 17 styles. Mao et al. [29] learnt an efficacious deep represen-
tation for visual arts. Both content information and texture information were encoded in
the final embedded feature vector. The deep architecture was trained by triplet-based rank-
ing loss on Art500k, a large-scale visual arts dataset containing over 500,000 artworks,
which were annotated with detailed labels of artist, art movement, genre, etc. Hicsonmez et
al. [15] constructed a dataset of illustrations containing 6,468 distinct illustrations from 24
different illustrators. They compared serval different deep architectures on different clas-
sification tasks. Ma et al. [27] established a multi-task multi-range framework to identify
authorship of art paintings. They used multiple correlated tasks such as style, genre, and
date as related/auxiliary tasks to build a loss function jointly. They extracted features in
multi-ranges: local features, region deep features, and global deep features. Furthermore, the
authors took advantage of Random Forests to assess the importance of these three different
kinds of features.

2.2 Representatives discovering

Representatives discovering, as a variant of pattern mining techniques that have been stud-
ied primarily amongst the data mining community, has a growing number of applications
in the computer vision and graphics community. Wang et al. [42] proposed a sparse coding
method which applied locality constrain to select similar basis of local image descriptors
and learned a linear combination weight of these basis to reconstruct each descriptor. Doer-
sch et al. [5] found meaningful mid-level elements that can represent a certain spatial area,
such as Pairs. They built a sensitive detector to discover specific image patches of archi-
tectural style and considered an individual patch can solely serve as a representative of a
location. Jain et al. [18] proposed to represent videos based on mid-level discriminative
spatial-temporal patches. He et al. [16] focused on the representatives over a set of 3D
shapes. They translated high-level style information into localized regions that characterize
each style. Li et al. [24] combined CNN activations and a pattern mining technique to find
clusters of image patches that were representative of, and which discriminated between, the
contents of the relevant images. Noord et al. [41] trained a convolutional neural network on
a large painting collection to perform the task of automatic artist attribution. Furthermore,
they used the network to discover artist-specific visual features. Figure 2 shows the visual-
ization of two artists’ characteristics. The yellow regions are representative for Jan Luyken,
whereas the blue regions are representative for Caspar Luyken. This kind of visualization
can demonstrate that the learned network has the ability to distinguish dual authorship art-
works, however, is not of much use to help the audience to know more about the artists’
characteristic or preferences. Hicsonmez et al. [15] used two methods to find representative
and discriminative elements out of all illustrations. They found meaningful patches using
approach in [5] and representative image centroid following methods in [12].

In contrast to these previous works, our approach only focuses on image-level represen-
tative items selection. We aim at finding multiple artworks to represent an artist’s creation
characteristics. Compared with patch-level or pixel-level information, image-level represen-
tative items are more intuitive to generate an overall understanding of the artists’ painting
style.

2.3 Clustering

Clustering is an unsupervised method used for classification. MacQueen et al. [28] proposed
K-means algorithm to divide a data set into clusters, while making the inter-class spacing
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Fig. 2 Visualization in [41] of
how characteristic each image
region is for the artists Jan and
Caspar Luyken

Jan
Luyken

Caspar
Luyken

small and the extra-class spacing large. So far, many clustering tasks have chosen this clas-
sical algorithm. Karypis et al. [21] proposed a hierarchical clustering algorithm based on the
idea of dynamic modeling (the chameleon algorithm), and also guided readers how to use
hierarchical clustering on text data. The idea of spectral clustering algorithm comes from
the theory of spectral division [8]. The optimal partition criterion based on graph theory is to
make the internal similarity of the two subgraphs maximum and the similarity between the
two subgraphs minimum. Soltanolkotabi et al. [37] developed a tractable algorithm that can
provably cluster data points in a fairly challenging regime in which subspaces can overlap
along many dimensions and in which the number of points per subspace is rather limited.
Rodriguez et al. [31] propose an approach based on the idea that cluster centers are char-
acterized by a higher density than their neighbors and by a relatively large distance from
points with higher densities. Shah et al. [34] presented a clustering algorithm which used
redescending robust estimators that allow even heavily mixed clusters to be untangled by
optimizing a single continuous objective to handle large-scale data in high-dimensionality
feature space. Compared to K-means and spectral clustering, robust continuous cluster-
ing does not need to know the number of clusters. Considering that hierarchical clustering
algorithm has high computational complexity, adopting robust continuous clustering makes
calculation more fast and easy to use. Therefore, in this paper, we employ robust continuous
clustering as our clustering method.

2.4 Rejectionmechanisms

Rejection-based classification (or selective classification) has been proposed by defining
different optimal reject rules [2, 9, 14, 30, 39]. Recently, selective classification techniques
have been considered in the context of deep neural networks. Geifman et al. [11] constructed
a selective classifier by guaranteed risk control during testing phase of deep convolutional
networks opening up possibilities to operate DNNs in mission-critical applications. Kar-
makar et al. [20] generated additional data points from the complement region and labeled
them to a new class “Do not know” by estimating the domain of the training data. Then they
trained the neural network with the training data and together with the generated data to
equip the network with the ability to not make any judgment when it should not. Srivastava
et al. [38] used rejection option when doing clustering analysis. They focused on the rejec-
tion on cluster level by a particularly simple feedback mechanism, in which an analyst can
choose to reject individual clusters and request new ones. It is desirable to allow interactions
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with users, but totally relying on users’ intentions seems more or less subjective [45]. In
this paper, we propose rejection based clustering analysis to achieve representative paint-
ing selection. We show that when selecting representative items, the results will be highly
influenced by outliers or hard examples. We reject these two kinds examples by Bayes rules
which has been widely used in traditional selective classification tasks [13, 23, 39].

3 Methodology

In this section, we describe our rejection-based clustering framework for art painting analy-
sis. We begin with an overview of the proposed framework. Paintings are first represented by
deep content-style features (see Section 3.1). Then we cluster the images using robust con-
tinuous clustering [34] (see Section 3.2). However, different from traditional unsupervised
problems where most of the data have unambiguous structure, painting styles and prefer-
ences of an artist are usually hard to define and recognize. Except for the outliers, sometimes
there may exist some images that are close to multiple clusters. This will affect the accuracy
of representative painting extraction. Therefore, we integrate the concept of “rejection” to
find the images which cannot be clearly classified in each class under a Bayesian prior elic-
itation framework to generate more reliable and representative clusters (see Section 3.3).
The cluster-rejection process can be repeated as many times as desired.

3.1 Content-style feature extraction

In order to categorize a series of paintings of an artist into different clusters and find the
representative painting of each cluster, we should represent a painting image in an effi-
cient way. When analyzing the paintings of an artist, we considered numerous factors, such
as period, residence, interest and so on, which make the paintings exhibit various appear-
ances. Apparently, the appearances are influenced by not only paintings’ styles but also
the contents on account of artist’s preference. Therefore, we construct a feature vector fcs

to describe both the style (texture, color, brushwork, etc.) and content (object, scene, etc.)
features of a painting image.

Content representation When expressing scenes of different contents, the painting styles
of an artist often vary when using different strokes and colourizations. Our algorithm starts
with precomputing feature maps by a VGG-19 network which is trained on the ImageNet
database for object recognition. Let Fj (x) be the activations of the j th layer (convolutional
layer) when processing the image x, which is a feature map of shape Cj × Hj × Wj . In the
j th layer, Cj represents the number of convolution kernel. Hj represents the height of the
image, Wj represents the width of the image. We transform the feature map into a 1D vector
fc containing CjHjWj elements and use it as object-based representation of the image. fc

contains the image content information.

Style representation Define the Gram matrix Gj(x) to be the Cj × Cj matrix whose
elements are given by:

Gj(x)c,c′ = 1

CjHjWj

Hj∑

h=1

Wj∑

w=1

Fj (x)h,w,cFj (x)h,w,c′ , (1)
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where Gj(x) is the inner product between the vectorized feature maps. In our algorithm, the
feature space consists of the correlations between the different filter responses, where the
expectation is taken over the spatial extent of the feature maps. Gram matrix calculates the
correlations between these features [10]. The elements on the diagonal of the Gram matrix
reflect the numbers of times that the features appear. Thus, the Gram matrix can represent
the painting style of an image. When measuring the style difference between two images,
we can just compare the differences between their Gram matrices. We transform the Gram
matrix into a 1D vector fs containing CjCj elements and use it as the feature vector of the
image style.

Finally, we formulate the image content-style feature vector as fcs = [fc, fs], fcs ∈ R
D .

Implementation details In convolutional neural network, the low level features pay more
attentions to image details, the high level features pay more attentions to image structures.
So we use the first feature set of con1, con2, con3, con4,con5 from VGG-19 network as
style layers. We use the feature set of fully connection layer fc7 as content layer.

3.2 Robust continuous clustering

We use standard robust continuous clustering described in [34], namely RCC, to generate
initial clusters. Based on robust estimation, RCC uses redescending robust estimators that
allow even heavily mixed clusters to be untangled by optimizing a single continuous objec-
tive to handle large-scale data in high-dimensionality feature space. This method is fast,
easy to use and doesn’t need to know the number of clusters. Consider the input of RCC is n

images represented by a set of content-style features, denoted as Fcs = {f 1
cs , f

2
cs , . . . , f

n
cs},

the goal of RCC is to find a set of representatives for Fcs which embeds all data points into
a partial connection diagram ε and coalesces to reveal the cluster structure latent in the data
by solving the object function in (2).

U,L = arg min
U,ε

n∑

1

‖f i
cs − ui‖2

+λ
∑

(p,q)∈ε

wp,q(lp,q‖up − uq‖2 + �(lp,q)), (2)

where U = {u1, u2, . . . , un} is the desired representative set embedded as nodes in graph
ε. lp,q is the connection (p, q) ∈ ε, and L = {lp,q}. Here �(lp,q) is a penalty on ignor-
ing the connection (p, q) to force the graph ε to observe the same latent cluster to collapse
into a single point. Two data points in ε are considered connected if their cosine simi-
larity is larger than clustering threshold δ(set to 0.9 by default according to paper [34]).
�(lp,q) tends to zero when the connection is active. λ and wp,q are balanced items. Among
them,

�(lp,q) = μ(
√

lp,q − 1)2, (3)

where μ is a scale parameter.

Optimization This algorithm uses iterative solution of linear least-squares systems to
enable efficient and scalable optimization. Equation (2) can be solved by setting U and lp,q

fixed and optimized respectively. Over the iterations, wp,q is precomputed, μ is automati-
cally decreased, gradually introducing nonconvexity into the objective, and the value of λ is
updated automatically according to this formula after every update of μ. Then the diseased
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clusters can be picked out from the data graph ε as well as the learned representations of the
data points U.

3.3 Rejection operation

In this section we describe the rejection operation used in our framework. Centroid-based
clustering methods are particularly vulnerable to misclustered samples. This will affect
the accuracy of representative painting extraction. Based on such observation, we adopt
rejection operation to find the images which cannot be clearly classified in each clus-
ter to generate more reliable and representative clusters. We formalize this process into a
Bayesian framework, in which we view class-conditional-probability density of each clus-
ter generated in Section 3.2 as a mechanism for prior elicitation probability distribution
to find the rejected images. Denote the representative feature set of all the paintings as
U = {ui |1 ≤ i ≤ n}, where n is the size of paint set and ui ∈ R

D . Assume the elements
in cluster UM are mutually independent and obey the Gaussian distribution, then for each
cluster M , we formulate the class-conditional-probability density of an image feature vector
ui as:

P(ui |M) = 1√
(2π)D | ∑M |e

− 1
2 (ui−μM)T

∑−1
M (ui−μM), (4)

where μM and
∑

M are computed by maximum similarity estimation. Thus, we can get the
original probability P(M|ui) by

P(M|ui) = P(ui |M)P(M)

P (ui)
, (5)

which indicates the probability of ui belonging to class M . However, the original probability
may be significantly affected by the paintings that is hard for style distinguishment. To boost
the effectiveness of representative painting selection, we adopt rejection mechanism. As
illustrated in Fig. 3, image which is represented as ui classified to class M will be rejected:

– if P(M|ui) is not higher than a threshold Tr1, which means image ui is more likely to
be an outlier of M , as shown in Fig. 3a;

– if the difference between the probability of ui belonging to class M and class M ′ is not
higher than a threshold Tr2, which means ui is easy to be confused, as shown in Fig. 3b.

In our experiments, Tr1 and Tr2 are respectively set as 40% and 20% of the peak value
of P(M|ui). These values are obtained through numerous experiments. And we show an
example experiment in Section 4.2.

Once this rejection is completed, we cluster the data again, modifying the probability
distribution of each cluster. The cluster-rejection process are repeated until the stop criterion

Fig. 3 Two kinds of rejection mechanisms
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meets. Then, we get the representative image with the highest P(M|ui) in each cluster. The
pseudocode for the proposed method is shown in Algorithm 1.

4 Results and evaluation

In this section, we demonstrate the proposed algorithm and compare it to existing tech-
niques. We start from showing representative painting selection results and qualitative
analysis. Furthermore, we conduct quantitative evaluations of our technique, as well as com-
parisons with standard centroid-based clustering methods without rejection option proposed
in our work (Figs. 4, 5 and 6).

In Figs. 4 and 6, we show representative paintings selection result by using the paint-
ings of van Gogh and monet. Figure 5 shows four style transfer results using the selected

Fig. 4 Our representative painting selection result for Vincent van Gogh. Layout by CollageIt (http://www.
collageitfree.com/), the same below
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Fig. 5 Style transfer results using different representative paintings for Vincent van Gogh

representative paintings using the proposed method. Our program automatically selected 20
representative paintings from all the 1928 digital artworks by Vincent van Gogh. Compared
with the retrieval result in Fig. 1a, our result shows more different styles, including some
well-known artworks. Moreover, our selection covers more kinds of contents, such as still
life, self-portrait and landscape. We show more representative painting selecting results in
Figs. 7 and 8 together with style transfer results using different representative paintings.

4.1 Qualitative analysis

In Fig. 9, we show qualitative analysis visually on two small painting sets. We randomly
selected 10 images from each of the three styles: “Rayonism”, “Gothic” and “Gongbi”. We
compare our clustering results with the ones of standard K-means method in Fig. 9 on 30
images. Standard centroid-based K-means is usually used to generate meaningful clusters
and the clustering centroid is the most representative samples for each cluster. Note the
number of clusters are manually set to 3 for K-means but need not be known in advance for
our method. Compared with standard K-means, our method can automatically detect fail
cases in style “Rayonism” and “Gothic” that are misclustered to “Gongbi” and reject these
confusing samples.

Verify the validity of rejection mechanism To reveal the performance of the proposed
rejection mechanism intuitively, we compare the results of K-means clustering with and
without rejection mechanism. Figure 10a shows the representative images before rejec-
tion, Fig. 10b shows the representative images after rejection. We use paintings of “Francis
Picabia” to demonstrate the validity of rejection mechanism. In Fig. 10a, we can see that the
result is highly influenced by hard examples (see C3). By integrating rejection mechanism,
all the noisy samples are picked out, and the representative images can accurately present
the creation characteristics of the artist.

Fig. 6 Our representative painting selection result for Claude Monet
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Fig. 7 Clustering and style transfer results using Francis Picabia’s paintings. The images with red frames are
representative images of each cluster. The last column is style transfer results

Verify the validity of content-style features Paintings of an artist are different both in
style and content. In this work, we aim at selecting style-oriented representative paintings of
an artist jointly with the analysis of painting content. If no content information is taken into
consideration, we may get the wrong clustering results. We select 20 paintings by “Claude
Monet” in Fig. 11a, of which half are water lilies and half are paintings of sea in impression-
ism style. Without the content feature, all these paintings are clustered into one class and the
selected representative painting is shown in Fig. 11b. By adopting our approach, these paint-
ings are gathered into two clusters and the representative paintings are shown in Fig. 11c.
Therefore, both style and content feature are important to artist paintings clustering.

Fig. 8 Clustering and style transfer results using Paul Cezanne’s paintings. The images with red frames are
representative images of each cluster. The last column is style transfer results
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Fig. 9 Visual results for comparison with standard K-means. Clusters are indicated by different background
colors (zoom in to see details)

Fig. 10 Rejection examples using K-means clustering. The images with red frames are representative images

(a) 20 paintings selected by “Claude Monet”

(b) selected most representative painting 

only using style features

(c)  selected representative paintings 

using content-style features

Fig. 11 Selecting representative paintings without and with the content features
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Fig. 12 Clustering results for testing on different clustering methods

4.2 Quantitative analysis

In this section, we test the proposed selective clustering method on large-scale painting
collection. We select 1667 paintings on Wikiart.org [43] by seven artists: “Beihong Xu”
(97 of 97), “Kindinsky” (218 of 218), “Pierre Alechinsky” (220 of 220), “Edourad Manet”
(232 of 232), “Albrecht Durer” (300 of 838 randomly), “Monet” (300 of 1339 randomly),
“Vincent van Gogh” (300 of 1928 randomly). We compared our method with three tra-
ditional clustering methods: standard K-means, agglomerative clustering (A-cluster) and
spectral clustering (S-cluster). Paintings are all represented by the content-style feature

Table 1 Statics for different
clustering methods K-means A-cluster S-cluster Ours

Average Recall 82.15% 66.85% 81.30% 79.72%

Average Precision 85.54% 74.64% 83.58% 91.42%
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Fig. 13 Statistical results for testing on different rejection thresholds

and we adopt Euclidean distance to measure the similarity between features. Figure 12
shows the clustering results and Table 1 shows the statics. In Fig. 12 we can observe
that our result contains the least wrong samples. This demonstrates that rejection mecha-
nism can well recognize the misclustered samples. From Table 1 we can observe that the
proposed method has higher average precision while lower average recall compared with
other methods. It is evident that the proposed method implements selective clustering by
rejecting the hard samples. By increasing clustering precision while slightly decreasing
ratio of recall, our method can generate more reliable clusters for representative painting
selection.

Test on rejection threshold During the rejection process, we used thresholds to detect two
kinds of hard examples. We test the thresholds Tr1 by setting it to 30%, 40%, 50%, respec-
tively. Figure 13 shows the statistics. We can see that when the threshold Tr1 is at a low
level, paintings will be clustered into wrong class. As the increase of threshold Tr1, the
rejection rate raises while the misclustering rate decreases. However, when the threshold
Tr1 is too high, some right samples will be rejected. Thus, we set Tr1 as 40% of the peak
value of P(M|ui) taking the median. The principle can apply to Tr2 equally. If the thresh-
old Tr2 is too low, paintings will be clustered into wrong class. If the threshold Tr2 is too
high, some right samples will be rejected. Therefore, we set Tr2 as 20% of the peak value
of P(M|ui).

5 Conclusion and future work

In summary, this paper presents a new focus of art painting analysis. We propose a rejection-
based selective clustering framework to select multiple representative painting images
from the artworks of an artist. Two kinds of paintings are rejected during the clustering
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process: outliers and confusing examples. Experimental results show that the proposed
method can generate more meaningful samples for audience with little domain knowledge
to comprehend more about an artist’s painting styles.

However, in many cases, the representative artworks of an artist can not only be revealed
by style-oriented analysis. It may be influenced by a wide range of factors. Therefore, we
will try to take more issues into consideration in the future work. Besides, we will explore
a more intelligent style transfer method that can combine the artistic styles of an artist, by
using the representative paintings as guidance.
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