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Correlation-based Initialization Algorithm for

Tensor-based HSI Compression Methods

Rui Li, Zhibin Pan and Yang Wang

Abstract

Tensor decomposition (TD) is widely used in hyperspectral image (HSI) compression. The initializa-

tion of factor matrix in tensor decomposition can determine the HSI compression performance. It is worth

noting that HSI is highly correlated in bands. However, this phenomenon is ignored by the previous

TD method. Aiming at improving the HSI compression performance, we propose a method called

correlation-based TD initialization algorithm. As HSI is well approximated by means of a reference

band. In accordance with the SVD result of the reference band, the initialized factor matrices of TD are

produced. We compare our methods with random and SVD-based initialization methods. The experimen-

tal results reveal that our correlation-based TD initialization method is capable of significantly reducing

the computational cost of TD while keeping the initialization quality and compression performance.

Index Terms

Tensor decomposition (TD); hyperspectral image compression; initialization.

I. INTRODUCTION

With the wide applications of hyperspectral imaging technology, hyperspectral image (HSI)

appears in many fields such as: remote sensing [Fang et al.(2017)Fang, Wang, Li, and Benedik-

tsson], diagnostic medicine [Akbari et al.(2010)Akbari, Kosugi, Kojima, and Tanaka], image
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classification [Zhang et al.(2016)Zhang, Zhang, Jiao, Liu, Wang, and Hou], unmixing [Mei

et al.(2018)Mei, Ma, Li, Fan, Huang, and Ma], and more [Coutinho et al.(2017)Coutinho, Cintra,

and Bayer], [Shi and Pun(2017)], [Md Noor et al.(2017)Md Noor, Ren, Marshall, and Michael],

[Ma et al.(2018)Ma, Li, Li, Mei, and Ma]. The HSI is composed by plenty of bands which are

images of the same scene on different wavebands, Therefore, the bands of HSIs share the similar

characteristics. However, hyperspectral imaging suffers from many issues. One major issue is

that the large amount of data makes HSI difficult to transmit and process. In addition, noise and

limited illumination in individual band are two problems. Aiming at addressing the mentioned

issues, Tucker Decomposition (TD) is presented [Tucker(1966)], [Karami et al.(2012)Karami,

Yazdi, and Mercier], [Wang et al.(2017)Wang, Lin, Zhao, Yue, Meng, and Leung], [Sidiropou-

los et al.(2017)Sidiropoulos, De Lathauwer, Fu, Huang, Papalexakis, and Faloutsos], [Zeng

et al.(2017)Zeng, Zhang, and Bai]. The HSI is considered as a tensor while the decomposition

results are factor matrices and a core tensor. The sizes of core tensor in TD should be smaller

than original corresponding sizes. Accordingly, the number of eigenvectors is reduced. HSIs are

significantly compressed.

As traditional method tackles the spatial domain, the strong correlation between bands is

ignored [Dragotti et al.(2000)Dragotti, Poggi, and Ragozini], consequently, the compression

performance of these methods is compromised for this drawback. One advantage of TD is that it

learns a low dimensional representation. The spatial and spectral correlations are simultaneously

addressed. The vector in factor matrices depicts the low dimension embedding of a corresponding

slice of tensor [Jiang et al.(2018)Jiang, Ding, Tang, and Luo]. Thus, the decomposition solves

the spectral correlation in HSI well. However, there are some issues needing to be settled. The

TD is solved by alternating least square (ALS) method. Although the alternating minimization

in TD is nonconvex, the objective function is strictly convex with respect to one set of variables

[Cichocki et al.(2008)Cichocki, Zdunek, and Amari]. The ALS method is influenced by many

issues [Da Silva Fernandes et al.(2017)Da Silva Fernandes, Tork, and da Gama], one critical

issue is that the initial factor matrices are required. The convergence rate of TD is remarkably

influenced by the qualities of initial factor matrices. A well designed initial factor matrix can

make sure the convergence of iterative strategy and reduce the number of iterations. Otherwise,

the algorithm may get stuck in a local minimum, for some data the convergence could be very

slow when factor matrices are ill-conditioned or when collinearity occurs in the columns of these

matrices [Cichocki et al.(2008)Cichocki, Zdunek, and Amari].
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(a) The averaged correlation of all bands in Indian

pines.

(b) The averaged correlation of all columns in the 50th

band of Indian pines.

Fig. 1. The comparison of spectral correlation and spatial correlation in Indian pines.

There are two kinds of initialization method for TD. The first method is random method,

which generates orthogonal vectors of factor matrix randomly. The factor matrix is columnwise

orthonormal. The random method is easy to implement, but the TD may converge in many

iterations, and the convergence of the TD is not guaranteed. The second method resorts singular

vector decomposition (SVD) to tackle the factor matrices. The factor matrices associated to each

mode are obtained by applying SVD on the corresponding matricization of the tensor.

However, these two initialization methods are neither effective nor addressed for HSIs. Fig.1

shows that HSI has stronger spectral correlation, which implies the band in HSIs can be well

represented by other bands. To the best of our knowledge, there is no study in literature utilize

the spectral correlation in HSI. We can utilize the spectral correlation to design a new TD

initialization method for HSI to improve the compression performance and reduce the time

consumption.

The highlights of this paper are listed below:

• We first explain the factor matrices in TD can be well approximated by the SVD results of

some reference band;

• According to our conclusion we give our correlation-based initialization method for TD;

• We test our method to compress the HSI and achieve considerable results.

The rest of this paper are organized as follows: The basic knowledge of tensor analysis is

introduced in Section 2. We prove that the factor matrices in TD can be well approximated by
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the SVD results of our reference band, and then propose our initialization method in Section 3.

The experimental results are given in Section 4. We finally conclude our method in Section 5.

II. TENSOR PRELIMINARY

Before we introduce our method, we give some preliminaries of tensor analysis to help

understand our method in this section. The notations used in this paper are summarized in

the table below.

TABLE I

NOTATIONS ABOUT TENSOR

Notations used in this paper

⊗ Kronecker product

X ∈ RI1×I2×···×IN A Nth-order tensor

x(i1, i2, ..., iN ) The entry of tensor X ∈ RI1×I2×···×IN

X(1) The mode-1 matricization of X

XI×JK A matrix of size I × JK

U(i) ith-order

Xk
(i) The kth slice along mode-i in tensor X

X::i The ith slice in tensor X

‖X‖F The Frobenius norm of a tensor X

In multilinear algebra, Tensor is actually a multidimensional array. We denote Nth-order tensors

by bold uppercase mathcal letters X ∈ RI1×I2···×IN . The order of the tensor is also referred as

mode. The first-order tensor is known as vector and the second-order tensor is known as matrix.

The mode-n matricization means rearranging the tensor as matrix by fixing the nth-order index

and varying other indices. It is also a flattening process in Fig. 2. For a third-order tensor

X ∈ RI×J×K , there are three mode-n matricizations.

The mode-1 Kiers matricization [Kolda and Bader(2009)] of a third-order tensor X results

in X(1). X(2) and X(3) are the mode-2 and mode-3 Kiers matricization results, respectively. The

matricizations in this paper are all Kiers matricizations.

The Frobenius norm of a tensor is defined as follow:

‖X‖F =
√
〈X ,X 〉 = (

I1∑
i1=1

I2∑
i2=1

· · ·
IN∑

in=1

|xi1i2...in|2)1/2. (1)
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Fig. 2. The mode-1 matricization is obtained by flattening the tensor along its first mode.

The mode-n tensor-matrix product of a tensor X ∈ RI1×I2×···×IN multiplied by matrix U ∈

RJn×In is denoted as X × nU:

X ×n Ui1,i2,...,in−1,in,in+1,...,iN =
In∑

in=1

ai1i2...iN × uinjn (2)

where the height of matrix U should be the same with the mode-n size of tensor X , this

multiplication changes the mode-n size of tensor X from In to Jn.

We can use this kind of multiplication to change the sizes of a tensor.

X = A× 1U(1) × 2U(2) · · · × NU(N) (3)

where the width of matrix U(n) should be equal to the size of mode-n of tensor A.

Through the above equations, We can introduce the decomposition of third-order tensor in

this paper

X = G × 1U(1) × 2U(2) × 3U(3) (4)

where X is the original tensor, and G is the core tensor of X , U(1),U(2),U(3) are factor matrices

where U(n)U(n)T = IJn , n = 1, 2, 3. the core tensor can also be obtained by the reverse progress,

which is given below:

G = X × 1U(1)T × 2U(2)T × 3U(3)T . (5)

III. CORRELATION-BASED INITIALIZATION METHOD FOR TD

Before we start our discussion about TD, we should know that TD is resolved by alternating

least square (ALS) method, a third-order tensor is flattened along each modes as three matri-

cizations, the initialized factor matrices are obtained by SVD results of matricizations. We will

discuss the correlation in HSI and give a more efficient initialization method.
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In this section, we first build a model of matricization and show that mode-1 and mode-

2 matricizations can be well approximated a reference band. As the factor matrices U(1),U(2)

are the SVD results of mode-1 and mode-2 matricizations respectively, we resort the SVD

result of reference band to approximate U(1),U(2). Then, according our discussion, we give our

correlation-based initialization method.

A. Building a model of matricization

Considering the HSI X ∈ RI1×I2×I3 is a special tensor in which the bands are highly similar,

the mode-1 matricization is actually a matrix stitched by I1 slices of tensor. The Fig. 2 depicts

this mode-1 matricization. The SVD-based initialization method is essentially implementing SVD

on each mode-n matricization X(n) and seeking an orthonormal factor matrix U(n). The factor

matrix is composed by the leading singular vectors of X(n). Since the slices in X(1) are the bands

of HSI, these bands are highly correlated. The Fig. 1 shows this phenomenon. Intuitively, we

can conclude that the SVD result of X(1) should be highly relevant to the SVD result of the

slices in X(1). To verify our guess, we can build a model to modify the process.

We use a band which can represent the bands in HSI X ∈ RI1×I2×I3 best as the reference

band X. The method to achieve reference band is given in the following subsection.

The mode-1 and mode-2 matricizations X(1), X(2) can be expressed as:

X(1) = i1×P ⊗ X + e1, (6)

X(2) = j1×P ⊗ XT
+ e2. (7)

In the equations above, e is the approximation error, X(1),X(2) are approximated as the Kronecker

products of a vector and the reference band X. i1×P and j1×P are the approximation coefficient

vectors. X(3) cannot be approximated by X for each band is viewed as a column vector in X(3).

The reference band X can be decomposed by SVD:

X = UΣVT . (8)

Substituting X into Eq. 6, it is equivalent to

X(1) = i1×P ⊗ (UΣVT ) + e1. (9)

Since the Kronecker product has the property below:

(A⊗ B)(C⊗ D)(E⊗ F) = (ACE)⊗ (BDF). (10)
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The vector i1×P can be represented as:

i1×P = 1×αT × B (11)

where αT is a vector, its first entry is 1, and other entries are 0. The first row of matrix B is

i1×P . Then, we can derive:

X(1) = U(αT ⊗Σ)(B⊗ VT ) + e1. (12)

For X(2), we can derive the similar result, where X is transposed.

X(2) = V(c⊗Σ)(DT ⊗ UT ) + e2. (13)

Therefore, the SVD on X(1) results in the equation above. In other words, the SVD-based

initialization method obtains the same left singular matrix as X. We can obtain the same result

on X(2), because X(2) and X(1) are both approximated by X. These two matricizations are similar

because they are the bands spliced in different directions. Thus, the SVD-based initialization

method is doing SVD on the duplications of X. The X(3) cannot be handled in this way, because

the band is viewed as vector and spatial correlation is not considered in this matricization, thus

the SVD on the reference band is not correlated with the SVD on X(3). Our method to obtain

the factor matrix U(3) is the same with the SVD-based initialized method.

B. Correlation-based initialization method

Our method is inspired by the high correlation of bands in HSIs. According to the model

we build, when X(1) can be well represented by X, the SVD results on X(1) and X are also

relevant. Since the spectral correlation of HSIs is strong, we can conclude that X(1) can be well

represented by X. We present our method in this section.

The reference band X is critical important in this method, the X should well represent the

bands in X ∈ RI1×I2×I3 . To obtain such a reference band, the representative ability and the

computational cost are both considered as the rules of our method. Thus, we recommend adopt

the mean band as the reference band.

X 3 = X ×1 U(1) ×2 U(2). (14)
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Algorithm 1: Correlation-based TD initialization method
Input: Tensor X ∈ RI1×I2×I3 and the size of core tensor R1, R2, R3

1 . Obtain X by averaging I3 bands;

2 Apply SVD on X to obtain factor matrices U(1),U(2);

3 Obtain X 3 by Eq. 14;

4 Apply SVD on the mode-3 matricization of X 3 to obtain U(3);

Output: The initialization factor matrices U(1),U(2),U(3) of TD.

C. Computational cost

The computational cost of SVD is related to the matrix size. There are MN2 times multipli-

cation operations for applying SVD on a M ×N matrix, thus, we need I1(I2I3)
2 multiplication

operations for applying SVD on the mode-1 matricization of tensor X ∈ RI1×I2×I3 . But the

multiplication operations are much less in our initialization method for the size of reference band

is I1× I2, which is only the size of one slice in mode-1 matricization. Moreover, we can obtain

initial factor matrices U(1),U(2) by applying SVD once, especially the computational cost of

applying SVD on a mode-n matricization is large. It is obvious that we can save computational

cost by averaging the bands to obtain an averaged band, the final computational cost of our

method is I1I
2
2 + I3(I1I2)

2, where I3(I1I2)
2 is the computational cost of U(3), while the SVD-

based method takes I3(I2I1)
2 + I1(I2I3)

2 + I2(I3I1)
2 times multiplication. Considering there are

usually hundreds of bands in HSIs, which means I3 is large, thus, the term of I1I22 is negligible

compared to other terms. In other words, the computational cost of our method is concentrated

on the solving of factor matrix U(3). The results in Table 3 and Table 4 verify our conclusion.

IV. EXPERIMENTAL RESULTS

To verify the compression performance and time consumption of our proposed correlation-

based TD initialization method, the experiments were carried out using MATLAB 2015b along

with Tensor Toolbox [Bader et al.(2015)Bader, Kolda et al.] on a machine of Intel Core i7 6700

processor and 16GB RAM. We show our compression performance, initialization results and

time consumption in this section.
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A. Datasets and evaluation metrics

We consider two HSIs in our experiments: Indian Pines and Salinas, which are obtained by

Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor. The sizes are 145 × 145 ×

200, 512× 217× 224, respectively the first two dimensionalities are spatial sizes and the third

dimensionality is the spectral size. These HSIs are obtained on a spectral range of 400-2500 nm.

The fitness of Tucker decomposition is defined as the Frobenius norm of the original tensor

and reconstructed tensor. It is given as follow:

Fitness = 1− ‖X −X rec‖F/‖X‖F . (15)

We compare the initialization time, the number of iterations in TD and the total time consumption

of the TD which includes the initialization time and iteration time.

B. Results

We compare our method with three compression method: principal component analysis (PCA)+JPEG2000,

three Dimensional-Set Partitioned Embedded bloCK (3D-SPECK) and multilinear principal com-

ponent analysis (MPCA). PCA+JPEG2000 is a traditional compression method applied on HSI,

3D-SPECK is a commonly used method based on wavelet, MPCA is multilinear algebra method

that can compress spectral and spatial redundancy simultaneously. These three methods are

representative in three areas. Our method benefits from the TD, can well compress the HSI.

The results are list in Table 2. The results show that our proposed method achieves the best

compression performance.

To verify the initialization performance of our method, we test our method against random

initialization method and SVD-based initialization method. The sizes of core tensor are all setting

as the half of each corresponding dimensionalities. The results in Table 3 and Table 4 show that

our initialization method consumes less time than random and SVD-based initialization methods,

while the final compression performances are same (which is listed in Table 2).

To further evaluate the initialization performance of our method, we compare our method with

SVD-based method on Indian Pines. The time to obtain each factor matrix is listed in Table 5.

Our method obtains the first two factor matrices U(1), U(2) in 0.625 seconds while the SVD-

based method needs 199.376 seconds in total. Thus, this time consumption of 0.625 second can

be ignored and most of time is consumed for computing the U(3) in our method, which is still

much less than the SVD-based method. Although, we carry out SVD on a mode-3 matricization,
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TABLE II

THE SNR (DB) OF OUR PROPOSED METHOD IS COMPARED WITH THREE METHODS WITH BR VARYING FROM 0.1 BPPPB TO

0.4 BPPPB.

PCA+JPEG2000 3D-SPECK MPCA Our method

Indian Pines

0.1 34.21 27.02 33.58 34.16

0.2 36.54 30.53 36.72 36.89

0.3 37.51 32.71 37.98 38.24

0.4 39.12 35.64 38.51 40.33

Salinas

0.1 34.87 29.12 34.21 34.36

0.2 36.65 31.57 36.67 37.71

0.3 38.12 33.54 37.55 39.64

0.4 39.41 34.84 38.21 41.15

TABLE III

THE COMPARATIVE RESULTS OF THREE INITIALIZATION METHODS ON INDIAN PINES.

Random method SVD-based method Our method

Initialization time (s) - 1.502 0.270

Number of iterations 4 2 2

Convergence time (s) 2.940 1.501 1.750

Total time (s) 2.940 3.003 2.020

TABLE IV

THE COMPARATIVE RESULTS OF THREE INITIALIZATION METHODS ON SALINAS.

Random method SVD-based method Our method

Initialization time (s) - 32.175 3.066

Number of iterations 4 2 2

Convergence time (s) 40.427 30.306 33.373

Total time (s) 40.427 62.481 36.440
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TABLE V

THE TIME (S) CONSUMPTION OF COMPUTING THREE FACTOR MATRICES IN 100 TIMES.

Factor matrix SVD-based method Our method

U(1) 93.438
0.625

U(2) 105.938

U(3) 110.780 41.125

Total cost 310.156 41.750

Fig. 3. The fitness difference varies with the iterations.

the matricization is obtained by the original tensor rotated by the first two factor matrices and

the sizes of tensor become smaller, so that the SVD consumes less time in our method.

C. Iterations and fitness

We also compare the fitness of three method varying with iterations. As the fitness of random

method is much lower than our method and SVD-based method, we show the curve from the

second iteration. Fig. 3 shows that our method has a fitness close to SVD-based method and

much better than random method. Our method saves nearly three iterations compared to the

random method. We compare the fitness difference of each iteration and the curve in logarithmic

coordinate system shows that our method has a performance close to SVD-based method.

We also list the fitness differences of first three iterations in Table 6 for comparison. The
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TABLE VI

THE FITNESS DIFFERENCES OF THREE METHODS IN FIRST THREE ITERATIONS.

Iteration SVD-based method Random method Our method

1 1.034e-6 4.712e-3 1.374e-5

2 5.423e-8 1.363e-5 2.761e-7

3 1.321e-8 2.158e-7 4.855e-8

results show the fitness changing of our method is close to the SVD-based method and much

smaller than Random method. This verifies that our method can obtain the initialized factor

matrices close to the best initialized factor matrices with a much lower computational cost.

V. CONCLUSION

We utilize the strong correlation between the bands of HSIs and propose a new initializa-

tion method for TD, we prove that mode-1 and mode-2 matricizations of HSI can be well

approximated by the Kronecker product of a reference band and an approximation vector.

According to this conclusion, we propose our correlation-based initialization algorithm for tensor-

based HSI compression. Our method ensures the TD method can converge in a few iterations

and the computational cost is obviously saved. The experiments verify the good initialization

performance, compression performance and less time consumption of our method.
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