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Abstract
The progressive growth of today’s digital world has made news spread exponentially faster 
on social media platforms like Twitter, Facebook, and Weibo. Unverified news is often dis-
seminated in the form of multimedia content like text, picture, audio, or video. The dis-
semination of such false news deceives the public and leads to protests and creates troubles 
for the public and the government. Hence, it is essential to verify the authenticity of the 
news at an early stage before sharing it with the public. Earlier fake news detection (FND) 
approaches combined textual and visual features, but the semantic correlations between 
words were not addressed and many informative visual features were lost. To address 
this issue, an automated fake news detection system is proposed, which fuses textual and 
visual features to create a multimodal feature vector with high information content. The 
proposed work incorporates the bidirectional encoder representations from transformers 
(BERT) model to extract the textual features, which preserves the semantic relationships 
between words. Unlike the convolutional neural network (CNN), the proposed capsule neu-
ral network (CapsNet) model captures the most informative visual features from an image. 
These features are combined to obtain a richer data representation that helps to determine 
whether the news is fake or real. We investigated the performance of our model against 
different baselines using two publicly accessible datasets, Politifact and Gossipcop. Our 
proposed model achieves significantly better classification accuracy of 93% and 92% for 
the Politifact and Gossipcop datasets, respectively, compared to 84.6% and 85.6% for the 
SpotFake+ model.
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1  Introduction

The tremendous growth in information and communication technology (ICT) and high-
speed internet, people worldwide are more interested in reading the news about the events 
on social networking platforms like Twitter1, Facebook2, and Weibo3. Misinformation cre-
ators were intentionally flooding falsified and unverified information for various political 
and commercial purposes. For example, during the 2016 presidential election campaign in 
the United States [3], false news about Donald Trump, Hillary Clinton, and their political 
parties were disseminated. The twitter account of Associated Press (AP) was hacked and a 
post titled “Two Explosions in the White House and Barack Obama is injured” was pub-
lished [35]. As a result of this rumor, the stock market lost 130 billion dollars in a matter 
of minutes Recently, there has been a surge of false information on social media about the 
COVID-19 (Corona virus disease 2019) disease [21]. Due to misconceptions of informa-
tion about COVID-19, people got confused about the nature of the disease, its causes, and 
its preventive measures. Thus, the detection of fake news is essential at the early stage, 
which will help the society and the government to come out of the negative influences.

In general, fake news detection (FND) methods can be categorized into two types: 
social context-based and content-based methods [6, 12, 39, 60]. The former is more con-
cerned with user engagement data such as comments, reposts, and ratings, while the latter 
is associated with the article’s news content (title, text, image, and video). The social con-
text-based methods can also be divided into two categories: propagation structure-based 
and post-based methods [58]. The propagation structure-based methods concentrate on 
propagation patterns or trends of fake news on social networks, while post-based methods 
examines the opinions or emotions expressed by users in their posts [13, 23, 24, 26, 27, 38, 
50, 51]. Due to the unstructured nature of the data, these two types of social-context tech-
niques face the following challenges: data collection and analysis, noisy data and missing 
data. Hence, the focus of this research is on a content-based strategy. The content-based 
methods are more straightforward and convenient way to detect fake news, particularly at 
an early stage.

Unimodal content-based FND approaches are ineffective at detecting fake news because 
they use textual [1, 2, 5, 7, 9, 18, 22, 25, 30, 31, 33, 41, 47, 54, 55] and visual features [4, 
11, 14, 28, 34, 56, 59] separately. In general, no underlying semantics were discovered 
among these features, resulting in poor classification. As a result, the multimodal content-
based FND approaches have been designed to recognize fake news by integrating textual 
and visual features in order to increase the effectiveness of the model.

Existing multimodal FND solutions have failed to improve the performance of the FND 
problem because they are unable to generate enhanced feature representation from the visual 
information of the news report. A convolution neural network (CNN) model called VGG-19 
(Visual Geometry Group) has been used to capture visual features in several studies [20, 43, 
44, 49, 53]. The challenges of CNN model are as follows: i) It requires lot of training data to 
improve the generalization of the model ii) It takes more training time iii) Due to the pooling 
operation, important information is lost. Hence, CNN drops most important features from an 
image. Such less informative visual features combined with textual features have not resulted 

1  https://​twitt​er.​com/
2  https://​www.​faceb​ook.​com/
3  https://​weibo.​com/

5588 Multimedia Tools and Applications (2022) 81:5587–5620

https://twitter.com/
https://www.facebook.com/
https://weibo.com/


1 3

in a richer data representation that allows for the identification of fake news in multimodal 
news articles. Therefore, the CapsNet model is proposed to solve this problem by capturing 
highly informative visual features from an image. Also, it takes lesser time compared to CNN 
for training the data. Furthermore, a pre-trained language model named BERT has been used 
for textual feature extraction, which is more efficient than the other word embedding tech-
niques and sequence-to-sequence models [8]. It follows the encoder module of the transformer 
architecture and reads the entire input sequence at once in both directions (left-to-right and 
right-to-left) to capture contextual relationships among words in a sentence.

In this paper, a new model named CB-Fake is proposed to improve the performance of fake 
news detection. In the name CB-Fake, C refers to the CapsNet model, B refers to the BERT 
model and the word Fake refers to the fake news detection. An end-to-end framework is devel-
oped, that combines CapsNet and BERT models for fake news detection. The steps involved in 
the CB-Fake model are as follows: First, the news articles are preprocessed and converted to 
the vector representation. Then the textual features from the news content have been obtained 
using BERT. It exploits a self-attention mechanism of transformer architecture, and hence it 
efficiently extracts the underlying semantic relationships of words in a sentence [45]. Further-
more, the proposed work’s key contribution is the use of the capsule neural network model, 
which is the first attempt to extract informative visual features from the images of news arti-
cles using the routing-by-agreement algorithm [16]. Finally, a richer data representation is 
obtained by combining high-level textual and visual features, which resulted in classification 
accuracy of 93% for politifact and 92% for gossipcop, when compared to other state-of-the-art 
approaches in FND. The fully connected layer with softmax activation has been used to rec-
ognize whether the news is fake and real. The main contributions of this work are summarized 
as follows:

•	 To the best of our knowledge, this is the first multimodal automated fake news detection 
work based on BERT and CapsNet.

•	 The proposed CB-Fake model uses textual and visual information from social media news 
articles to determine if the news is fake or real.

•	 The proposed model improves classification performance by concatenating the textual and 
the visual features. The former is extracted using BERT and the latter is captured by Cap-
sNet.

•	 Experiments are carried out on two publicly accessible datasets from the real world. The 
results show that our proposed CB-Fake model outperforms state-of-the-art multimodal 
FND models in detecting fake news.

This paper is structured as follows: Section 2 presents a brief overview of the related works of 
fake news identification task. In Section 3, the proposed CB-Fake model is described in detail. 
Experimental setup and the evaluation metrics for the experiments are discussed in Section 4. 
In Section 5, the experimental results and performance analysis of the proposed model has 
been discussed and the article is concluded with the possibilities of future work directions in 
Section 6.
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2 � Related works

A brief overview of notable relevant works to the proposed model is given in this section. 
According to the literature, a traditional Machine Learning (ML) [1, 2, 9, 22, 30, 31, 33] 
and Deep Learning (DL) [5, 7, 18, 25, 41, 47, 54, 55] techniques effectively used textual, 
visual, and social-context features to solve the automated fake news detection problem. 
Furthermore, existing research is divided into two categories: unimodal and multimodal 
fake news identification. To detect fake news, the former uses either one of the content-
based [1, 2, 5, 7, 9, 18, 22, 25, 30, 31, 33, 41, 47, 54, 55] or social-context-based features 
[13, 23, 24, 26, 27, 38, 50, 51], while the latter uses a combination of any single modality 
feature [20, 43, 44, 49, 53].

2.1 � Unimodal fake news detection methods

Researchers used text, visual, and social context-based features in unimodal FND meth-
ods to verify the genuineness of a news article, which are explained in the following 
subsections.

2.1.1 � Social context based fake news detection

Social context features represent the active interaction of users by analysing their posts, 
comments, tags, ratings, etc. about the emerging news on social media. Table 1 summa-
rizes the existing social-context based fake news detection models.  Wu et  al. [50] used 
LSTM network over propagation paths and derived embeddings of user-profile information 
on social media to identify fake news. Ma et al. [27] designed a recursive neural model, 
which exploits tree structures neural network to learn representation of each tweet. Liu el 
al. [23] built a time series classifier model based on RNN and CNN to detect fake news 
through the propagation path of classified news. Guo et al. [13] investigated HSA-BLSTM 
model that extracts textual and social-context features for fake news detection. Ma et al. 
[26] and Li et al. [24] designed a model that accepts the user stance in multi-task learning 
to detect the rumors efficiently. Ke Wu et al. [51] captured the propagation patterns of the 
news in the form of graphs. Savyan and Bhanu [38] built the UbCadet model, which uses 
unsupervised learning to detect compromised accounts on the twitter platform. However, 
social context-based features are very noisy, unstructured in nature and labor-intensive to 
collect when a new event emerges on social media platforms. Thus, the proposed method 
solely relies on the news article’s content to effectively judge the veracity of the news.

2.1.2 � Textual features based fake news detection

Works based on textual content extracts the meaningful linguistic features such as statisti-
cal, lexical, syntactic, semantic and style based features from the posts of news articles 
to verify the falsification of news [6]. Table 2 summarizes the existing textual-based fake 
news detection models.

Machine learning based methods: Ozbay and Alatas [31] proposed a two-step approach 
for fake news identification on text information; the former performs the pre-processing 
steps and the textual feature vector is then applied to twenty three intelligent supervised 
classifiers for experimental evaluation later. Faustini Covoes [9] designed a language and 
platform-independent model for fake news detection by extracting the text features using 
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different word embedding techniques on five different datasets of three different languages 
from various social media platforms. Recently, Guo et al. [12] investigated and presented 
a comprehensive review on recent research challenges, novel techniques, and details of 
datasets in the field of fake information detection. Ozbay and Alatas [30] utilized a meta-
heuristic technique, grey wolf optimizer (GWO) and salp swarm optimizer (SSO) for fake 
news identification. Perez-Rosas et al. [33] developed two novel datasets for automatic fake 
news detection, which consists of seven various domains of news. Ahmed et al. [1] intro-
duced a new dataset collected from real-world sources, called ISOT, for fake news identi-
fication and employed n-gram analysis with Term frequency - Inverse document frequency 
(TF-IDF) for feature vector representation to classify the fake news article. Kumar et al. 
[22] used particle swarm optimization (PSO) for selecting an optimal feature set from the 
textual content of the tweets, to solve the rumour veracity classification task efficiently. 
However, these methods are time-consuming and labor-intensive, since it needs hand-
crafted features. Akyol et al. [2] designed gradient boost tree (GBT), multilayer perceptron 
and random forest (RF) to identify fake news).

Deep learning based methods: Nowadays, many researchers adopt into deep learning 
models, since it has the ability to extract the high-level features automatically from the 
news contents, and hence it plays a vital role to identify fake news effectively [5, 7, 18, 
25, 41, 47, 54, 55]. Ma et  al. [25] were the first to introduce Recurrent Neural Network 
(RNN) to model the textual data sequence for detecting rumours over time. Kaliyar et al. 
[18] designed a FakeBERT model, which is a combination of BERT and Convolutional 
Neural Network (CNN) to handle the textual contents in a bidirectional way. Asghar et al. 
[5] proposed a deep learning model which combines Bidirectional Long Short-Term Mem-
ory (Bi-LSTM) and CNN for rumour detection on text data. Co-attention mechanism was 
utilized by Shu et al. [41] to discover top K important sentences from the articles and top 
K important user reviews to classify fake news. Chen et al. [7] presented attention-based 
RNN to collect distinct linguistic features over time for early rumour detection. Yu et al. 
[55] proposed a CNN model, to identify misinformation. Wang [47] introduced a new data-
set, called LIAR dataset, proposed a hybrid deep learning model in which CNN for the tex-
tual-feature extraction and Bi-LSTM for meta-data feature extraction is used. Yin et al. [54] 
employed principal component analysis (PCA) and CNN for feature extraction from the 
news contents. Although these DL models have been widely applied to the textual content 
of the news, they have failed to achieve the following: preserving long-term word depend-
encies, parallelization mechanism in training, and taking input sentences bidirectionally. 
To address this issue, the pre-trained BERT model was recently introduced to capture high-
level context-based textual features from news articles. Hence, the BERT model has been 
used in this proposed work to extract semantically meaningful textual features from the 
news articles.

2.1.3 � Visual features based fake news detection

Recent studies [34, 59] have proven that the visual features plays a vital role in detecting 
fake news on multimedia contents. Works [4, 14] dealt with basic features extraction from 
the attached images. Also the features are still hand-crafted. Hence, it is difficult to repre-
sent the complex distributions of visual contents. Zeng et al. [56] explored the forged fake 
images problem and detects such behaviors by using image splicing techniques. In the work 
of [11, 28], the authors proposed Generative adversarial networks (GAN) model to recog-
nize forged images. Zhou et al. [59] developed a faster R-CNN model, which takes RGB 
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stream and noise stream to discover tampering features for image manipulation detection. 
Qi et al. [34] proposed a framework including three modules: frequency domain module, 
pixel domain module and fusion module, which learns visual representations to identify 
fake images. Furthermore, the studies mentioned above were using a CNN model to learn 
visual features from the image. The main drawback of CNN is its pooling operation, which 
is either max-pooling or average-pooling. Pooling causes the most informative features to 
be lost when extracting visual features from an image associated with a news article. To 
solve this issue, the CapsNet model is proposed in this work to capture most informative 
visual features. CapsNet has shown a magnificent performance in diverse areas, especially 
in image recognition and NLP. In addition, CapsNet’s popularity attracts researchers to 
work on real-world problems like machine translation, drug discovery, handwritten text 
recognition, self-driving cars, healthcare, and emotion detection [32].

In recent years, the majority of news articles have included both text and images. 
As a result of only using single modality features, the aforementioned unimodal FND 
approaches cannot distinguish effectively between fake and true news. It is also inadequate 
and easily gets affected by different surrounding factors. As a consequence, multimodal 
features can be considered for a better classification of fake or real news. Specifically, fus-
ing textual and visual features plays a vital role in obtaining an enhanced feature represen-
tation of news articles.

2.2 � Multimodal fake news detection methods

Deep neural networks have been widely used for different multimodal data dependent tasks 
such as visual question answering [4], image captioning [19] and fake news detection [20, 
43, 44, 49, 53]. Table  3  summarizes the existing multimodal  fake news detection mod-
els. Jin et al. [17] built an attention based RNN model which mines the textual, visual and 
social context features, and combines them by using attention mechanism. Singh et al. [42] 
designed an extreme learning machine (ELM) model for various internet-of-things (IoT) 
applications. Yang.K et al. [52] analysed text and images and then derived user interested 
tags using adaptive tag (AT) algorithm. Yang et al. [53] proposed TI-CNN (Text Image - 
CNN) model to capture explicit and hidden features from text and images for fake news 
detection. Wang et al. [49], proposed an end-to-end framework for fake news detection and 
event discriminator and named it as Event Adversarial Neural Network (EANN). In mul-
timodal feature extractor part, textual and visual features were extracted using Text-CNN 
and VGG-19 model respectively. However, this model does not have any clear idea to dis-
cover correlations across the modalities. Khattar et al. [20], addressed this issue and built 
a similar architecture, termed as Multivariational Autoencoder for Fake news detection 
(MVAE). The primary task of MVAE model is to learn the shared representation or latent 
vector of multimodal (textual+visual) information from an encoder module. Decoder uses 
this latent vector for the reconstruction of original samples.

Shivangi et  al. [44], built a multimodal framework for fake news detection termed as 
SpotFake model. This model eliminates the additional task of EANN and MVAE; and also 
achieved higher accuracy gain for detecting fake news. Compared to the earlier works [20, 
49], SpotFake provides a reasonable accuracy gain over EANN and MVAE since it uses 
the BERT model and pre-trained CNN model on Imagenet database (VGG-19) for textual 
and visual feature representation respectively. Shivangi et al. [43], designed a framework 
called SpotFake+, an advanced version of SpotFake [44]. This proposed architecture has 
the benefit of handling a dataset that consists of full length articles. This model shown 

5595Multimedia Tools and Applications (2022) 81:5587–5620



1 3

Ta
bl

e 
3  

A
 su

m
m

ar
y 

an
d 

co
m

pa
ra

tiv
e 

stu
dy

 o
f e

xi
sti

ng
 m

ul
tim

od
al

 fa
ke

 n
ew

s d
et

ec
tio

n

W
or

k
M

od
el

D
at

as
et

D
es

cr
ip

tio
n

Li
m

ita
tio

ns

Jin
 e

t a
l. 

[1
7]

R
N

N
-a

tte
nt

io
n,

 L
ST

M
, V

G
G

-1
9

Tw
itt

er
, W

ei
bo

Ex
tra

ct
s t

he
 te

xt
ua

l, 
vi

su
al

 a
nd

 so
ci

al
-

co
nt

ex
t f

ea
tu

re
s a

nd
 fu

se
d 

al
l t

he
se

 
fe

at
ur

es
 b

y 
at

te
nt

io
n 

m
ec

ha
ni

sm

O
bt

ai
ne

d 
ve

ry
 le

ss
 p

re
di

ct
io

n 
ac

cu
ra

cy

Si
ng

h 
et

 a
l. 

[4
2]

PC
A

, K
-m

ea
ns

, E
LM

N
SL

-K
D

D
D

at
a 

pr
e-

pr
oc

es
si

ng
 u

si
ng

 P
CA

 a
nd

 
K

-m
ea

ns
. E

LM
 m

od
el

 is
 a

do
pt

ed
 

to
 th

e 
m

ax
im

um
 n

um
be

r o
f I

oT
 

ap
pl

ic
at

io
ns

D
iff

er
en

t f
ea

tu
re

 e
xt

ra
ct

io
n 

m
et

ho
ds

 
an

d 
D

L 
ba

se
d 

m
od

el
s w

er
e 

no
t 

ut
ili

ze
d

Ya
ng

.K
 e

t a
l. 

[5
2]

A
da

pt
iv

e 
ta

g 
(A

T)
To

ut
ia

o 
ne

w
s

Ex
tra

ct
ed

 n
ew

 ta
gs

 fr
om

 th
e 

im
ag

es
 

an
d 

te
xt

s. 
B

as
ed

 o
n 

us
er

’s
 fe

ed
ba

ck
, 

A
T 

al
go

rit
hm

 se
le

ct
s t

he
 u

se
r 

in
te

re
ste

d 
ta

gs

D
L 

m
od

el
 h

as
 n

ot
 b

ee
n 

us
ed

Ya
ng

 e
t a

l. 
[5

3]
TI

-C
N

N
U

.S
 p

re
si

de
nt

 e
le

ct
io

n 
ne

w
s (

K
ag

gl
e)

TI
-C

N
N

 m
od

el
 w

as
 u

se
d 

to
 c

ap
tu

re
 

ex
pl

ic
it 

an
d 

hi
dd

en
 fe

at
ur

es
 fr

om
 

te
xt

 a
nd

 im
ag

es
 fo

r f
ak

e 
ne

w
s 

de
te

ct
io

n

U
se

r’s
 c

ha
ra

ct
er

ist
ic

s a
nd

 so
ci

al
 n

et
-

w
or

k 
str

uc
tu

re
s w

er
e 

no
t u

se
d

W
an

g 
et

 a
l. 

[4
9]

EA
N

N
 (T

ex
t-C

N
N

, V
G

G
-1

9)
Tw

itt
er

, W
ei

bo
O

bt
ai

ne
d 

ev
en

t-i
nv

ar
ia

nt
 fe

at
ur

es
 b

y 
th

e 
ev

en
t d

is
cr

im
in

at
or

 c
om

po
ne

nt
 

of
 a

dv
er

sa
ria

l n
et

w
or

k

Pr
ed

ic
tio

n 
is

 a
n 

ad
di

tio
na

l t
as

k 
an

d 
do

es
 n

ot
 h

av
e 

an
y 

cl
ea

r i
de

a 
to

 
di

sc
ov

er
 c

or
re

la
tio

ns
 a

cr
os

s t
he

 
m

od
al

iti
es

K
ha

tta
r e

t a
l. 

[2
0]

M
VA

E 
(E

nc
od

er
-D

ec
od

er
)

Tw
itt

er
, W

ei
bo

Le
ar

ne
d 

th
e 

sh
ar

ed
 re

pr
es

en
ta

tio
n 

or
 

la
te

nt
 v

ec
to

r o
f m

ul
tim

od
al

 in
fo

r-
m

at
io

n.
 P

re
di

ct
ed

 th
e 

fa
ke

 n
ew

s 
ba

se
d 

on
 th

e 
la

te
nt

 v
ec

to
r

Fa
ke

 n
ew

s p
re

di
ct

io
n 

is
 se

co
nd

ar
y 

ta
sk

Sh
iv

an
gi

 e
t a

l. 
[4

4]
Sp

ot
Fa

ke
 (B

ER
T,

 V
G

G
-1

9)
Tw

itt
er

, W
ei

bo
Ex

tra
ct

ed
 se

m
an

tic
al

ly
 m

ea
ni

ng
fu

l 
te

xt
ua

l f
ea

tu
re

s a
nd

 v
is

ua
l f

ea
tu

re
 

us
in

g 
B

ER
T 

an
d 

V
G

G
-1

9 
re

sp
ec

-
tiv

el
y

C
N

N
 ta

ke
s m

or
e 

tra
in

in
g 

tim
e 

an
d 

re
qu

ire
s h

ug
e 

da
ta

 c
ol

le
ct

io
n.

 N
ot

 
ab

le
 to

 h
an

dl
e 

fu
ll 

le
ng

th
 a

rti
cl

es

Sh
iv

an
gi

 e
t a

l. 
[4

3]
Sp

ot
Fa

ke
+

 (X
L-

N
et

, V
G

G
-1

9)
Fa

ke
N

ew
sN

et
 (P

ol
iti

fa
ct

, G
os

si
pc

op
)

C
ap

tu
re

d 
th

e 
te

xt
ua

l (
Pr

e-
tra

in
ed

 X
L-

N
et

) a
nd

 v
is

ua
l (

V
G

G
-1

9)
 fe

at
ur

es
M

or
e 

tra
in

in
g 

tim
e,

 V
G

G
-1

9 
do

es
 n

ot
 

ca
pt

ur
e 

m
os

t i
m

po
rta

nt
 v

is
ua

l f
ea

-
tu

re
s s

in
ce

 it
 h

as
 p

oo
lin

g 
la

ye
r w

hi
ch

 
le

ad
s t

o 
in

fo
rm

at
io

n 
lo

ss

5596 Multimedia Tools and Applications (2022) 81:5587–5620



1 3

improvement over other works [20, 44, 49], since it uses transfer learning to capture the 
textual (Pre-trained XL-Net) and visual (VGG-19) features within a news article .

In summary, the following are the challenges of existing multimodal FND approaches, 
and is shown in Table 4. Although there are various sequence models (RNN, LSTM, Bi-
LSTM, etc.) and the Text-CNN model for textual content processing, these models are 
deficient in learning long-term dependencies between words, lack of parallelization in 
training and sequential access to the input sentence. Hence, the BERT model is used in this 
study to solve aforementioned issue. BERT model uses the encoder module of the trans-
former architecture to detect the existence of high-level contextual word embeddings with 
the help of its self-attention function, parallelization of training, and bi-directionality of 
input sentence handling. Furthermore, previous research works used CNN to extract visual 
features, but it cannot retrieve more informative features due to its pooling operation and 
translational invariance property. To deal with the problem of information extraction in 
CNN, CapsNet has been introduced. The most important visual features from the picture 
of the news articles are discovered using the Routing-by-agreement algorithm and the Mar-
gin loss function. Furthermore, to improve the performance of FND, the proposed CB-
Fake model fuses semantically meaningful textual features with the informative visual fea-
tures to obtain an enhanced feature vector representation for the given news article. The 
enhanced feature vector is flattened and then it is passed to the classification layer. The 
simple feed forward neural network (FFN) with softmax activation function has been used 
in the classification layer to predict whether the news article is fake or real based on the 
probability values. In the following section, the proposed CB-Fake model is described in 
detail. The abbreviation used in this paper is shown in Table 5.

3 � Preliminaries

3.1 � Bilinear encoder representations from transformers (BERT)

In recent years, the state-of-the-art pre-trained word encoding language model, BERT [8], 
received greater attention from a wide range of research communities. It solves the signifi-
cant hindrances on downstream Natural Language Processing (NLP) tasks such as, ques-
tion answering, natural language interference, and sentiment analysis by achieving the best 
performance. Since both RNN and CNN receives a input sequence sequentially, it is chal-
lenging to learn long-term dependencies between words in the input sentences. To address 
this problem, Google AI research team introduced a pre-trained language representation 
model, named the BERT. It captures underlying semantic and contextual meaning from 
the input words and sentences by randomly masking word tokens and representing each 
masked word with a vector. The key components of BERT model are discussed in the fol-
lowing section.

3.1.1 � Transformers

In BERT, word encoding is obtained from the raw sentence of the news articles. It is 
based on the transformer architecture [45], which consists of an encoder-decoder con-
figuration generally used in neural machine translation. self-attention mechanism 
is performed in this architecture, which is responsible for learning the most relevant 
part of the input sequence. Hence, it captures the long-range dependencies in the word 
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sequence. An encoder block represents a given input sequence in a vector form, and 
a decoder block takes that encoded vector and generates another sequence. In addi-
tion, encoder has divided into two layers: self-attention layer and feed-forward neural 
network layer. The transformer model uses a self-attention mechanism, called “sca-
lar dot-product attention”, which chooses the most important and relevant part of the 
input sequence. The input sequence consists of queries and keys of dimension dimk , 
and values of dimension dimv . The dot product is computed between the query to every 
key, then scaled by square root of dimk , and a softmax activation function is applied 
to find the weights on the values. In reality, (1) is used to compute the attention func-
tion on a group of queries concurrently, organized together into a matrix Q. Let the 
matrix K represent the collection of keys, and the matrix V consist of the values. The 

Table 5   Abbreviations used in this paper

Abbreviation Expansion

BERT Bidirectional encoder representations from transformers
Bi-LSTM Bidirectional long short-term memory
CapsNet Capsule neural network
CB-Fake CapsNet BERT – Fake
CCL Class capsule layer
CNN Convolutional neural network
COL Convolutional layer
EANN Event adversarial neural network
FND Fake news detection
FFN Feed forward neural network
GAN Generative adversarial network
GRU​ Gated recurrent unit
GWO Grey wolf optimization
LSTM Long short-term memory
MLM Masked language model
MVAE Multivariational autoencoder
NB Naive Bayes
NLP Natural language processing
NSP Next sentence prediction
PCA Principal component analysis
PCL Primary capsule layer
PSO Particle swarm optimization
RF Random forest
RNN Recurrent neural network
SGD Stochastic gradient descent
SSO Salp swarm optimization
SVM Support vector machine
TF-IDF Term frequency – Inverse document frequency
TI-CNN Text Image – CNN
VGG-19 Visual Geometry Group – 19
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three matrices Q, K, and V are learned during the training phase. The attention matrix 
Att_Mat(Q,K,V) is calculated in (1) as follows:

In this transformer architecture, multi-head attention blocks are used to repeat the attention 
function n-times (n=8), to obtain n-attention matrices, which are then concatenated and 
multiplied by the matrix, WO , to get an output. Then, the resulting values are fed into the 
normalization block of the transformer. The multi-head attention Multi_Head(Q,K,V) is 
computed in (2) as follows:

where, head_i=Att_Mat(QW
Q

i
,KWK

i
,VWV

i
)

3.1.2 � BERT‑base model

In BERT, two unsupervised tasks such as Masked Language Modeling (MLM) and Next 
Sentence Prediction (NSP) have been applied for pre-training the model. The BERT model 
achieved the best results in 11 Natural Language Understanding (NLU) tasks. The BERT 
model’s credibility can be inferred from the fact that Google uses it in its search algorithms 
and is now rolling out for 70 different languages worldwide [29, 36].

A deep language representation model BERT comprises of two steps: pre-training and 
fine-tuning. “Pre-training”, manipulates two unsupervised based NLP tasks: 1) MLM, 
which finds the randomly masked input tokens from the input sentence, and 2) NSP, which 
can be used to identify whether two input sentences are contiguous to each other or not. 
“Fine-tuning” is the succeeding stage and is represented in Fig.  1. It emphasizes down-
stream applications; generally, at the top of the last encoder layer, one or additional fully-
connected layers are added to the network depending on the application. The primary 
BERT model appears in two versions: i) BERT-base, ii) BERT-large. Table 6 summarizes 
the variations of the original BERT model in terms of the number of layers, also called 
transformer blocks, their hidden layer size, the total number of attention heads, and the 
total number of parameters used.

3.2 � Capsule neural network (CapsNet)

CapsNet, a new sensation in deep learning, was introduced by Geoffrey Hinton [16]. Cap-
sNet has demonstrated superior performance in a number of areas, including image recog-
nition and NLP. CapsNet solves the significant shortcomings of CNNs, such as i) Requir-
ing more training data to generalize a model ii) Inability to identify the position and the 
pose information of objects in an image, called translational invariance property. To date, 
a few works explore the achievement of CapsNet [46, 48] for above mentioned problems 
which tends to use it for fake news detection [10, 32]. The proposed model CB-Fake, aims 
to emulate this model for discovering visual features from an image of the news article.

A capsule is a collection of neurons that finds out the presence of objects in the data. 
This group of neurons can be represented as an activation vector, consisting of instantiation 

(1)Att_Mat(Q,K,V) = Softmax

�
QKT

√
dimk

�
V

(2)Multi_Head(Q,K,V) = Concat
(
head1, head2,…… , headn

)
WO
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parameters or pose parameters of an image or parts of an image. It uses the range of the 
activity vector to represent the probability that the object exists and its orientations, such 
as location, posture, and color, to define the instantiation parameters [37]. Capsules vary 
from conventional artificial neurons by substituting the operation scalar-output detectors of 
CNNs with vector-output capsules and max-pooling functions, with the routing-by-agree-
ment procedure.

Sabour et al. [15] implemented CapsNet that does not require the pose information of an 
image as an input. The complete flow diagram of CapsNet is shown in Fig. 2 it comprises 
of three essential layers: i) convolutional layer, ii) primary capsule layer, and iii) class cap-
sule layer. The role of each layer is explained in the preceding paragraphs.

3.2.1 � Convolutional layer ‑ COL

In this layer, the features are extracted based on different kernel sizes and filters from an 
input image; specifically, the pixel intensities are converted into local feature vectors. Let Z 
be a set of feature vectors extracted from a given image, say z1 , z2,....., zi . It is then sent to 
the primary capsule layer.

Fig. 1   BERT fine-tuning model 
[8]

Table 6   Variations of original 
BERT model

Parameter Name Value of Parameter

BERT-base BERT-large

Total number of layers 12 24
Hidden layer size 768 1024
Attention heads count 12 16
Total Number of Parameters 110M 340M
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3.2.2 � Primary capsule layer ‑ PCL

The primary capsule layer’s significance is to capture the information about the extracted 
features and their relationship by using the affine transformation process. PCL is also 
referred as the lower-level capsule of a network. The network size may grow by adding 
more capsule layers in the middle if necessary until it reaches the final layer called the clas-
sification capsule layer (CCL). The simple FFN with softmax activation function has been 
used in CCL to recognize the fake news articles.

Let L be the primary capsule layer and each capsule c(L)
i

∈ L receives zi ∈ ℝ from the 
previous COL represent an activation vector of an entity in an image. It consists of appro-
priate instantiation parameters such as pose, color, deformation, hue, etc., for a particular 
part of an image. The activation vector zi of the capsule c(L)

i
 from the layer L is passed to 

every capsule in the adjacent layer L+1. The capsule c(L+1)
j

∈ L + 1 accepts zi and then 
computes the linear combination with the weight matrix Wij , which is represented as Ẑj|i in 
(3). The computed resulting vector Ẑj|i represents the transformation of an entity of the cap-
sule c(L)

i
 at level L described by capsule c(L+1)

j
 at level L+1.The resulting vectors Ẑj|1 , Ẑj|2 , 

....., Ẑj|i are known as prediction vectors of primary capsule c(L)
1

 , c(L)
2

 , .... , c(L)
i

 respectively. 

Fig. 2   Complete flow diagram of CapsNet model
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In general, Ẑj|i indicates the significance of the primary capsule c(L)
i

 to the next layer cap-
sule c(L+1)

j
.

where, Wij is the translation weight matrix between the capsule c(L)
i

∈ L and capsule 
c
(L+1)

j
∈ L + 1 . The capsule was routed from the lower layer to the higher layer using a 

dynamic routing or routing-by-agreement algorithm. By using this routing algorithm, the 
agreement between the capsule c(L)

i
∈ L and capsule c(L+1)

j
∈ L + 1 can be computed using 

(4), and it is represented as Pj.

where, Pj gives a prediction to choose the class capsule c(L+1)
j

 by the single primary capsule 
c
(L)

i
 in layer. Two capsules c(L)

i
 and c(L+1)

j
 are related to each other if the agreement’s value 

is high; otherwise, they are different. Hence, the value of the coupling coefficient �ij is 
increased; otherwise, the value of �ij will be reduced. The coupling coefficient �ij is a scalar 
component between the capsules c(L)

i
 and c(L+1)

j
 . It can be calculated for all the capsule c(L)

i
 

in the layer L using (5).

A non-linear activation function, squashing, has been computed on Pj to adjust the length 
of the output vector between 0 and 1. Equation (6) is utilized to compute the squashing 
function for all capsule c(L+1)

j
∈ L + 1 , and it is referred as CCj.

The logits value or similarity score, bij will be updated by (7) for all capsule c(L)
i

∈ L 
and capsule c(L+1)

j
∈ L + 1 , till the maximum number of iterations t, rather than until 

convergence.

3.2.3 � Class capsule layer – CCL

Class capsule layer or higher-level capsule layer is essential to represent the resultant 
feature vector Fvisual for predicting class label. The number of capsules is equal to the 
number of classes in the classification task. The output vector of each capsule in this 
layer represents the probability of a particular entity of an image is present.

The routing-by-agreement algorithm is illustrated in Algorithm 1. In this algorithm, 
input vector is passed from the Algorithm 2, which is obtained from I = {I1, I2, ..., Im} . 
Line 1 performs linear transformation between weight vector and input vector using 
(3). Line 3 to Line 7 computes the prediction vector, squashing function and updates 

(3)Ẑj|i = Wijzi

(4)Pj =

n∑

i=1

�ijẐj|i

(5)�ij =
exp (bij)∑
n exp (bin)

(6)CCj =
‖Pj‖2

1 + ‖Pj‖2
Pj

‖Pj‖

(7)bij = bij+ < �Zj|i,CCj >
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the logits value using (4) to (7) for t iterations. Finally the output visual vector CCj is 
returned to the Algorithm 1, which is stored into Fvisual.

3.2.4 � Margin loss

The output of CapsNet are class capsules, and the predictions depend on the length of the 
instantiation vector or norm, which represents the probability that the entity of the capsule 
is present or not. The class capsule with the largest instantiation vector matches the pre-
dicted class. Sabour et al. [15] proposed the classification loss or margin loss function to 
classify the digits on MNIST dataset. Here, a similar loss function is used to calculate the 
regression loss, represented as, £k and it is computed as follows:

where, the values of m+ , m− , and � are 0.9, 0.1, and 0.5 respectively. The down−weighting 
factor � , scales down the initial weight values for absent classes from affecting the model’s 
decision. IFk∗ (k) is an indicator function, and defined as follows:

where, k∗ is the index value of the true label. The total loss, ̌T , aggregates the loss function 
of all the class capsules and is computed using (10). In the training phase, an Adam opti-
mizer is used to train the network.

(8)£k = IFk∗ (k)max(0,m+ − ‖CCk‖)2 + �(1 − IFk∗ (k))max(‖CCk‖ − m−, 0)2

(9)IFk∗ (k) =

{
0, if k ≠ k∗

1, if k = k∗

(10)L
T
=

∑

k

£
k
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4 � The proposed CB‑Fake model

In this section, the fake news detection problem has been formulated, the steps involved in 
CB-Fake model and the CB-Fake algorithm for fake news detection has been discussed.

4.1 � Problem formulation

The FND task can be modelled as a binary classification problem that aims to identify 
whether a news article in social media is fake or real news. The classification problem 
can be expressed as follows: Let D = {N1,N2, ...,Nm} be a set of m multimedia news arti-
cles, and y ∈ {0, 1} be the ground-truth label for each news Ni ∈ D . Assume that each 
news Ni consists of textual information (T) and visual information (I) associated with it, 
say Ni = Ti ∪ Ii . Then, a model F ∶ D → y has been defined to classify every news into 
the predefined class labels y = {0, 1} . It can be represented in (11) as follows:

where F(.) stands for the prediction function that must be learned in order to recognize fake 
news.

In the proposed CB-Fake model, the CapsNet and pre-trained BERT model 
has been introduced to efficiently capture more informative visual features and 
textual features. The CB-Fake model integrates these extracted features to generate 
high-level informative multimodal feature vector, which aids in improving the 
performance of the FND problem. The complete framework of the proposed 
CB-Fake model for fake news detection is shown in Fig. 3 and it is discussed in the 
upcoming subsections.

The proposed CB-Fake model is illustrated in Algorithm 2 for fake news detection. 
From Line 1 to Line 16, the BERT model extracts high-level textual features from the 
textual content of the news article. First, the textual content has been preprocessed 
and token ids, input mask, and segment ids has been obtained, which are represented 
from Line 1 to Line 6. Next, the resultant word embeddings of the sentence are 
then passed into an encoder part of the transformer architecture. Line 7 to Line 15 
represents the sequence of steps to be followed in each encoder layer. Query (Q), 
Key (K) and Value (V) matrices are computed in Line 9 by performing the projection 
between input word vector and weight matrices WQ,WK and WV  . From Line 10 to 
Line 13, the functions of the self-attention layer and feed-forward neural layer are 
illustrated. Line 9 to Line 15 are repeated for the number of encoder layers, where 
num_encoder = 12 in the BERT model. The high-level context-based textual vector, 
Ftextual is obtained from Line 16. The above steps are discussed in Section  3.1 in 
detail. CapsNet obtains informative visual features from the image content. In line 
19, CapsNets performs a routing-by-agreement algorithm and returns the visual 
feature vector, Fvisual . Line 20 concatenates Ftextual and Fvisual to obtain the enhanced 
feature vector representation. The multimodal feature vector is fed into classification 
layer, which contains simple FFN with softmax activation function to predict the 
class label of news articles based on the probability values.

(11)F(N) =

{
0, if N is fake

1, if N is real
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4.2 � Data pre‑processing

The FakeNewsNet repository contains two datasets, in which text and images of each news 
article are presented. The dataset is analysed and removed if any missing texts in the par-
ticular news id. The stop words are removed using NLTK library. The text part of the news 
articles are converted into a list of tokens or words, which is then transformed into a vec-
tor form for traditional machine learning models. BERT expects the input data in a spe-
cific format, which can be explained in the preceding paragraphs. The feature vector of an 
image of the news can be represented by CapsNet model.

4.3 � Feature extraction

The key idea of feature extraction is to extract the meaningful information from the mul-
timodal news articles. In this work, BERT-base-uncased and CapsNet model are used to 
extract the important features from the textual and the visual content of the news, which is 
discussed in the Sections 3.1 and 3.2 respectively.

4.3.1 � Textual feature vector representation

The computation steps of BERT for an input sequence are discussed as follows: At 
first, BERT tokenizes given sentences into word pieces, and then a fixed-length vector 
of dimension 128 is obtained by combining the vectors of three embedding layers 
namely token, position, and segment. The special token [CLS] and [SEP] has been 

Fig. 3   Block diagram of proposed CB-Fake model for fake news detection
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added to distinguish the start and end of the sentence, as depicted in Fig.  4. The 
final word embedding vector is passed to the encoder module of the transformer. 
BERT-base model has 12 encoder layers. For each word vector, attention matrix is 
calculated using (1) and the (2) concatenates all these attention matrices. After the 
eight multihead attention blocks, the resultant vector is sent to the FFN in parallel. The 
output vector of this FFN layer is passed from the present encoder to the next encoder. 
This procedure is repeated twelve times since the total number of an encoder is 12 in 
this BERT model. Finally, the context-based word embedding vector of dimension 768 
is obtained from the transformer encoder module. This vector is fed into a dropout 
layer with 0.2 probability ratio and then passed to two fully connected layers of 
dimensions 768 and 32. In BERT training phase, the cross-entropy loss function is 
used as objective function and an Adam optimizer is utilized to train the model. These 
steps are used in Algorithm 2 to extract textual feature vector of dimension 32, namely 
Ftextual . The semantic-based textual feature representation Ftextual will be concatenated 
with the visual feature vector Fvisual to obtain an enhanced multimodal feature vector, 
Ftv for fake news classification.

Fig. 4   A high-level diagram of 
textual feature representation 
using BERT
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4.3.2 � Visual feature extraction and representation

The visual features are useful while the textual information is wrong about the original 
fake news in predicting fake or real news. Hence, it is necessary to extract important 
visual features from an image of the multimodal news article. In this work, CapsNet is 
used for visual feature extraction. The steps involved in each CapsNet layer to obtain the 
visual feature vector of dimension 32, Fvisual are explained in Section 3.2.

4.4 � Concatenation of feature vectors

The multimodal feature vector Ftv is obtained by concatenating textual Ftextual and 
visual feature vector Fvisual of dimension 32 using the 50-50 weightage method for 
text and image features. Concatenation means the average of the vector values is 
computed for each position vector. The model also uses 60-40 and 40-60 weightage 
methods for multimodal feature vector representation. In experiments, it is observed 
that the equal weightage method produces promising results than the other 
aforementioned weightage methods. The resultant vector of dimension 32, is passed 
to the classification layer.

4.5 � Classification

The concatenated multimodal feature vector of dimension 32 is fed into this layer. The 
simple feed forward neural network with softmax activation function is employed to pre-
dict the fake news based on the predicted probability values. In this problem, the labels 
assigned to fake and real are 0 and 1 respectively. If the probability value of a news article 
is closer to 0, then the model predicted as fake news articles, otherwise (closer to 1), pre-
dicted as true news.
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5 � Experimental setup

In this work, the performance of the proposed CB-Fake model is systematically evalu-
ated on Politifact and Gossipcop datasets based on the accuracy measure. The effective-
ness of the model is compared with the classical ML models, ensemble techniques and 
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state-of-the-art methods. Finally, the limitations of the proposed model are observed based 
on the above experiments.

5.1 � Datasets

A publicly available comprehensive dataset termed FakeNewsNet provided by the author 
Kai Shu [40] is used for our work. It contains two datasets, namely Politifact and Gossip-
cop, which consists of news articles related to politics and entertainment respectively. The 
proposed CB-Fake model is analysed using these two datasets to evaluate the effective-
ness of this model. The dataset comprises of news articles, with each article having text 
and an image associated with it. The ground-truth labels for the political and entertain-
ment domain were collected from Politifact4, Gossipcop5 and E! Online6, respectively. The 
description of the preprocessed dataset is given in Table 7. After data preprocessing, the 
suitable samples are selected and used in our experiments, which is indicated in the square 
brackets.

The dataset is divided into training and testing in the 70:30 ratio, respectively and is 
shown in Table 8.

5.2 � Baseline models

The proposed CB-Fake model is experimented with benchmark datasets and compared 
with three base modalities that focus on machine learning, single modality, and multimodal 
model for fake news identification.

5.2.1 � Machine learning models

•	 NB [31]: Multinomial NB is a classic machine learning model used for classification of 
text documents with the help of count of words as vectors.

•	 SVM [1, 33]: SVM identify fake information from news documents by forming the lin-
guistic attributes. Typically a linear kernel is used.

•	 RF [9]: RF is a meta estimator that is used to fit multiple decision tree classifiers on the 
dataset which improves the predictive accuracy and reduces the overfitting.

•	 SGD: SGD is used to model unconstrained problems that leads to an optimized result. 
It calculates the gradient of the error one training sample at a time and updates the 
parameters of the learning function.

•	 LR [43]: LR is used to formulate the article content. The document is vectorized using 
the TF-IDF method and then it is classified.

•	 Decision fusion approach: The voting classifier combines two or more base classifiers 
and applies majority voting to predict the class labels.

4  https://​www.​polit​ifact.​com/
5  https://​www.​gossi​pcop.​com/
6  https://​www.​eonli​ne.​com/​ap
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5.2.2 � Single modality models

•	 Textual

–	 CNN [55]: Convolutional neural networks are layers of convolutions with nonlinear 
activation functions applied to the results. The simple FFN with softmax activation 
function has been used for classifying a news article.

–	 XLNet [43]: It is a generalized auto regressive pre-training method which used the 
context word to predict the next word. The context is constrained in both forward 
and backward directions.

–	 LSTM [47]: It is a recurrent neural network model which is used in learning sce-
narios where dependencies between inputs has to be preserved.

•	 Visual

–	 VGG19 [20, 43, 44, 49, 53]: Images are fed as input to this model which extracts 
visual features, which is then passed to a fully connected layer to identify fake news 
articles.

5.2.3 � Multimodal models

•	 EANN [49]: EANN is a prominent multimodal framework for fake information detec-
tion on news articles. The feature extractor module of EANN utilizes Text-CNN and 
VGG-19 network to obtain visual and textual features from social media. These fea-
tures are later used to train the EANN for generating the classifier model to under-
stand the respective news is either fake or real. The last component, event discriminator 
is accountable for eliminating the event-specific features. In our experiments, we use 
EANN, which excludes the event discriminator part for a fair comparison.

•	 MVAE [20]: MVAE framework computes the correlations between various modalities 
using variational auto encoder (VAE). This helps to reconstruct the visual and textual 
features from a shared representation.

•	 SpotFake [44]: The SpotFake framework, a transfer learning based fake informa-
tion detection model, aims to learn textual and visual features by BERT and VGG-19 
model, respectively.

Table 7   The statistics of the 
FakeNewsNet dataset

Dataset Politifact Gossipcop

Real News 624 [499] 16817 [15223]
Fake News 432 [376] 5323 [4784]

Table 8   The details of training 
and testing data

Details Politifact Gossipcop

Total samples (TS) 875 20,007
Training data (70% x TS) 612 14,004
Testing data (30% x TS) 263 6,003
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•	 SpotFake+ [43]: SpotFake+ employs XL-Net model for textual feature extraction and 
VGG-19 network for extracting visual features.

5.3 � Parameter setup

The experiments are carried out on the Google Colab platform, used to build, train, test, and 
assess the models. The configuration specifications are as follows: CPU: 1x Intel(R) Xeon(R) 
CPU @2.3GHz, GPU: 1x Tesla K80, 2496 CUDA cores, 12GB GDDR5 VRAM, RAM size: 
12.6GB, and Disk size: 33GB. Python version 3.6.4 is used to implement all the codes. The 
dataset is first preprocessed. Split the dataset into training and testing in a 70:30 ratio using 
the “Hold and out” cross-validation approach. The proposed CB-Fake model and traditional 
machine learning models are implemented using the TensorFlow (1.15) and scikit-learn librar-
ies. For text preprocessing, the NLTK library and CountVectorizer are used. The BERT Model 
is trained for 10 epochs on 70% training data (textual content) and validated on test data. The 
cross-entropy loss function and AdamW optimizer are used to train the BERT model, with a 
learning rate of 2e−5 and an epsilon of 1e−8 , a maximum sequence length of 128 tokens, and 
a batch size of 32. BERT model uses the hidden layer of dimension 768. Therefore, the out-
put vector of dimension 768 is obtained after the word embeddings process. It is then passed 
to the fully connected layer and drop out layer of size 768 and 32 respectively. Finally, the 
context-based textual feature vector Ftextual of dimension 32 is obtained from BERT.

Furthermore, CapsNet is used to generate the visual feature vector from the image of the 
news article. It consists of three layers, with hyperparameters for each layer mentioned in 
Table 9. In the training process, CapsNet uses batch_size = 100 and num_epochs = 30. In 
the primary capsule layer (PCL), we have used eight child capsules and two-parent capsules 
in CCL. The complexity of the routing-by-agreement algorithm depends on the number of 
capsules and the number of intermediate higher capsule layers was used. Depends on these, 
the total number of hyperparameters will vary, which is smaller than CNN. The capsule con-
nections are made between a group of neurons rather than individual neurons in the CapsNet 
model, thus it requires fewer parameters than CNN. Thus, the CapsNet model takes minimum 
time to train all the data samples compared to CNN. We have used the trial and error method, 
and then fixed only one higher-capsule layer which is used to obtain the visual feature vec-
tor, Fvisual of dimension 32. The proposed model then combines the textual and visual feature 
vectors of dimension 32 to generate a high-level informative multimodal feature vector, Ftv of 
dimension 32. Finally, the fully connected softmax layer receives this fused vector, which is 
used to classify fake and real news based on the predicted probability values.

Table 9   Hyperparameters of CapsNet layers for visual feature representation

Layer Num_Cap-
sules

Num_routes In_channels Out_channels Kernel_size

COL – – 1 256 9
PCL 8 – 256 32 9
CCL 2 32 * 6 * 6 8 16 –
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5.4 � Evaluation metrics

We used the traditional performance metrics namely accuracy, recall, precision and 
F1-score has been calculated using the equations from (12) to (15) to evaluate the pro-
posed framework. Furthermore, the fake news identification problem is treated similar to a 
classification problem that classifies whether a news article is fake or real. The confusion 
matrix is used to compute the performance of the fake news detection. A brief explanation 
of these metrics is as follows:

where, True positive (TP) = Fake news predicted as fake; True negative (TN) = Real news 
predicted as real; False positive (FP) = Fake news predicted as real; False negative(FN) = 
Real news predicted as fake.

In the fake news identification problem, the accuracy value shows the fraction of cor-
rectly classified news to the number of news articles. Precision is the ratio of correctly clas-
sified fake news with the total number of predicted fake news articles. Recall or true posi-
tive rate (TPR) metric is calculated as the ratio of fake news articles correctly classified as 
fake to the total number of actual fake news articles. The F1-score metric is the harmonic 
mean value of the precision and recall obtained for the fake news identification and thus 
provides an overall performance of the proposed approach.

6 � Results and discussions

The experimental results of the proposed model has been analysed in detail with different 
performance evaluation metrics and elaborative discussion has been done in the preceding 
paragraphs.

The proposed CB-Fake model is compared with the benchmark dataset named Fake-
NewsNet. The obtained results are shown in Tables 10, 11 and 12. From the experiment 
results, it is observed that the proposed CB-Fake shows better performance than the other 
traditional methods, in terms of accuracy, precision, recall and F1-score.

The high accuracy and better F1-score signifies the fake news detection capability of 
BERT model on textual features  is shown in Table 10. For Politifact dataset, the BERT 
model achieves 29-32% and 6-7% improvements over traditional classifiers (NB, SVM) 
and ensemble classifier in terms of accuracy. Similarly, in F1-score metric, BERT model 
obtains 11-29% improvements compared to all other classifiers and is shown in Fig. 5a. For 
Gossipcop dataset, BERT achieves 29-42% and 6-10% accuracy gain over base classifiers 

(12)Accuracy =
TP + TN

TP + TF + FP + FN

(13)Precision =
TP

TP + FP

(14)Recall =
TP

TP + FN

(15)F1 − score =
2 ∗ Precision ∗ Recall

Precision + Recall
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and ensemble classifier Fig. 5b. BERT model outperforms the other traditional classifier 
and ensemble classifier, as shown in Fig.  5. The following are the main reasons for the 
BERT model’s superiority over other conventional classifiers: it generates high-level con-
textual embedding between words in a sentence of a news article using the self-attention 
mechanism, parallelization in the training phase, and bidirectional accessing of words in 
a sentence. Since our proposed CB-Fake model is the fusion of BERT and CapsNet, it 
incorporates the context-based textual features obtained from BERT along with the inform-
ative visual features from CapsNet. Hence it has achieved higher accuracy of 93% and 
92%, which is 32-35% and 12-13% higher than the traditional ML classifiers and 3% & 1% 
higher than BERT for Politifact and Gossipcop dataset respectively. Similarly, the proposed 
CB-Fake model has better performance in terms of precision, recall and F1-score for Politi-
fact dataset.

Further, the proposed model is compared with decision fusion approach, especially 
voting classifier and the results are shown in Table  11. BERT model achieves better 
accuracy, recall and F1-score than the voting classifier, as shown in Fig. 6. For Politi-
fact dataset, the combination of NB, RF, SGD achieves 87% and 89% for accuracy and 
F1-score respectively which is higher than the other voting classifier combinations, 

Table.10   Comparison of BERT model with base classifier on textual features of dataset

(Maximum accuracy and F1-Score are shown in bold)

Classifier Politifact Gossipcop

Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score

NB [31] 0.61 0.76 0.87 0.81 0.62 0.79 0.91 0.85
SVM [1, 33] 0.58 0.46 0.91 0.61 0.49 0.46 0.91 0.61
RF [9] 0.84 0.89 0.84 0.87 0.85 0.98 0.85 0.91
SGD 0.83 0.87 0.83 0.85 0.81 0.88 0.87 0.87
BERT 0.90 0.89 0.95 0.92 0.91 0.92 0.97 0.94
CB-Fake 0.93 0.92 0.91 0.92 0.92 0.87 0.81 0.84

Fig. 5   The performance of the BERT model and base classifiers
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which is shown in Fig. 6a. Figure 6b depicts that the voting classifier with NB, SVM 
and RF performs better than other ensemble models for Gossipcop dataset. Politifact 
dataset size is small when compared to the Gossipcop dataset. Due to this size of the 
dataset, the performance of the different combinations of the voting classifier is varying. 
But when compared to the BERT model, the voting classifier’s prediction accuracy is 
less for both datasets. BERT achieves 7% accuracy gain on an average for both Poltifact 
and Gossipcop datasets. The improvement in accuracy inferred that the contextual word 
embeddings of BERT identifies the fake news effectively. But our CB-Fake model has 
achieved better accuracy than BERT for both Politifact and Gossipcop datasets. From 
this, we can conclude that CB-Fake outperforms other ensemble classifiers which is evi-
dent from Table 11.

The confusion matrix of the proposed CB-Fake model on test data (30% data) on 
Politifact and Gossipcop dataset is shown in Fig. 7.

Table  12 includes the results of classification on Politifact and Gossipcop datasets 
with our model and traditional classifiers, is depicted Fig. 8. We selected the accuracy 
measure which is used in standard methods as the metric for performance evaluation. 
For Politifact dataset, the BERT model works better than the other single modality tex-
tual models. It achieves 8.7% accuracy gain on an average over three XLNet models 
and three base classifiers. In addition, 27.1% accuracy gain was achieved with BERT 
over the CNN model. Hence, the single modality based BERT model shows better per-
formance on fake news identification. Among other multimodal models, our CB-Fake 
model improves the accuracy than all the other baseline methods, as shown in Fig. 8a. 
This significant improvement of our CB-Fake model depends on the self-attention func-
tion of the BERT model and routing-by-agreement procedure of CapsNet architecture. 
The accuracy gain also signifies the capability of BERT model. Though textual features 
are more suited for fake news experiments, there are some concerns on textual features 
compared to the visual features in unimodality mode. Specifically, when compared to 
the recent baseline model SpotFake+ and SpotFake, our proposed CB-Fake outperforms 
both models by 8.4% and 20.9%, respectively.

Furthermore, in the Gossipcop dataset, similar nature of output and performance has 
been found. A significant accuracy difference is observed for textual features compared 
to the visual part, as shown in Fig. 8b. The average performance gain over XLNet models 
and classical machine learning models is 8.23% and 32.03%. Moreover, CB-Fake achieves 
an 18.7% accuracy gain over the CNN model because our proposed model eliminates the 

Table 11   Comparison of BERT model with decision fusion classifier on textual features of dataset

(Maximum accuracy and F1-Score are shown in bold)

Classifier Politifact Gossipcop

Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score

NB+SVM+RF 0.81 0.77 0.92 0.84 0.86 0.97 0.86 0.91
RF+SVM+SGD 0.79 0.71 0.93 0.81 0.85 0.98 0.85 0.91
NB+SVM+SGD 0.81 0.83 0.85 0.84 0.83 0.90 0.88 0.89
NB+RF+SGD 0.87 0.95 0.84 0.89 0.82 0.88 0.88 0.88
BERT 0.90 0.89 0.95 0.92 0.91 0.92 0.97 0.94
CB-Fake 0.93 0.92 0.91 0.92 0.92 0.87 0.81 0.84
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loss of information due to pooling operation. Among multimodal models, the proposed 
CB-Fake performs better than all the other baselines. CB-Fake achieves 11.3% and 6.4% 
accuracy gain over SpotFake and SpotFake+, respectively. The reason for our proposed 
CB-Fake model works better than the other state-of-the-art methods is because of the con-
text-based textual vector captured by BERT’s multihead attention process and the highly 
informative visual features extracted by using CapsNet’s routing-by-agreement algorithm. 
From these results, it is witnessed that the proposed CB-Fake model is effective in identify-
ing the fake news from various social media platforms.

Although the CB-Fake model outperformed all other approaches, it has few limitations 
which are discussed as follows. The proposed model takes textual and visual features from 
news articles as input; however the user profile information and user’s behavioral charac-
teristics were not analysed. Also, as the CB-Fake model is trained using fake news datasets 
of english language, it cannot be used for detecting other language datasets.

Fig. 6   The performance of the BERT model and decision fusion classifier

Table 12   The performance of the proposed CB-Fake model with baselines on FakeNewsNet dataset

(Maximum accuracy is shown in bold)

Modality Models Politifact Gossipcop

Textual SVM [1, 33] 0.58 0.497
LR [43] 0.642 0.648
NB [31] 0.617 0.624
CNN [55] 0.629 0.723
XLNet + dense layer [48] 0.74 0.836
XLNet + CNN [48] 0.721 0.84
XLNet + LSTM [48] 0.721 0.807
BERT 0.90 0.91

Visual VGG19 [20, 43, 44, 49, 53] 0.654 0.80
Multimodal (Textual+Visual) EANN [49] 0.74 0.86

MVAE [20] 0.673 0.775
SpotFake [44] 0.721 0.807
SpotFake+ [43] 0.846 0.856
CB-Fake 0.93 0.92
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7 � Conclusion

In this work, we developed an end-to-end model for fake news identification at the early 
stage by analyzing both the textual and visual content of the news article. The significant 
limitations of the current models for the FND task are the lack of extracting informative 
features from the text and its associated image of the multimedia news. To address this 
issue, the proposed CB-Fake model aggregates textual and visual features to learn an 
enhanced multimodal feature representation. The CB-Fake model incorporates CapsNet for 
most informational visual feature extraction from the image. It also employs a pre-trained 
language model BERT to capture strong context-based textual features from the news arti-
cles. These features are then combined to create a richer data representation, which is then 
sent to a classification layer to determine whether the news is fake or real. The proposed 
model’s performance is evaluated using two publicly available datasets obtained from 
social networking sites. Among the multimodal fake news detection model, the experimen-
tal results show that the proposed model, CB-Fake, is efficient and outperforms current 
state-of-the-art methods. Especially, it achieves better accuracy than the recent baseline 
model, SpotFake+, by a margin of 8% on an average for both fake news datasets.

Fig. 7   Confusion matrix results of the proposed CB-Fake model on testing data

Fig. 8   The performance of the proposed CB-Fake model with state-of-the-art methods
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In the future, different deep learning models for fusing textual and visual features can 
be investigated to better understand the relationship between different modalities to recog-
nize fake news. In addition, the proposed model would use social-context features such as 
user profile information, propagation patterns, etc., for effective fake news prediction. The 
proposed CB-Fake model only analyzes English fake news datasets for identifying if the 
news is fake or not, but it can be extended to include other popular languages’ fake news 
datasets. Further, the proposed model can be also used to detect the fake news related to 
COVID-19, thereby enhancing the public knowledge about these pandemic diseases with 
proper information.
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