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Abstract
Breast cancer is one of the primary causes of death that is occurred in females around the
world. So, the recognition and categorization of initial phase breast cancer are necessary
to help the patients to have suitable action. However, mammography images provide very
low sensitivity and efficiency while detecting breast cancer. Moreover, Magnetic Reso-
nance Imaging (MRI) provides high sensitivity than mammography for predicting breast
cancer. In this research, a novel Back Propagation Boosting Recurrent Wienmed model
(BPBRW) with Hybrid Krill Herd African Buffalo Optimization (HKH-ABO) mecha-
nism is developed for detecting breast cancer in an earlier stage using breast MRI images.
Initially, the MRI breast images are trained to the system, and an innovative Wienmed
filter is established for preprocessing the MRI noisy image content. Moreover, the
projected BPBRW with HKH-ABO mechanism categorizes the breast cancer tumor as
benign and malignant. Additionally, this model is simulated using Python, and the
performance of the current research work is evaluated with prevailing works. Hence,
the comparative graph shows that the current research model produces improved accu-
racy of 99.6% with a 0.12% lower error rate.
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1 Introduction

The execution of a sophisticated system appliance in health service needs a more incorporated
scheme [46] that involves information and communication technologies [20]. Smart data and
data analysis with calculation is the expertise that makes great awareness in the field of the
healthcare system [43]. In the contemporary era, the urbanized countries are leaving for the
smart city’s idea [6] in which all the needs and process is proscribed through a computer [34].
Moreover, one of the big challenges in smart cities is decision-making with all collected data,
thus the current period is also called the data or information world [30]. In addition, health
service is a huge issue in the realm [24] in that, the use of computers, smart devices, and smart
systems are playing the main job in health service [21]. Furthermore, recognizing diseases at an
early stage can decrease the hazard of human lives [41]. Moreover, one of the deadly diseases
[17] globally is cancer that may generate in any region of the human body and might extend to
other regions. Early detection of cancer in the benign phase is essential to protect one’s life, and
it needs to be prohibited from extending to other portions towards the malignant phase.

Several factors are upset a person’s tendency; among that, breast cancer is the increasing
disease of death for women. Hence, it is the main concern to minimize the death rate by early
disease diagnosis. Also, breast cancer is described as the abandoned growth of anomalous cells
in the milk-secreting glands in the breast. The finest effective method to diminish breast cancer
death is an early diagnosis of the disease [19]. Also, the recognition of breast cancer requires a
precise and consistent diagnostic formula that permits the physicians to differentiate gentle
breast cancers from the evil ones deprived of straightly moving for operation biopsy. The idea
of such detections is allotting the patients to any of the “benign” clusters or a “malignant”
cluster [28]. A fine spine objective biopsy is a relatively easy and speedy method for cancer
therapy for identifying growth. Thismethod includes collecting a trial of cubicles or fluid from a
nodule pursued by assessment [31] of the tissues under a microscope. If the knob cannot be
sensed, the visualizing schemes are needed to identify the accurate site. In the ultrasound
method, the doctor examines the spine on the ultrasound [15] and directs it towards the region.

Also, the mammograms are utilized at dissimilar angles, and through the aid of a PC,
precise organs are shaped [1] though obtaining the prediction rate is difficult. Generally, deep
learning methods are necessary for medical image processing, specifically in cancer recogni-
tion. They are exploited for identifying the breast tumors that the radiologist also suggests
realizing the tumor treatment since they statically enhance the outcome of the expectations
effectually. However, mammography images, Computed Tomography (CT) images, Positron
emission tomography, and X-ray breast images are attained lower accuracy due to the false-
negative detection of cancer cells. Also, the MRI dataset is usually visualized using the t-SNE
approach [37, 42]. In recent, the Fourier-Bessel series-based convolution Deep Learning (DL)
approach has been effectively implemented to predict the COVID-19 diseases with the use of
chest X-ray images [3] and electroencephalogram (EEG) signals [10]. In addition, the convo-
lution DL methods such as squeezenet, GoogleNet, AlexNet, MobileNet-V2, VGG-16,
ResNet-50 and ResNet-34, are utilized to predict the COVID symptoms in earlier stages
[26]. Also, Fourier-Bessel series-based wavelet transform was introduced; the fundus images
were used as input [4]. In another case, to find the non-focal and focal EEG signals 2D
convolution neural model was executed for signal classification [22]. The current study is
aimed to introduce an innovative deep learning model using MRI for detecting breast cancer in
the former stage. Here, MRI is one of the highly suggested tests to diagnose and monitor breast
cancer cells. Also, MRI can process the manner of soft tissue imaging. In addition, it provides
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accurate diagnostic results because it is not affected by dangerous radiation. Besides, the main
motive of this proposed model is to reduce the death rate due to breast cancer. To reduce these
issues already many techniques are implemented, but still, that technique has attained less
accuracy because of noisy data. So, the proposed method utilized the MRI breast images for
detecting and classifying breast cancer with the finest accuracy measure. Hence, the main goal
of this research article is to improve the breast cancer classification accuracy and to predict
cancer affection in an early stage with the help of cancer disease features and an effective
preprocessing model. Here, the chief objective of this work is segmenting and classifying the
breast tumor from the trained datasets.

The key contribution of this research is summarized as,

& Initially, the MRI Breast image dataset has been collected and trained to the machine
& Consequently, a novel BPBRW with HKH-ABO approach is developed to prognosis the

breast cancer types in an initial stage.
& Here, an innovative Wienmed filter is introduced for performing the preprocessing process

on the utilized dataset. In the preprocessing layer, the training noise were removed from
the MRI data and error refined image data has been attained

& Moreover, the fitness of HKH-ABO function is utilized for classifying the disease types,
which has enhanced the classification accuracy while predicting breast cancer

& Here, the breast cancer has been predicted in an earlier stage to reduce the death rate and
treatment risks

& Finally, the performance metrics are validated with prevailing techniques in terms of
accuracy, precision value, recall value, F1-score, and error rate.

The remaining arrangement of this work is prearranged as various sections that are, Section 2
investigates related works concerning breast cancer detection. Section 3 provides the problem
definition, and Section 4 extends a detailed explanation of the introduced breast cancer
recognition mechanism. Section 5 provides the investigational results and Section 6 completes
the paper.

2 Related works

Some of the recent literature related to this current research is described below,
The MRI dataset for breast cancer is utilized to develop computer-aided frameworks by

traditional or deep learning prototypes, but the large datasets are complicated to process in
some cases. Benhammou et al. [2] proposed the taxonomy model that can classify the disease
into four dissimilar reformulations to overwhelm this difficulty. In this approach, the public
dataset is utilized to solve the issues that are called the BreakHis dataset, which makes the
classification and prediction process easier. But, it attained lower prediction accuracy than
other approaches.

Sadhukhan et al. [33] proposed the KNN and SVM models to detect breast cancer earlier
because the recognition in the last stage causes death. Using this classifier and machine
learning model, they can classify the cell nuclei and predict the beginning stage of tumor
growth. After the prediction, the performance of the projected model with prevailing works is
evaluated and hence achieved better results. However, this method takes more time to detect
the tumor cells.
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The fuzzy clustering model is a trending model in image processing that is employed for many
applications. Kumar et al. [18] proposed the Fuzzy with Cohort Intelligence (F-CI) model to
categorize the nature of breast cancer type. Also, the F-CI approach utilized the breast cancer
diagnostic dataset for detecting the disease. Moreover, the accuracy of the classification measure is
improved by the meta-heuristics model but, it is very complicated to complete the entire process.

The identification and categorization of breast tumors in the premature phase is helpful to
the patients for taking proper treatment. In this, Khan et al. [16] established the pre-trained
Convolutional Neural Network (CNN) model in the Visual Geometry Group Network
(VGGNet) to identify the cancer tissues in the breast. Here, the efficacy of the developed
CNN in the VGGNet model is analyzed with standard benchmark datasets. However, this
model is processed with high operating time and achieves low efficiency.

Persistent ductal carcinoma tumor attacks the breast muscles by extinguishing the milk
canal; it is the most frequent kind of breast tumor in women. Around 80% of patients suffering
from breast tumors and approximately 66.6% of patients are above 55 years. Toğaçar et al.
[39] developed CNN with an autoencoder model that helps to process the linear analysis and
detect the breast tumor from MRI images in an earlier stage. But, it has attained lower
performance for predicting the tumors.

To improve the disease detection exactness score, Patil and Biradar [27] have been
developed a firefly updated chicken-based Chicken Swarm Optimization with Convolutional
Recurrent Neural Network (FC-CSO-CRNN) mechanics. This hybrid model is efficient in
predicting diseases in complex MRI images. Finally, it has reported better accuracy while
comparing conventional RNN and CNN models; however, the designing process has taken
more time than the conventional RNN and CNN approach.

In another case, an OptimizedArtificial Neural Network (OANN)was designed by Supriya and
Deepa [38] for disease detection. The keymerit of this proposedmodel is it has required less energy
to run the process. However, attaining the best result has required less energy to run the process.

The technique Multi-Verse Optimizer (MVO) and Gradient Boosting Decision Tree
(GBDT) was designed by Junior et al. [13] to detect breast cancer into dual groups that are
benign and malignant. Finally, the key parameters are calculated and compared with previous
work and recorded low error. But it has consumed more energy.

Zheng et al. [48] have presented a DL aided Effectual Adaboost Algorithm (DLA-EABA)
to detect breast cancer in an earlier stage to minimize the death rate. Also, the classification of
tumor was also done by convolution neural model simultaneously flaw estimation paradigm
was also implemented to minimize the flaw and enhance the accuracy. Hence, it has gained
96.5% specificity; however, it is expensive in cost while comparing other approaches.

Zhang et al. [47] have designed the CNN model to detect breast cancer. Here, the datasets are
validated under a tenfold-based cross-validation approach.Moreover, this approach has taken a few
seconds to run the execution, however, the main demerit in this model is low accuracy of detection.

In another research, Deep Neural Network with Support assessment (DNNS) mechanism
has been implemented by Vaka et al. [40] to predict breast cancer in the early stage. To check
the proposed design, diverse kinds of experimental validation or performed. Finally, it has
gained the finest accuracy while comparing previous schemes. However, it has taken more
duration to execute the process.

Melekoodappattu and Subbian [23] have projected a novel Extreme Learning Machines with
Fruit fly Optimization Algorithm (ELM-FOA) [23] to predict breast cancer; moreover, to values the
presentedmodel, the mammogram datasets are taken into account. Subsequently, it is noted that the
projected schema has gained 100% precision and 97.5% sensitivity. But is complexity in design.
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Piantadosi et al. [29] designed deep CNN (DNN) for automatic affected region segmenta-
tion in breast images. In addition, the CNN is structured in 3D form to get the exact result, so
based on the disease severity graphs are attained. Hence, it has helped to get accurate results in
all complicated databases. However, it has required more time to complete the process.

In another case, to remove the training errors and enhance the affected region’s prediction,
Ghasemzadeh et al. [9] have developed Gabor-wavelet transform (GWT) to filter the mammogram
breast images. Hereafter, the feature selection is made by a cross-validationmodel; still, it has attained
average prediction accuracy as 93%. Also, if the data is complex, it has reported a high error rate.

Yavuz and Eyupoglu [45] have designed a Generalized Regression Neural Network
(GRNN) to build a proficient detection system to identify the disease features from the dataset.
It has gained 97% of disease diagnosis accuracy, which quite better than other previous
models. Also, the disease is predicted by analyzing the blood characteristics. However, it
has required wide resources for designing the prediction system.

Shen et al. [36] has proposed end-to-end training DL paradigm as a cancer prediction system
in the breast cancer dataset. This projected algorithm can train the large dataset and gain better
accuracy for disease classification. However, if the data is too large, it requires more time.

Yala et al. [44] developed the Deep Learning (DL) model based on mammography images,
which is utilized to analyze breast cancer risk factors. This method utilized the mammograms
for many patients are employed for processing like training, evaluation, and testing. In
addition, MRI breast images also validated in this model, it has gained wide accuracy.
However, it has reported a high error rate.

Breast cancer risk prognosis approaches depend on density calculations and questionnaires.
Here, Dembrower et al. [5] established the risk score model based on DL for analyzing breast
cancer risk factors. Moreover, the developed approach calculated the disease’s dense area, risk
score, and density. But it has consumed more energy.

3 System model and problem statement

The image processing methods are utilized in medical research for several applications like
computer-aided detection, mammography, breast MRI, and breast ultrasound. Many kinds of
research are done for the primary revealing of breast tumors to begin the treatment and
enhance the prospect of endurance; most of the studies focus on mammogram imageries.
But, in some cases, the mammogram images contain a threat of the wrong prediction that may
cause danger to the patient’s fitness.

The system model for detecting breast cancer and the issues are mentioned in Fig. 1. Thus,
there is a requirement to find substitute models that are inexpensive, harmless, simpler to
execute and operate with dissimilar data sets that can generate a trustworthy prediction. To
overcome prediction issues, this research introduced an innovative deep learning technique.
Here, the introduced model utilized MRI breast image datasets that have high performance for
classifying breast cancer.

4 Proposed BPBRW with HKH-ABO mechanism

In general, breast cancer affects women’s breast cells and causes tumor formation, which
reduces the health of women. According to the 2018 report, 50% of Indian women are affected
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by breast cancer and 58% of deaths have occurred worldwide. So, this research developed the
BPBRW with HKH-ABO approach for predicting breast cancer in an earlier stage. Initially,
breast MRI images are utilized in the system for training and testing, which are undergoing the
preprocessing process using a novel Wienmed filter to eliminate the undesired noise
components in the MRI. Consequently, the developed BPBRW with HKH-ABO model
is processed over the breast MRI dataset for categorizing the cancer cells and their types in
an earlier stage.

In addition, the classification accuracy is enhanced using the developed BPBRWwith HKH-
ABOmechanism. Hence, the developed approach predicts and classifies the breast tumor in an
initial stage. The processing steps of the developed strategy are demonstrated in Fig. 2.

4.1 Image acquisition

The proposed BPBRW with HKH-ABO has utilized breast MRI images for classifying the
disease types. Here, 1000 breast MRI images [11] are collected from the net source, processed
on the proposed BPBRW with HKH-ABO approach for categorizing the cancer types as
benign or malignant. The collected images involve 735 malign images and 265 benign images
with 256 × 256 resolution and less than 2 mm thickness. Thus, the collected images are
utilized as the dataset that is processed in the developed manner in the form of training and

Fig. 1 System model and problems associated with breast cancer detection
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testing. The collected MRI encloses undesirable errors or noises, which are removed by the
preprocessing process. The dataset specification is shown in Table 1.

4.2 Pre-processing process

The collected MRI breast images contain unpredictable and irrelevant noises or errors that
minimize the image diagnosis and affect the image contrast resolution. Thus, the preprocessing
process aims to upgrade the performance of the following stages using some conversions to set
up the MRI and make them appropriate for the succeeding processing stages. In this work, a
novel Wienmed filter is utilized for removing the inappropriate noise and undesirable portions
in the image background, thereby confining the high or low frequencies that improve or
perceive the image boundaries. Here, the Wienmed filter is the collective form of two filters
that are Wiener [7] and median filters [35]. These two filters are combined to reduce noise
distribution and errors in MRI breast images effectively. The most important intent of such a
filter is to replace the noisy and neighborhood image pixels, and formerly they were arranged
depending on the image’s intensity. This preprocessing phase improves the MRI breast image
portion that comprises undesired distortions or improves numerous image attributes that are
noteworthy for additional processing. The MRI dataset is processed on theWienmed filter, and
finally, the preprocessed MRI image is achieved. In this, the mean value m of each pixel has
(PQ) sized mask matrix is computed using Eq. (1),

m ¼ 1

PQ
∑

p;q∈A
a p; qð Þ ð1Þ

Fig. 2 Proposed BPBRW with HKH-ABO model
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Where, p, q is represents the pixel dimensions of each image, a denotes each image and A is an
image. Also, the Gaussian noise variance is given in Eq. (2),σ2 is the variance of Gaussian
noise in the image and n is the noise features. Here, the present noise features were traced.

σ2 ¼ 1

PQ
∑

p;q∈A
n p; qð Þ−m2 ð2Þ

The Wiener equation for the new image pixel is given in Eq. (3), here w is the wiener variable.
Here the traced noise features were removed from the dataset.

w p; qð Þ ¼ σ2 n−a p; qð Þ½ � ð3Þ
Thus, the developed Wienmed filter effectively removes the undesired noises in the MRI
breast images and the attained images are moved to the classification process.

4.3 Breast cancer classification

The filtered MRI dataset is processed using Back Propagation Boosting Recurrent Wienmed
(BPBRW) with HKH-ABO model that can classify the disease types to identify the severity of
the breast cancer. Here, the HKH-ABO model enhances the classification accuracy, which is
initiated in the classification layer of BPBRW. Also, HKH-ABO is the combined model of
Krill Herd Optimization (KHO) [25] and African Buffalo Optimization (ABO) [14]. More-
over, the goal of hybridization is to improve the efficiency of disease classification. Initially,
the BPBRW model is developed for classifying the breast tumor using the dataset that is a
neural network system based on decision trees. It is a group learning strategy utilized for
categorization, regression, and performing other functions, which is worked based on the
creation of decision trees on training time and producing the classification of the distinct trees.
Initially, the filtered breast MRI dataset is categorized as training and testing samples. Here, the
testing samples are utilized for processing that is denoted in Eq. (4),

Ds ¼ Pm;Qmð Þf g;m ¼ 1; 2;…;N ð4Þ
Where, the breast MRI for m numbers of patients is mentioned as Pm ¼
p1m; :……………pMm
� �

with M features and the breast cancer tumor is mentioned as Qm that

includes the details about tumor like benign and malignant.
Moreover, BPBRW is an arithmetical procedure to cluster the data points in functional sets.

For a larger dataset with more variables, it is difficult to cluster the data since all the variables
cannot be considered Hence, the procedure could also provide a specific chance that the data
point fit in a specific group. In this network, the Long-Short Term Memory (LSTM) [8] is the

Table 1 Dataset specification

Number of samples 1000
Benign casesa 265
Malign casesb 735
Image resolution 256×256
Modality MR
Slice thickness <2.0mm

a normal cells
b abnormal cells
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memory unit that eliminates or includes the data to the cell state that is sensibly controlled by
structures named gates. As the infection increases, the degree of malignancy will differ after
some time. The present tumor size depends on the earlier data of the tumor. Consequently, if
joining and developing the history at past time steps, the prediction of tumor size would be
better. Also, the LSTM arrangement offers a gating tool for gathering data to evade long-term
reliance issues that comprise an input, hidden, and output gate. Thus, the overall process of the
developed method is explained in Fig. 3.

Let it be the input sequence with sigmoidal activation function, ht − 1 is the output of last
time step, and x is the input data at present step that is given in Eq. (5).

at ¼ bþ yht−1 þ xit ð5Þ
In this, the filtered input images are given to the BPBRW model that is analyzed the diseases.
Also, the second part is the output ht, image feature is denoted as y, predicting the disease
features from the trained data is mentioned in Eq. (6),

ht ¼ Qm Pmð Þ ð6Þ
Moreover, the disease part is identified in this function and the developed HKH-ABO model is
initiated in this layer that is given to the output layer. Initially, the fitness of the krill herd

K*
pn

� �
is utilized for enhancing the disease classification that is expressed using Eq. (8).

K*
pn ¼

K*
f −K

*
g

K*
w−K

*
b

ð7Þ

Fig. 3 Working process of the developed model
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Here, K*
w, K

*
b denotes the normal and abnormal feature of each MRI data, K*

f is the predicted

normal features and K*
g is the predicted disease features. Let Cb is the classification parameter

of the pth individual patients. The coefficient is well-defined as a target I leads the resolution to
the global optimum and it is more efficient than other individuals. The value of Cb is
demarcated in Eq. (8),

Cb ¼ 2 ranþ I
Imax

� �
ð8Þ

Where, ran is a random value lies among 0 and 1 that is improving the search, I is the real
repetition numeral and Imax is the greatest amount of repetitions. The prediction of the disease
for individual pth patient is given in Eq. (9),

wfþ1 ¼ wf þ mfþ1

λ* ð9Þ

Where, wf represent the specific image in processing and mf + 1 denotes the features of the
particular image, and λ∗ trained disease features. Consequently, the attained images are given
to the output layer and that provided the classified output. Thus, the output sequence ot
(classified images) is computed using Eq. (10),

ot ¼ c* þ zht
� �

wfþ1 ð11Þ
Where, c∗ denotes the benign images, h denotes the weight of images, iteration count is
denoted as t and z denotes the malignant images. Hence, the proposed BPBRWwith the HKH-
ABO model has classified breast cancer using an MRI dataset. Moreover, the classified MRI
images are performed on the feature extraction process for reducing dimensional errors.

4.3.1 Feature extraction

The feature extraction stage provides the image information essential for carrying out the
operation based on certain applications. The feature extraction by Grey level Co-occurrence
Matrix (GLCM) [12] is deliberated as substantial for the classification process. Here, GLCM is
set up by utilizing the image grayscale values and reveals the brightness of the pixels in an
image. In this work, second-order image texture features are expressed for extracting the
statistical texture features specifically energy, correlation, entropy, contrast, homogeneity, etc.,
are calculated. The extracted features should be selected sensibly to perform the desired
classification task in that selected region instead of considering the whole region. Here, the
features are extracted to categorize the kind of breast tissue and to differentiate either normal or
cancerous breast by GLCM. Hence, the features are extracted in an MRI image that can
enhance the resolution of the images. Moreover, the classified images are given to the HKH-
ABO model to enhance the images’ classification accuracy. Hence, the interior process of the
proposed methodology is explained in algorithm 1.

The complete process of the BPBRW with HKH-ABO workflow is detailed in Fig. 4.
Finally, the proposed BPBRW with HKH-ABO approach effectively classifies the disease
types as benign and malignant. Also, it enhanced the classification accuracy than other models.
The training ratio is 500 MRI images and the testing ratio is 25 samples. During the process, if
dataset imbalance issues are raised, then it has been solved by tuning the HKH-ABO parameter
to the other levels.
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5 Results and discussion

The proposed BPBRW with HKH-ABO approach is executed using Python, and the perfor-
mance parameters are calculated. The proposed work intends to predict the breast cancer
prototype by utilizing an optimized deep learning mechanism. Here, image preprocessing,
affected part division, feature abstraction, and classification are the useful parts of the
recommended breast cancer recognition system. The MRI breast image dataset is collected,
and the acquired images undergo preprocessing using a novel Wienmed filter that eliminates

Fig. 4 Block diagram of the BPBRW with HKH-ABO model
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the noise in the MRI image. The BPBRWwith HKH-ABOmechanism is utilized to categorize
the cancer types as either Benign or malignant and enhance the classification accuracy with a
minimum false discovery rate. The performance is validated with existing accuracy, Recall,
precision, F1-score, sensitivity, specificity, and Error Rate. The experimental results have
shown improved outcomes than the conventional model. The key reason for that improvement
is the proposed is designed with dual hybridization, that is, deep learning and optimization.
Hence, that helps to attain the best result. Also, the model has any drawbacks, then those issues
are cleared by the other algorithm during hybridization.

5.1 Case study

Consider a trained MRI breast image sample to illustrate the experimentations to interpret the
results. Here, the collected MRI breast dataset is initially taken for the training and testing
process by the proposed technique. Also, the input images undergo a preprocessing operation
to eliminate the MRI distortion or noise that is done using a Wienmed filter. The filtered
images are given to the proposed BPBRW with the HKH-ABO model that can classify the
breast cancer types. Here, the HKH-ABO mechanism operates over the BPBRWmodel to find
the area of the cancerous spot. The second-order features are then extracted to classify the type
of cancer. Hence, the benign and malignant type of breast cancer is classified using the
developed BPBRW with the HKH-ABO approach. The classified output images are shown
in Fig. 5.

Additionally, the cancer cell images for the classified images are identified in Fig. 6. The
benign and malignant forms of the cells are represented, which can help identify the severe
breast cancer case. If the detected region of the breast is malignant, it is determined to be a
severe case. Hence, it shows that immediate treatment is required for the patient to get cured of
this disease like surgery and chemotherapy.

This research developed BPBRW with HKH-ABO model processed on the MRI breast
dataset for classifying the disease types. The utilization of hybrid optimization has increased
the efficiency of the disease classification, which is categorized the images as benign or
malignant.

There is the vulnerability of adversarial attacks in all digital applications because of wireless
and cloud environments. So, if the disease prediction system was attacked, it interrupted the
entire system function. So that defense mechanism is needed to keep the system away from
malicious events. Hence, this kind of adversarial attack was defended by implementing the
security algorithm or locking framework [32].

In the future, to make this proposed algorithm an effective model of breast cancer diagnosis,
this security mechanism will be planned to implement.

5.2 Performance measures

Some of the metrics used to validate the projected model’s efficacy are accuracy, Recall,
precision, F1-score, sensitivity, and specificity. The effectiveness of the projected work is
validated with existing methods like Firefly updated chicken-based Chicken Swarm Optimi-
zation with Convolutional RNN (FC-CSO-CRNN) [27], Optimized Artificial Neural Network
(OANN) [38], and MVO-GBDT [13].

The basic factors to be computed as true positive (tp), false positive (fp), false negative (fn),
and true negative (tn) standards. In this, (tp) indicates the measure of belongings in which the
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proposed method identifies the cancer region appropriately, (tn) specifies the circumstances,
here a normal region is classified appropriately, (fp) represents the normal regions that are
wrongly considered as the cancerous region, and the state in which the cancer region noticed as
a normal is signified as (fn).

5.2.1 Accuracy calculation

It is the degree of correctness of the system model’s functioning. In general, it is the fraction of
properly expected observance to the entire observations. The accuracy is expressed using Eq.
(15),

Accuracy ¼ tp þ tn
tp þ tn þ f p þ f n

ð15Þ

In this, the measurement of the accuracy for BPBRW with the HKH-ABO approach is
evaluated with prevailing approaches like OANN, FC-CSO-CRNN, and MVO-GBDT. The
graphical representation of accuracy comparison is shown in Fig. 8.

The accuracy measure comparison of the proposed BPBRW with the HKH-ABO
technique and various techniques like FC-CSO-CRNN, OANN, and MVO-GBDT are
discussed in Table 2. The result shows that the projected scheme achieves higher

(a) Malignant (b) Malignant

(c) Benign (d) Malignant

Fig. 5 Classified MRI breast images
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Fig. 6 Classified segments of the breast cancer cell images

Table 2 Assessment of accuracy

No. of samples Accuracya (%)

FC-CSO-CRNN
[27]

OANN [38] MVO-GBDT [13] BPBRW with HKH-ABO [Proposed]

5 93.59 98 97.52 99.6
10 93.28 97.68 97.28 99.08
15 92.87 97.45 96.97 99
20 92.56 96.90 96.65 98.97
25 92.27 96.54 96.18 98.56

a identify the effectiveness of the proposed approach
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accuracy of 99.6% than the existing models. Here 500 MRI images are taken as
training samples and 25 images are used for testing. Hence, the parameters are
calculated for 25 samples.

5.2.2 Precision

Precision is evaluated as the number of correct positive estimates alienated by the overall
positive estimates. It is the proportion of precise diagnosis of the affected region to be cancer
that is computed using Eq. (16),

P ¼ tp
tp þ f p

ð16Þ

The precision comparison of the proposed BPBRW with HKH-ABO strategy and
various techniques like FC-CSO-CRNN, OANN, and MVO-GBDT are discussed in
Table 3. Here, the existing methods attained nearly 97 and 98% precision values only.
Thus, the proposed BPBRW with HKH-ABO has attained 99.9% high precision value
than other models that are shown in Fig. 9. The confusion matrix of the developed
technique is represented in Fig. 7.

Table 3 Comparison of precision

No. of samples Precisiona (%)

FC-CSO-CRNN OANN MVO-GBDT BPBRW with HKH-ABO [Proposed]

5 97.01 98.03 98 99.9
10 96.75 97.98 97.78 99.46
15 96.50 97.05 97.46 99.05
20 96.04 96.46 96.56 98.89
25 95.97 96.29 96.07 98.65

a Identify the accurate prediction of diseases

Fig. 7 Confusion matrix
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5.2.3 Recall

The Recall is intended as the amount of correct positive forecast to the overall true positives
and false negatives. It expresses what proportion of predictions has been correctly diagnosed as
cancer that is represented using Eq. (17).

R ¼ tp
tp þ f n

ð17Þ

The comparisons of Recall for the proposed BPBRW with HKH-ABO strategy with various
other techniques like FC-CSO-CRNN, OANN, and MVO-GBDT, which are discussed in
Table 4.

Fig. 8 Accuracy assessment

Fig. 9 Comparison of precision
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5.2.4 Sensitivity

It is a degree that measures the number of true positives, which are predicted precisely. It is the
probability of identifying the benign type of cancer that is measured using Eq. (18) as,

Sen ¼ tp
tp þ tn

ð18Þ

The proposed approach calculated the sensitivity value based on the number of training
samples that are evaluated using prevailing approaches.

The sensitivity measure of the proposed BPBRW with HKH-ABO strategy is compared
with various other techniques like FC-CSO-CRNN, OANN, and MVO-GBDT. The existing
approaches attained a lower sensitivity value that is discussed in Table 5.

The result shows that the projected scheme achieves high sensitivity of 97.7% than the
existing ones and the sensitivity comparison is specified in Fig. 11.

5.2.5 Specificity

It is the degree that measures the number of true negatives, which are identified exactly. Also,
it is utilized to identify the malignant type of cancer computed using Eq. (19) as,

Spec ¼ tn
f p þ tn

ð19Þ

Table 4 Comparison of recall

No. of samples Recalla (%)

FC-CSO-CRNN OANN MVO-GBDT BPBRW with HKH-ABO [Proposed]

5 96.89 97.59 98 99.9
10 96.56 97.64 98.06 98.67
15 96.09 97.53 97.97 98.04
20 95.86 96.83 96.69 97.09
25 95.35 96.94 96.84 97.57

a Calculate the ability of disease classification

Table 5 Comparison of sensitivity

No. of samples Sensitivitya (%)

FC-CSO-CRNN OANN MVO-GBDT BPBRW with HKH-ABO [Proposed]

5 97.85 96.89 96.45 98.68
10 97.96 96.58 96 98.43
15 97.43 96.05 95.36 98.07
20 97.37 96.23 95.08 97.95
25 97.01 96.03 95.01 97.7

a Ability to identify those with diseases
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The specificity measure for the proposed strategy is compared with various existing techniques
like FC-CSO-CRNN, OANN and MVO-GBDT models. Here, the obtained outcomes are
discussed in Table 6.

The result shows that the projected scheme achieves high specificity of 92.5% than the
existing ones and the specificity comparison is illustrated in Fig. 12.

5.2.6 Error rate

The error rate is calculated for identifying the variation among the exact prediction and actual
prediction of diseases by the proposed approach, which is calculated using Eq. (20),

Er ¼
f p þ f n

� �
total

ð20Þ

The error rate of the developed BPBRW with the HKH-ABO approach is validated with
existing approaches that are given in Table 7. Here, the prevailing methods like FC-CSO-
CNN, OANN, and MVO-GBDT approaches are attained a high error rate as 0.25%, 0.8%,
1.7%, respectively.

The proposed BPBRW with HKH-ABO approach has attained a lower error rate of 0.12%
for predicting breast cancer. The validated results for error rate are represented in Fig. 13. The
separate form of KHO and ABO models has low efficiency for classifying breast cancer. The
hybrid forms of these methods attain high efficiency, as mentioned in Table 8. Moreover,
theses optimizations are implemented in same environment to attain effectiveness exactly. To
show the difference between hybrid optimization and other optimization, Table 9 is tabulated,
which has attained the best outcomes for the proposed hybrid method. Also, the DL
approaches with other optimization model is shown in Figs. 8, 9, 10, 11, 12, 13. In all cases,

Table 6 Comparison of Specificity

No. of samples Specificitya (%)

FC-CSO-CRNN OANN MVO-GBDT BPBRW with HKH-ABO [Proposed]

5 93.67 86.49 93.85 95.78
10 92.89 87.56 93.76 94.57
15 92.56 88 92.96 93.92
20 92.39 88.87 93.02 93.7
25 92.21 88.21 92 92.5

a Ability to identify those without diseases

Table 7 Comparison of error rate

No. of samples Error rate (%)

FC-CSO-CRNN OANN MVO-GBDT BPBRW with HKH-ABO [Proposed]

5 0.25 0.8 1.7 0.12
10 0.32 1.3 2.9 0.15
15 0.5 1.8 3.8 0.17
20 0.77 2.5 4.2 0.2
25 1.5 3 5.7 0.26
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Table 8 Comparison of optimization in a separate manner and hybrid manner

Parameters Optimization methods

KHOa FC-CSO [27] MVO [13] ABO Proposed [HKH-ABO]

Accuracy (%) 79.5 80 85.6 85.67 99.6
Precision (%) 82 81.2 84 87 100
Recall (%) 80.08 82 83.5 86.46 99.9
Specificity (%) 85.6 67 81 82.45 95.78
Sensitivity (%) 84.56 85 82.5 83.73 98.68
Error rate (%) 1.3 2.3 83 0.56 0.12

a Krill Herd optimization

Table 9 Evaluation of state-of-art approaches

Author Methods Accuracy
(%)

Precision
(%)

Recall
(%)

Specificity
(%)

Sensitivity
(%)

Error
rate (%)

Zheng et al. [48] DLA-EABA 97.2 95.4 96.95 96.5 98.3 2.8
Zhang et al. [47] CNN 81 79 75 82 79 19
Zhang et al. [47] CLSTM 90 86 87 91 89 10
Vaka et al. [40] DNNS 97.21 97.9 97.01 96 96.5 2.79
Melekoodappattu and

Subbian [23]
ELM-FOA 99.04 100 97.5 98 97.5 0.96

Piantadosi et al. [29] Deep CNN 99.16 98.56 98.34 99.49 96.85 0.84
Ghasemzadeh et al.

[9]
ML based

GWTa
93.9 92.4 91 92 95.1 6.1

Yavuz and Eyupoglu
[45]

GRNN 97.73 100 99.88 98.23 97.86 2.27

Shen et al. [36] DL 97 96 95.6 80.1 86.1 3
Proposed work BPBRW with

HKH-ABO
99.6 100 99.9 95.78 98.68 0.12

a Gabor wavelet transform

Fig. 10 Comparison of recall
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the proposed hybrid model has attained better results. This is the motivation for this proposed
HKH-ABO model.

Here, the error rate is mentioned by analyzing the average of all test samples. Also, the error
rate is calculated by validating the overall function of the proposed model. But the accuracy is
validated based on the disease prediction. Thus, the accuracy is gained as 99.6%, even the
error rate is 0.12%.

Hence, the developed BPBRW with HKH-ABO model has predicted breast cancer in an
early stage with high accuracy rate, sensitivity, precision, Recall, specificity, and lower error
rate, evaluation of state-of-art approaches are shown in Table 9, here comparing all those
existing model the proposed model has attempted the better results in all parameters.

Fig. 11 Comparison of sensitivity

Fig. 12 Comparison of specificity
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The performance of the proposed BPBRW with the HKH-ABO model is compared with
which are mentioned in Table 10. Therefore, the proposed approach attained higher efficiency
for detecting breast cancer than other techniques.

5.3 Discussion

To find the merits, demerits and future direction, state of the art was tabulated here in Table 10.
Several existing works such as DLA-EABA [48], CLSTM [47], Conventional CNN [47],
DNNS [40], ELM-FOA [23], GRNN [45], KNN and SVM [33], taxonomy model [2], F-CI
[18],CNN[16], autoencoder CNN [39], FC-CSO-CRNN [27], OANN [38], MVO-GBDT [13],
GWT [9], DL [44] and risk score model [5] are discussed in this section. However, several
techniques have been met difficulties in disease classification steps because of complex data.
Furthermore, some approaches have recorded design complexity and consumed more energy
and time. Hence, this paper has designed a novel framework with deep hybrid learning and
optimization approaches to resolving all issues. Also, to reduce data complexity, the filter
model was implemented to remove the training error in the preprocessing model.

Hence, the proposed approach is named as BPBRW with HKH-ABO. In addition, the time
complexity of the proposed model is 3 s for one run. But the only drawback in this model is
that it has taken a few more times to design this hybrid model. So in the future, optimizing the
design parameters will enhance the performance by minimizing the designing time. Hence, the
proposed approach is applicable in clinical application by approving this mechanism from any
medical professionals. This approach is efficient to process in a MRI based breast cancer
detection sector.

6 Conclusion

A novel BPBRW with HKH-ABO approach has developed in the python environment to
detect breast cancer in an earlier stage. Initially, the collected MRI breast image dataset is

Fig. 13 Comparison of error rate
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trained to the system. Hereafter, to remove the training errors preprocess function has been
performed. Consequently, the preprocessed data was imported to the classification layer then
the feature extraction process and classification functions were done. Finally, the outcome of
the proposed model has verified that it can effectively detect breast cancer in an early stage,
such as benign type or malignant type. Additionally, the achievement of the projected scheme
was evaluated with the prevailing schemes in terms of various metrics like accuracy, Recall,

Table 10 Summary of state-of-art techniques

Author Method Pros Cons

Sadhukhan et al.
[33]

KNN and SVM It classified the affected part cell
nuclei and predicts the tumor
growth in early stage.

This classification takes more time
period.

Benhammou et al.
[2]

Taxonomy
model

Easily classify and predict the
disease.

Prediction accuracy of this model
is not efficient.

Kumar et al. [18] F-CI It attained better classification
accuracy.

The interior process of this model
is difficult.

Khan et al. [16] CNN It effectively identified the breast
cancer tissues.

It can utilize a large time period for
the identification of the affected
part.

Toğaçar et al. [39] CNN with an
auto-encoder
model

This model detects the breast tumor. The overall performance of this
model is low.

Patil and Biradar
[27]

FC-CSO-CRNN it has gained better accuracy for
predicting the affected region

The designing process has taken
more time

Supriya and
Deepa [38]

OANN It has utilized less energy to run the
process

However, it has required less
energy to run the process

Junior et al. [13] MVO-GBDT Less error rate was recorded It has consumed more energy.
Zheng et al. [48] DLA-EABA It has gained 96.5% specificity However, it is expensive in cost
Zhang et al. [47] CNN It has taken less duration to execute

the process
It has gained less accuracy

Vaka et al. [40] DNNS It has gained the finest accuracy for
disease classification

Time complexity

Melekoodappattu
and Subbian
[23]

ELM-FOA This approach has gained 100%
precision

complexity in design

Piantadosi et al.
[29]

DNN It has gained better accuracy for all
types of dataset

Time complexity

Ghasemzadeh
et al. [9]

GWT It has gained average accuracy if the data is complex it has
reported high error rate

Yavuz and
Eyupoglu [45]

GRNN It has achieved better accuracy for
identifying the affected region

It has needed more resources to
design the model

Shen et al. [36] end to end
training DL
paradigm

It has the capacity to train large
datasets

Time complexity

Yala et al. [44] DL The DL method is tested for both
mammogram and MRI images
and has gained better accuracy.

However, it has reported high flaw
score

Dembrower et al.
[5]

risk score model Several risk factors are analyzed in a
detailed way

It has consumed more energy

proposed BPBRW with
HKH-ABO

It has attained the finest result
comparing all those techniques,
less error rate, less energy
consumption. Accurate severity
analysis of breast cancer in early
stage

Because of designing two hybrid
models (deep learning and
optimization), it has taken few
more duration
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sensitivity, precision, and error rate. Hence, the projected mechanism has been achieved 99.6%
higher accuracy with a 0.12% lower error rate; also, the time complexity of the proposed
model is 3 s, which shows the efficacy of the proposed model. In addition, the drawback of the
proposed model is less security and designing time. In the future, implementing hybrid
optimization with a security approach for tuning the design parameters will enhance the
performance by avoiding adversarial attack and minimizing the designing time.
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