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Abstract

The human face is considered the prime entity in recognizing a person’s identity in our
society. Henceforth, the importance of face recognition systems is growing higher for many
applications. Facial recognition systems are in huge demand, next to fingerprint-based sys-
tems. Face-biometric has a highly dominant role in various applications such as border
surveillance, forensic investigations, crime detection, access management systems, informa-
tion security, and many more. Facial recognition systems deliver highly meticulous results
in every of these application domains. However, the face identity threats are evenly growing
at the same rate and posing severe concerns on the use of face-biometrics. This paper signif-
icantly explores all types of face recognition techniques, their accountable challenges, and
threats to face-biometric-based identity recognition. This survey paper proposes a novel tax-
onomy to represent potential face identity threats. These threats are described, considering
their impact on the facial recognition system. State-of-the-art approaches available in the
literature are discussed here to mitigate the impact of the identified threats. This paper pro-
vides a comparative analysis of countermeasure techniques focusing on their performance
on different face datasets for each identified threat. This paper also highlights the character-
istics of the benchmark face datasets representing unconstrained scenarios. In addition, we
also discuss research gaps and future opportunities to tackle the facial identity threats for
the information of researchers and readers.

Keywords Biometrics - Face recognition - Authentication - Computer vision -
Machine learning - Deep learning - Image processing
1 Introduction

Nowadays, face biometric-based recognition has become a serious requirement in authen-
tication systems for public safety and security. The rich facial structure and non-intrusive
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property have attracted more attention from communities of researchers than other biometric
traits such as fingerprint, iris, palm, and more. Face biometric-based sensors use an indi-
vidual’s physical appearance (characteristics) to distinguish one person from others [17]. In
the recent past, the face biometric-based recognition systems have demonstrated remarkable
developments in intelligent surveillance, financial systems, security monitoring, forensic
investigations, the civil aviation industry, and other areas due to their convenience and reli-
ability. Face detection is the first essential step in any face recognition activity. Humans
can quickly and easily identify individuals through their visual and mental abilities. Nev-
ertheless, it can become a vital problem if the computer performs the same task, especially
for unconstrained real-time scenarios [129]. Thus we need an automated system capable of
performing face detection and recognition tasks efficiently and intelligently in a real-time
environment. The face recognition process involves locating the face region, aligning the
detected face region, extracting the discriminant features, and finally classifying the face,
which ultimately determines a person’s identity. Figure 1 presents the complete process of
face recognition. The key terms utilized in face recognition are described below:

— Face detection: A process of selecting a region of interest (i.e., face) from the input
image or the video sequence.

— Face image preprocessing: The acquired face image cannot be directly considered as
final input for face recognition as this might contain some additional unwanted infor-
mation such as ear, neck, dressing accessories, and jewellery. This extra information
may vary every time and adds the probability of getting erroneous features for further
processing. The other reason for preprocessing is to enhance the quality of the captured
image through various image processing methods such as alignment, normalization,
standardization, and noise removal.

— Feature extraction: Feature extraction is a process of extracting essential and impor-
tant characteristics of the object of interest, which finally is transformed as a one-
dimensional vector, typically in maximum applications. The feature of an object may
include color, texture, and shape.

— Pattern matching/Feature classification: Pattern matching compares the input image
or video sequence to the stored database image (i.e., template) and generates a similarity
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score. The extracted features (patterns) are used to validate a person’s identity based on
a similarity score. In the same way, the threshold value is utilized to classify a claimed
identity as being acceptable or not.

The rapid evolution of facial recognition systems in real-time applications has raised new
concerns about their ability to resist identity threats, particularly in non-intrusive applica-
tions. For instance, automatic border control systems [80] of the aviation industry, where an
automated face recognition system is installed at each entry and exit point to authenticate
the identity of individuals without any security personnel. The face is a traditionally exposed
(i.e., visible) part of the human body and is easily accessible in photos and videos through
various social media such as Facebook, WhatsApp, Instagram, and others. Therefore, the
fraudsters can easily steal, misuse, and modify these available identities for any illegal activ-
ity as it is almost impossible to keep this biometric trait secret. Face-based identity threats
are intended to fool facial recognition systems by presenting facial biometric artifacts [110]
in place of the real person’s face identity. Such face identity loss is a major challenge and
brings a significant change in the rapid development of a real-time applications equipped
with face recognition system. The contributions of some of the earlier generic surveys and
state-of-the-art research work to address the challenges of facial recognition systems are
displayed in Table 1.

A careful study of this evolutionary research domain through various research and review
articles reveals the following motivating observations:

—  Most state-of-the-art research and review articles represent one or more of the three
challenges associated with the face recognition system. None of the surveys have
provided a comprehensive classification of face identity threats.

— No review article provides comparative studies covering all potential face identity
threats together and their truly adaptive solution aspects.

—  The Global Research Committee has paid less attention to these critical threats that can
substantially impair the performance of the face recognition system.

Considering these persuasive observations, we provide a comprehensive and critical sur-
vey of the various identity threats in face recognition. This survey paper provides imperative
attention to the most clamorous real-time face identity threat such as face spoofing, partial
face occlusion, face pose variation, facial expression variation, and illumination. However,
the scope of this survey also touches upon contemporary research, which includes other
challenging factors for facial recognition, such as plastic surgery, aging, gender, camera
viewpoints, noise, and cluttered environmental effects. We mainly emphasize on various
methods developed and used to reduce the impact of face identity threats. Our contributions
and finding are summarized in this paper as follows:

—  We present a comprehensive assortment of face recognition algorithms, summarizing
features and recent development for each category.

— We propose a novel taxonomy of potential face identity threats identified in face
recognition.

— We explore various scenarios in this survey such as direct spoofing (plastic surgery,
make-up), indirect spoofing (photo attack, video attack, mask attack), Zero Effort
Imposter (identical twins and face morphing), other factors (occlusion, expression,
aging, race, gender, pose, illumination, low resolution, cluttered background, camera
orientation), and modularity impact on face recognition over the last decade.
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—  We provide a concise description of the various state-of-the-art techniques that can be
applied to minimize face recognition threats. Furthermore, this survey includes a tabular
comparison of these techniques, which would help in understanding the handling of
face identity threats.

—  We also provide a comprehensive comparison of various state-of-the-art countermea-
sures techniques from contemporary insight research conducted to reduce the impact of
identified face recognition threats.

—  We also highlight the various available face datasets for each identified category of face
identity threats, including static images, video sequences, and heterogeneous data.

— We point out some research opportunities and solution aspects for readers and
researchers to address these challenges efficiently.

The structure of this paper (as shown in Fig. 2) is organized in the following way:
Section 1 gives a brief introduction of face detection and recognition along with the moti-
vations behind this work. We also provided a tabular summary of earlier generic surveys
with a clear indication of the main contribution of this survey, as shown in Table 1.
Section 2 contains a classification of traditional face recognition techniques with a sum-
mary. Section 3 proposes a new hierarchy of potential face identity threats. Section 4
describes various techniques for mitigating identity threats based on features extraction,
classification, dimensionality reduction, and neural network-based algorithms with tabular
comparison. Section 5 represents an extensive tabular analysis of the various approaches
proposed to mitigate the face identity threats. We also highlight a detailed description of
the various available face datasets in this section. In addition, we provide a summary and
remarkable point for best methodologies after each table with their pros and cons. Section 6
discusses each challenge along with some significant opportunities for researchers and read-
ers. Finally, the conclusions followed by the future work are summarized in Section 7 of
this paper.
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Fig.2 The structured workflow of the paper
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2 Classification of face recognition approaches

Face recognition is a computer vision technique that enables a computer to infer a person’s
identity from an image. Face recognition is sometimes referred to as face identification and
verification. Both the terms identification and verification are similar, but the application
aspects of these two are different. Face verification means authorizing someone based on
one-to-one mapping, reflecting the perception of “Is this person X?”. For instance, smart-
phones can be locked or unlocked through genuine face biometric. In face identification
(recognition), the system looks at the person’s identity from database images to find a match
for that person. It refers to a one-to-many relationship. The notion of this identification
system is “who is this person?”. Examples of face identification can be a surveillance sys-
tem [147] and an attendance monitoring system [129]. In this section, we summarize the
traditional to recent trends in face recognition.

Research related to face recognition began in the early 1970s, but since late 1998, this
research domain has been witnessing rapid improvement. The face identity of an individual
can be realized in two steps, the first is the detection of face location (region of interest), and
the second is classification of the detected face region. In the early 1990s, face localization
[89] was identified through face numerology, where each component of the face (i.e., eyes,
nose, mouth, chin, and more) is assigned a specific numeric value. Various methods such as
the annotated point, the distance between the annotated points, and the angle joining these
points are considered to locate these face regions in an image. Inspired by facial numerol-
ogy, the researchers identified some universal face shapes to distinguish facial features from
other body parts, such as the oval, long, round, square, diamond, and heart-shaped.

Since the last decade, several approaches have been introduced following the invention
of the deep learning approach with efficient computation power and ample memory space
for storing large databases. Figure 3 represents a broad classification of all the traditional
approaches to date. We are considering the maximum of them concisely as these approaches
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are still alive and used extensively. Researchers mainly refer to these traditional approaches
to provide an efficient solution for a wide variety of real-world problems.

Traditional face recognition approaches are categorized into four types: appearance-
based, feature-based, model-based, and hybrid approaches.

2.1 Appearance-based approaches

Appearance-based approaches [26, 36, 59, 70, 112, 120, 144, 185] rely entirely on the
facial appearance. These holistic techniques focus on facial geometry that includes lin-
ear, non-linear, transformation-based components without impairing facial information.
These approaches are simple and fast to deploy for real-world problems.Appearance-based
approaches can be divided into two subcategories: linear and non-linear. The linear approach
consists of a one-dimensional function to map the independent variable with the dependent
variable, while the non-linear approach involves multidimensionality. Non-linearity is rep-
resented by the kernel functions (i.e., redial-basis and Gaussian distribution) to map between
higher-dimensional spaces to low-dimensional space. Appearance-based approaches are
more prone to unconstrained pose, expression, low illumination, and cluttered backgrounds.
With the recent advances in machine learning in terms of computational power, a remark-
able change has been observed in the learning process concerning the time and cost to solve
complex problems. The most common machine learning models are neural networks and
support vector machines.

2.2 Features-based approaches

In contrast to appearance-based approaches, feature-based approaches are more promising
for finding a face in an image using low, middle, and high-level feature extraction [7, 56,
73, 82,98, 109, 141, 145, 149]. Low-level features include skin color, edges (i.e., intensity
change), texture, and size. Skin color is the key feature to distinguish the human face (i.e.,
visible part of the body) from other objects. Edges can be measured by changing the inten-
sity of the pixel values. The texture is a feature used to represent the spatial distribution of
different color spaces and their intensity values in an image. Low-level facial features [87]
include universal facial attributes (eyes, nose, mouth, chin, and jawline) to locate the face
regions in the entire image. Various techniques exist for extracting facial features, such as
Viola-Jones, Gabor features.

2.3 Model-based approaches

The model-based approach [10, 18, 23, 72, 82, 153, 164] is an automatic feature detection
approach intended to generate a set of unique patterns to correlate it with query samples.
This approach can be used well if the prior knowledge of the various facial features and the
distance between edges and corners is known. Model-based approaches can be categorized
into two-dimensional, three-dimensional, and geometry-based models. Elastic Bunch Graph
Matching (EBGM) deals with the shape and texture of a face image proposed by Wiskott
et al. [5]. The two-dimensional morphable face model has been proposed by Cootes et al.
[53] to understand the variations in face architecture. A geometry-based active shape model
utilizes the local image to correct the shape of the features. The ASM model comprises
three segments: contour, deformable templates, and point distribution model. The contour
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was first introduced in 1987 by Kass et al. [74] to represent an object’s outer shape (i.e.,
boundary line). The deformable template is proposed by Yuille et al. [179] that contains
elementary information about the face. The point distribution model (PDM) represents the
valid interpretations of face features, which encounter non-rigid features such as lip track-
ing. The three-dimensional morphable model is used in the analysis of 3D shapes of the
human face.

2.4 Hybrid-based approaches

The hybrid approach [43, 48, 60, 142, 167] is a random combination of more than one tech-
nique to effectively enhance system performance. This method is complex and difficult to
implement in practice because it processes multiple techniques simultaneously. Turk and
Pentland [162] were the first to propose a face recognition technique based on the approx-
imation of a face to distance map via global minima. The weights of the eigenvalues are
represented through the discriminating features for each face sample. Distance from the free
space (DFFS) approximates the face area.

3 Identity threats in face recognition

The human face is the interpersonal identity of individuals in communication [106]. Identity
is a term related to socio psychological theories, applied to the conceptualization and analy-
sis of the human face [152]. A person’s identity can be analyzed and identified through their
looks (i.e., face), qualities, and expressions. The face identity threat is a possible danger that
might exploit a vulnerability to breach security and cause potential harm. The threat of such
identity loss makes the task of facial recognition quite formidable. Numerous algorithms
have been proposed or optimized by the Biometric Research Group [66] for real-time face
recognition.

Nevertheless, the vulnerability and challenges in the face recognition systems have
received scant attention in the literature, which this article sums up. The absence of such
analysis in the literature made the intention of this survey be empirically focused, which
this article efficiently accomplishes. After carefully perusing various reviews and research
papers, the authors found that there could be two main categories for face identity threats:
intentional and unintentional. In the intentional threat, the real person’s identity is spoofed
by fraudsters to fool the verification device and perform certain illegal activities. In con-
trast, the original identity carries out the unintentional threat with or without the intent to
deceive the verification system. Figure 4 represents the proposed taxonomy for potential
face identity threats.

3.1 Intentional threats (spoofing identity used)

Intentional threats are activities carried out by an imposter to deliberately enforce the iden-
tity of a real person (i.e., impersonation) to mislead the verification systems. Here, the
unauthorized person uses their own identity to commit such fraud. More specifically, iden-
tity spoofing refers to gaining someone else’s privilege unlawfully to access an authorized
person’s face rights through any alternative means. This category can be considered in two
types: the first is direct spoofing, and the second is indirect spoofing.

@ Springer
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Fig.4 Proposed hierarchy for potential face identity threats

3.1.1 Direct spoofing

Direct spoofing [77, 83] involves producing synthetic or manipulated identities in place
of actual ones. This artificial or spurious identity is the cause of various artifacts that can
modify the appearance of the face. More specifically, direct spoofing refers to the situation
where one contaminant tries to personate the identity of others through various synthetic or
medical treatment practices. These synthetic or medical treatment processes can be tempo-
rary, long-lasting, and permanent. However, concealing a person’s identity (impersonation)
implies that the imposter wants to execute the illegal activity, particularly where authen-
tication is required. Table 3 of Section 5 compares the state-of-the-art countermeasures
techniques, focusing on methodology, the datasets, and the technique’s performance. Direct
spoofing can be of two types based on permanent and temporal artifacts, i.e., plastic surgery
and the makeup. Figure 5 depicts the scenarios for analyzing the impact of plastic surgery
and makeup.

(i) Plastic surgery Plastic surgery [90] is a part of medical science used to restore and repair
a person’s facial identity. These plastic surgeries are performed to improve the appearance
of specific facial features that are damaged due to an accident, birth disorder, some disease
infections, aging effects, burn, and any other facial feature’s discrepancies. Major categories
of facial feature surgery include: Nasal surgery (rhinoplasty), face enhancement surgery
(rhytidectomy), eyelid surgery (blepharoplasty), chin surgery (genioplasty), lip augmented
surgery (liposuction), brow lift surgery, and cheekbones implants surgery. A person with a
firm intention of committing fraud and evading law enforcement by impersonating another
identity can benefit from such plastic surgery without the fear of being recognized. Nowa-
days, plastic surgery is more common in practice due to affordability and modernization,
leading to a drop in the performance of the face recognition system. Figure 5 (a) depicts
the plastic surgery scenario. Plastic surgery can be divided into local (textural) surgery and
global (structural) surgery.
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-

Fig.5 Some scenarios of direct spoofing [100, 131](a) Plastic surgery, (b) Makeup attack

()

Local (textural) plastic surgery [35] is a minor surgery used to correct certain anoma-
lies of facial appearance. Localized texture features may be the forehead, eyelids, nose,
cheek, chin, and jawline. A small change in any of these imperative face features causes a
definite change in the geometric distance of neighboring features that can result in a reason-
ably distinct or unseen face. Similarly, removing blemishes, warts, moles, and acne from
the face can eventually confuse verification tools. Local plastic surgery is often misused
by criminals to elude law enforcement and security controls. This local (textural) plastic
surgery is sometimes referred to as cosmetic surgery.

Global (structural)) Plastic surgery [155] is used to reconstruct functional damage
and disorders (defects) in the structure of facial features. These deforming defects include
facial cuts and burns operated by a team of specialist surgeons. In this irreversible process
of global surgery, facial identity (geometric structure) is modified for a long life that can
never be regained. Global plastic surgery-based problems may allow an imposter to proceed
without fear of being identified by verification tools.

(i) Makeup Makeup [119] can be considered a second category of direct spoofing (i.e.,
temporal). Makeup is the process of altering a person’s appearance (i.e., looks) for a period
of time. This transformation process can substantially alter the appearance of the face, lead-
ing to the failure of the face recognition system, especially in the case of older people. There
are various makeup patterns available in the real world, such as light makeup and heavy
makeup depending on an individual’s purpose, durability, and skin tone. Figure 5 illustrates
the scenarios for analyzing the impact of plastic surgery and makeup.

The keyword Light makeup does not represent any quantitative information about the
beauty product applied to the face. Instead, it refers to qualitative measures. The difference
in the face’s texture before and after applying makeup is called the notion of light makeup.
A small or negligible difference in facial texture before and after makeup may not be easily
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recognized as it coincides with the skin tone, which enhances some of the facial ingredi-
ents without any exposure. Unlike light makeup, heavy makeup is visible on the face (see
Fig. 5(b)) due to a mismatched complexion with the material applied on the facial skin.
Heavy makeup can aesthetically affect perceptual changes in facial appearance through
widely accented eyes and dark lips, resulting in a low detection rate for the authentic look.
The importer uses certain facial grooming products to create complexity and impediments
for the facial recognition system.

In order to mislead the verification system, the duplicate actors used disguised faces to
pose as original actors. The imposters may use additional props such as hats, rings, and
more to maintain similarity with the real person. This type of threat is temporary. However,
it can cause considerable damage to the face recognition system.

3.1.2 Indirect spoofing

Indirect spoofing (presentation attack) [61] does not directly modify real face iden-
tity, although artifacts such as digital photos, printed photos, facial videos, and three-
dimensional masks that mimic the original identity are used to fool the device. Indirect
spoofing can be of two types: two-dimensional and three-dimensional. A comparative anal-
ysis of the state-of-the-art techniques that reduce the impact of indirect spoofing is shown
in Table 4 of Section 5. Figure 6 represents some real-world scenarios involving indirect
spoofing attacks.

(i) 2D Spoofs In 2D spoofing [116], the imposter uses the two-dimensional props form
such as printed photos, mobile photos, paper photos, and videos to gain illegal access to
the system. The printed photo, scanned photo, and replayed video scenarios for the indirect
spoofing attack are shown in Fig. 6. These digital photos and videos are easily accessible
to fraudsters through social media such as Facebook, WhatsApp and others. The imposter
displays these artifacts before the verification tool to gain illegal access to the real identity.

Replayed Video

| Printed or Scanned Photo | Different 3D Masks |

Fig.6 Scenarios of indirect spoofing [68, 100]
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In practice, two-dimensional spoofing is mostly adopted by imposters due to the simple,
inexpensive process.

(ii) 3D Spoofs Three-dimensional spoofing [68] is an act of circumventing a facial recogni-
tion system by using synthetic 3D face masks to mimic the identity of a genuine person at
the time of verification, as depicted in Fig. 6 for various 3D masks. However, this attempt
requires technical prowess and high-quality synthetic material-based 3D masks that are too
expensive for nefarious users to portray a real person and deceive someone. Nowadays,
bank robberies and other big scams are carried out on the basis of similar three-dimensional
spoofing that can breach the authenticity of face recognition to large extent

3.2 Unintentional threats (original identity used)

The act of misleading the face recognition system without any prejudicial intent using the
original identity is known as an unintentional threat. Sometimes, the face verification system
fails to recognize the identity even after considering the actual enrolment (i.e., the registered
user) due to various factors such as different poses, expressions, partial occlusions, illumi-
nations, and many more. However, this threat also supports cases where a legitimate user is
involved under an agreement to bypass the verification device, such as identical twins and
face morphing. The unintentional threats can be divided into zero effort imposter and, intrin-
sic and extrinsic factors. These categories are briefly discussed sequentially in subsequent
sub-sections.

3.2.1 Zero effortimposter

As the name suggests, zero effort imposter [136] is an act to deceive the system with
zero effort. Sometimes, passive imposter benefits from the limitation of the biological and
genetic structure of the human face consisting of similarities in facial features. This threat
inadvertently allows fake identities to access the resource due to extensive resemblance with
the original biometric captured at the time of enrolment. Two types of scenarios caused these
threats: identical twins and face morphing. State-of-the-art approaches addressing identical
twins and morphing threats are analyzed comparatively in Table 5 of Section 5.

(i) Identical twins Identical twins [105] are siblings who have the same date of birth. The
term identical refers to the uniqueness in both people’s appearance and behavioral character-
istics due to similar environmental conditions during the birth process. The passive imposter
(i.e., zero effort fraudsters) takes the first person’s face-biometric from the twins at the time
of enrolment and accomplishes the verification through the second person’s face-biometric
from the twins by taking the benefit of the doubt as both the persons have a facial similarity.
This act is also known as interchange the identity.

(i) Face morphing Face Morphing [137] is a severe security breach for the face recognition
system. Face morphing is a technique for reproducing a new face identity by combining two
or more face identities with an almost identical facial appearance to facilitate illegal access.
More specifically, the facial identity of two similar-looking individuals is merged in the
ratio that each identity can access the resource that contributed at the time of enrolment (i.e.,
registration). Face morphing can be performed using the benefit of the doubt considering the
minimum confidence (i.e., threshold) value. However, if the threshold is set extremely high
and the merged identities do not have similar facial features, the verification system may
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fail to recognize the individual or be rejected. Figure 7 shows the scenario of combining
multiple identities and authenticating both to gain illegal access (i.e., false positive). In the
recent past, many researchers in the biometric domain have shown their interest in this
sparking field, i.e., face morphing detection.

3.2.2 Other factors

The face recognition literature confirms that verification systems may be inadequate or
ineffective even after the actual identity is not spoofed (impersonated). Factors responsible
for the decline in recognition rate without being impersonated fall under this threat, which
can be further categorized into two levels: intrinsic factors and extrinsic factors. Intrinsic
factors include scenarios where physical information of a face is lost or is insufficient to
classify it as a face. The intrinsic factor includes two subcategories: intrapersonal and inter-
personal. Figures 8(a) and 8(b) depict intrapersonal intrinsic factors for partial occlusion
of the face and different facial expression scenarios, respectively. However, the interper-
sonal scenarios-related samples are not represented here due to unavailability of benchmark
datasets for this category. Extrinsic factors are responsible for the alteration in facial appear-
ance due to variations in face poses, illumination (lighting effects), and camera viewpoints.
The low resolution and cluttered background are also significant factors that fall under this
category. Figure 8 (c) shows the extrinsic factor-based threats scenarios for different poses.
Subsequent subsections provide a concise detail for each of these threats in sequential order.

(i) Intrinsic factors Intrinsic factors are responsible for modifying the human face’s physi-
cal characteristics resulting in insufficient information to represent it as a face accurately. A
comparative analysis of state-of-the-art countermeasure techniques capable of identifying
such threats and providing appropriate solutions is shown in Table 6 of Section 5.
Intrapersonal identity threat is a condition where a person’s facial identity is modified
to such an extent that it cannot be easily recognized. For instance, facial information is not
sufficient to identify the person in partial occlusion due to certain artifacts such as masks and
own body parts, which hide essential facial information. Other scenarios for intrapersonal
identity threat may be different facial expressions and aging factors that may impair actual

facial location.

Test ID1

Morphed photo of ID1 and ID2

ID2 Test ID2
Morphed Photo attack

Fig.7 Process of attempting morphed face attack [100, 135]
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Fig.8 Other scenarios of face identity threats [41, 67, 86, 189] (a) and (b) Intrinsic factors (c) Extrinsic factor

Partial occlusion:

Partial occlusion [143] plays a vital role in deteriorating performance in face recog-
nition systems under unconstrained conditions. Partial occlusion includes all scenarios
where some part of the face is hide using specific object, such as sunglasses, COVID-
19 face masks, paper strips, tattoos, scarves, and own body parts as shown in Fig. 8
(a)). The face recognition system works well when all facial features such as eyes,
nose, mouth, and jawline are visible and positioned in frontal view in the input image.
The de-occlusion process poses a significant challenge to preserve the actual identity
of the individual, which may reduce the facial recognition rate. Partial occlusion of the
face consisting of two props (i.e., scarf and sunglasses) has attracted the intense atten-
tion of researchers and has been extensively investigated. However, we also provide
some insights for face masks-based occlusion, which received exceptional attention
from the Biometric Research Committee during the recent COVID-19 pandemic in
state-of-the-art research.

Expression:

Facial expressions [99, 128] are symbolic notations of a human’s emotion. The facial
expression reflects the biological and neurological activity in the brain at that time, rep-
resented through various facial muscles’ moments. However, these facial expressions
could deteriorate the natural geometry of the face, resulting in poor recognition of the
face. Face recognition process is solely based on facial features with a specific structure.
A small change in facial features or muscle contraction makes a significant difference
in the recognition process. Figure 8(b)) depicts six facial expressions such as neutral,
smile, surprise, squint, disgust, and scream.

Aging:

Aging [175] refers to a gradual transformation in facial features over time, i.e., from

an early age to the onset of adulthood. These facial transformations are dependent on
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various factors such as skin tissues (fatty or thin), bones, lifestyle, social and economic
status, diet, and disease. The gradual changes in facial skin can be measured through
wrinkles, freckles, and sagging in different people and groups based on age, sex, and
race. The demand for accurate estimation and prediction of a person’s age is increasing
daily, especially for real-world applications such as dermatology, cosmetics, missing
child investigation, and many more.

Interpersonal identity threat is a case where face appearance is analyzed among

different peoples or groups based on their gender and race.

Gender:

Gender Identification [126] through facial features is a significant challenge to face
recognition systems. Gender recognition may be an easy task for humans, but predicting
a person’s gender electronically or using software to face images poses a severe concern
for face verification systems.

Race:

The term human race [78] classifies different groups of people based on their inher-
ited behavioral and biogenetic (i.e., physical) differences. Discriminating parameters
can be skin color, hair color, facial features, and eye formation based on the physical
and psychological characteristics of the human. Races have distinctive characteristics
of people from different continental aggregates (i.e., geographical locations) that reflect
distinct attitudes and beliefs with various cultural interventions.

(i) Extrinsic factors Extrinsic factors include non-cooperative subjects and unconstrained
conditions such as pose variations, low resolution, poor illuminations, cluttered background
(noise), and different camera orientations resulting in poor recognition rate due to alteration
in the facial appearance. A comparative analysis of state-of-the-art countermeasure tech-
niques capable of identifying such threats and providing appropriate solutions is shown in
Table 7 of Section 5.

Pose:

A pose containing a non-frontal face causes a severe threat to preserving a per-
son’s true identity, significantly reducing facial recognition rates. Profile images or
half-profile images are occasionally provided as test samples to match them with
enrolled frontal face images, failing identification. State-of-the-art research discusses
three possible variations in face poses, namely yaw (horizontal), pitch (vertical), and
rolls (longitudinal or angular displacement) (see Fig. 8 (c)).

Illumination: The extrinsic factor that significantly affects the face recognition system
is the variation in the illumination. Several reasons can be responsible for this threat,
such as samples captured from far away, background lighting effects from another
lighting device, day-night vision impact, shadow, and many more.

Low resolution and noise:

Low-resolution is a significant challenge for face recognition systems, particularly
when mapping low-resolution and high-resolution images. Resolution represents the
total number of pixels concerning the width and height of an image. A small image
has few pixels, which are sometimes insufficient to discriminate important features
resulting in a poor recognition rate. Frames (i.e., images) captured with surveillance
CCTYV cameras that are too far from the object may capture blurry, noisy, or poor quality
images resulting in failing recognition.
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Noise can be added at any stage that causes considerable damage to the pixels con-
cerned. Several image pre-processing operations such as enhancement and filtering can
be applied to segregate the noise from the test samples.

—  Cluttered background:

The cluttered and complex background constitutes a significant threat in face
recognition. The face recognition systems are best suited for ideal (i.e., constant)
background-related problems. However, the system’s performance can inevitably
decrease under the interference of cluttered background scenes such as motion, color,
texture, overlapping of objects, and environmental conditions (i.e., dust, haze, cloud,
and rain). The researchers preferred highly constrained and strongly perception-based
simulated environments for face recognition tasks in earlier times. However, real-time
scenarios have not been adequately addressed in recent past research. Conventional face
recognition techniques such as contour-based and receptive field-based techniques are
not convenient for effective facial recognition because the contour includes additional
pixels, while the receptive field has standard dimensions that may omit some significant
facial features. These extra pixels in the background cause a significant disturbance for
facial recognition system.

— Camera orientation:

Camera position greatly influences face recognition and surveillance system [147].
Some of the significant adjustment features that may affect the performance of the face
recognition system can be divided into specification-based and physical-based adjust-
ments. Specification-based adjustments include the configuration of the camera, such as
the model, lens quality, shutter speed, aperture, and resolution for capturing the images.
The physical adjustments include the camera’s location, the distance of an object from
the camera, alignment (i.e., direction), height, and other factors. All the mentioned
parameters including camera’s position should be effectively maintained. Deployment
of multiple cameras at a predetermined location and aggregation of multiple observa-
tions with different functions can solve this problem. However, this approach is not
feasible for time, maintenance cost, and unpredictable environmental concerns. An
additional light projection-based method can be used for the transformation invariant
adversarial pattern generation.

4 Countermeasure techniques against face identity threats

The face biometric-based recognition system has attracted the attention of researchers,
although it still suffers from various face identity threats to real-world problems. Several
state-of-the-art countermeasures (i.e., anti-spoofing) techniques have been investigated to
mitigate the impact of face identity threats over the last decade. This paper briefly introduces
the basic functioning of some robust anti-spoofing techniques based on dimensionality
reduction, feature extraction, classification, and neural network. A comparative study of var-
ious countermeasure techniques, including their characteristics, purpose, advantages, and
disadvantages, is described in Table 2.

4.1 Dimensionality reduction techniques
Dimensionality reduction is the most popular method in machine learning. This technique

reduces the feature dimensions (i.e., the number of independent variables) by considering
only those essential variables that are accountable for discriminating the features. Given the
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scope of this paper, some of the most prominent methods of dimensionality reduction are
discussed here.

Principal component analysis [19, 27, 32, 34, 88, 149] is an unsupervised, non-
parametric, and statistical analysis-based algorithm that was first proposed by Sirovich and
Kirby [102] in the 1980s. is used for various tasks such as dimensionality reduction, feature
extraction, and classification for given distributions. For instance, if we have m independent
variables, PCA uses only the p variable, where p<m is used for feature extraction. PCA
reduces the data from n-dimension to k-dimension and computes the covariance matrix as
shown in (1).

Y = %Z(x")(x"ﬂ (1
i=1

The PCA method is quite helpful for significant variance and noisy data-based problems.
The covariance problem can be easily handled by two-dimensional principal component
analysis.

Linear discriminating analysis [15, 19, 49, 65, 164, 186] is a supervised learning-based
algorithm. LDA is used to minimize the dimensionality of the feature space, maximize the
two-class distance, and at the same time minimize the intra-class variance of the class. The
LDA process is consists of three steps: the first is to calculate the distance value by the mean
of different classes, also termed class variance as shown in (2).

n
- - T
sp= Y Ni+(q—xi)- (1 —xi) )
i=1
The second step determines the distance between a sample and the mean value, known
as intra-class variance as represented in (3).

n

n Nj
sw=Y (Ni—=1Dsy=Y > (xij—i)- (i j— )" 3)

i=1 i=1 j=I

The third step is to apply dimensionality reduction, where an intraclass variance is min-
imized, and the interclass variance is maximized. To do this, the fisher’s criteria P must
satisfy the following (4):

T
. 2 ‘ o)
-Sy - P

Fisher Face LDA is an extension of LDA, which provides robust solutions for identifying
changes in illumination and various emotions.

Singular value decomposition [62, 70, 188] is an effective method for facial recogni-
tion related problems including low illumination and cluttered backgrounds scenarios. SVD
can be deployed to extract the covariance matrix based on the statistical model to analyze
data efficiently. The eigenvalues and eigenvectors can be easily calculated through matrix
diagonalization as shown in (5).

Py, = arg max
P

Apxn = mmemannTxn (5)

Where,A is any matrix of order mxn, U is the square matrix (i.e., column vector), S
is a diagonal matrix of order mxn, and V' can only exist, if the eigenvectors are linearly
independent. Now the two singular vectors, U and V are arbitarily taken for orthogonal
symmetric and square matrix such as AAT and AT A. Both these matrices have the same
rank, say R and eigenvalues, either zero or positive. U and V must satisfy the following
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condition of the (6).
UTU = vV = I(IdentityMatrix) (6)

Discriminative common vector [4] extracts critical information from training samples
of different classes, known as common vectors. The DCV process involves three steps: the
first is to calculate the null spaces in the interclass matrix. The second is to assign the sample
from each class. The third is to calculate the class variance.

Kernel PCA [170] is an unsupervised technique that involves a kernel trick to represent
the non-linear geometry of face images. The kernel PCA includes the following steps for
mapping the high-dimensional feature spaces to input (i.e., face images).

— Calculate dot product of the image matrix with the help of kernel function.

— Find the eigenvector of subspace for the covariance matrix and then apply normaliza-
tion.

—  Now, check the test point on the eigenvector using the kernel function.

Sometimes two-dimensional PCA poses a multi-dimensionality problem for estimating
the covariance matrix. Therefore, a kernel trick (i.e., K2DPCA) is utilized to eradicate
the non-linearity by transforming the high-dimensional data into low-dimensional feature
space. Liu et al. [91] proposed a weighted kernel PCA method that provides promising
results to recognize facial features.

Kernel LDA [180] is a non-linear expansion of the LDA method used for dimensionality
reduction. The kernel is used to represent the non-linear distribution of features.

Discrete cosine transformation [6, 111, 117, 120, 174] is a transformation-based
holistic method representing the sum of two-dimensional sinusoids for the given images
consisting of different magnitudes and frequencies. The DCT technique is primarily utilized
for analysis of textural and structural plastic surgery, face morphing, illumination, camera
orientation, and image compression. The JPEG lossy compression is the best example based
on DCT techniques. The working of DCT is similar to discrete Fourier transformation as
represented in (7).

M—-1N-1
7(2m+ 1)p w(2n 4+ l)g
Bpg=ap o ZOZOA Ceos(— =) eos(— ) (D)
m=0U n=

where, M x N is the input image, A, , is the intensity of the pixel in row m and column n.
(7) must satisfy the condition0 < p < M —1and 0 < g < N — 1 for all inputs. o, and o
are the normalization factors as represented in (8) and (9), respectively.

\/% fOV, P = 0 (8)
o =
i ,/% otherwise,1 < p <M —1
\/LW for,q =0
g = 2 . ®
~ otherwise,1 <g <N —1
The B, is known as the DCT coefficient.

4.2 Feature extraction technique
Feature extraction is an essential face recognition process, where the discriminating fea-

tures are extracted from the input data and mapped with the stored data. Large-scale
research work has been done in the field of features extraction. This survey paper discusses
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robust state-of-the-art feature extraction techniques including most sophisticated feature
descriptors along with a tabular comparison of their advantages and disadvantages for face
recognition problems (see Table 2).

Local Binary Pattern [21, 29, 40, 46, 84, 96, 123, 176] is a robust and extensively
used feature extraction method, especially in face recognition. Different variants of LBP
methods are proposed and optimized to address various facial identity threats in state-of-
the-art research. Figure 9 demonstrates the LBP’s process for a grayscale image.

LBP is computationally efficient concerning the time and cost, which makes it most
interesting and useful. However, the illumination effect for a simple kind of LBP is
monotonic.

Histograms of oriented gradients (HOGs) [5, 31, 159, 186] were proposed by Lowe
in 2004 [33]. HOG is a widely used feature descriptor for object detection in the field of
computer vision. This method represents the histogram for several oriented gradients. A
histogram is the distribution of intensity over an image, whereas a gradient or slope is a
kernel used to detect edges and other discriminable features of an object or a face. The term
oriented refers to the motion of gradients along with directions. Generally, HOG calculates
the two main parameters, i.e., gradients direction and magnitude. The term magnitude refers
to the abrupt change in intensity. The HOG computation includes some processing steps as
follows:

— HOG can be applied to any image containing a fixed aspect ratio. However, the magni-
tude and orientation of the horizontal and vertical gradient can be calculated using (10)
and (11):

Magnitude Gy y) = v (G% + Gf,) (10)

Gy
O,y = arctan | == Y

X
Where, x and y represents the change in intensity concerning vertical and horizontal
direction, respectively.

— HOG shows promising results for 8 x8 image size, thus a gradient for RGB channel
window with two parameters (i.e., magnitude and direction) are considered here to
simplify the calculation. Thus, 8 x8x3 = 192 will be the total pixel value, and the total
number of bins will be 8x8x2 = 128.

— HOG is calculated as a one-dimensional vector with nine bins (i.e., elements) with
a range of 0 to 160. The contribution of each bins’ response can be plotted on the

150 [ 60 | 70 1 0 0

| 180 | 120 | 160 =| 1 1 = 155

k.
‘4,‘ 210 | 50 | 190 101

Binary Decimal

*3 Pi 2
3*3 Pixels Threshold 120 10011011 155

Fig.9 LBP operation
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histogram graph, and finally the gradient can be normalized by applying the L2-norm
to reduce the lighting effect.

Scale-invariant feature transform [8, 9, 71, 142, 171] is a local feature descriptor
technique for image-based problems. The SIFT model showed efficient processing of omni-
directional images with different transformation invariance such as scaling, rotation, and
more. Figure 10 depicts the logic to separate the key-point descriptors from image gradients.

Speed up robust features [19, 60, 113, 144] is a fast and efficient feature descriptor for
extracting salient features with invariance to scale, orientation, and illumination changes for
face detection. Sometimes SURF is useful for eliminating undesired motion found in videos
using its features extracting capabilities.

Gabor wavelet transformation [8, 26, 34, 56, 82] includes a biologically inspired fea-
tures extraction capability for face detection. The Gabor wavelet features consist of two
parameters: scale and orientation. Gabor wavelet performs tremendously, especially when
modularity is used. Sometimes wavelets can be used as an activation function for deep
learning neural networks.

Voila jones [13, 25, 71, 108, 129, 149] is a simple, fast, and robust method proposed by
Paul Viola & Michael Jones in 2001 for real-time face detection and recognition. The Viola-
Jones method provides faster computation due to integral images and represents efficient
results for low-resolution (i.e., small-sized) images. The following steps include in viola-
Jones process as follows:

— Haar-Like features [129, 149] is a fast, robust, and efficient classifier consists of
different grayscale patterns (approx. 162000 features) of black and white pixels that
represent a high resemblance to human facial features. Figure 11 pictorially repre-
sents the most common Haar-like features: edge features, line features, center-surround
features, and four-rectangular features.

The haar classifier matches their features with the human face’s grayscale shades
near the eye, lip, and eyebrow to distinguish the face and a non-face class.

— Integral image [75] is used to calculate the shaded region of the detected face.
Figure 12 shows a straightforward calculation of the region of interest (i.e., shaded pix-
els) for any image using the four associated values. (12) demonstrates the process of
calculating any region from the image. Here, we consider the shaded region of Fig. 12

)
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Image gradients Key-point descriptor

Fig. 10 Key-point descriptor calculation in scale invariant feature transform (SIFT) [47]
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Fig. 11 Pictorial representation of most common Haar-like features

for better understanding the concept.

Sum =1(A)+I1(D)—-1(B)—1(C) (12)

Where, A and B are the points from left to right at top position and C and D are the
bottom ends points of the shaded cell regions. The sum denotes the total pixel values of
the shaded area as shown in left side image.

— Adaboosting [25, 71] is used to train the Haar-like feature to obtain a robust learned
model. Adaboost creates a strong classifier by combining multiple weak classifiers
together consisting of specific facial features. The (13) represents the sum of feature
maps consists of boosting coficient and training samples for all inputs.

F(x)=oa1 f(x1)+ a2 f(x2) + a3 f(X3)eenrnn + a, f(x) (13)
Image Integral image
5 1 4 7 0 5 2 5 4 2 3 7 10 17 17 22 24 29 33
s |51 s|alw|als]s 10| 16|21 31|43 47|62 68| 76| ss
3[(5](10 5 [ESEIESEEON 4 | 9 13 | 24 | 39 | 56 | 73 | 80 | 98 | 113 | 125 | 146
641 6 |NCHIRIEE 10 | 5 19 | 34 [ 50 | 76 | 99 | 106 | 131 | 150 | 172 | 198
08110 810014117 19 | 42 | 68 | 95 | 126 | 133 | 158 | 181 | 204 | 237
9 0 2 305
SO0 N ° 28 | 59 | 85 | 114 | 147 | 164 | 190 | 214 | 240 | 278
2141 o7 ]10]|s5]|s8]7
30 | 65 | 92 | 128 | 161 | 185 | 221 | 250 | 284 | 329
71110 s|o|l1]of3]10
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Fig. 12 Calculation to obtain the shaded region using integral image
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The sum of all such weighted feature maps can be determined using (14).

T
Fix) =) fi(x) (14)
t=1

Where «;, is the boosting factor and f(x;) is the training samples for i=1, 2, 3, ......
n, and F;(x) is the summation of all such functions for r=1, 2, 3, ...... T—-1,T.
— Cascading is a process of separating strong classifier from other weak classifiers. The
classifiers can be evaluated on the basis of matching feature’s performance applied to
the images to be tested. The cascading of the classifier is shown in (15):
o0
E(0) =) E[fi-1- () +a - hx)] (15)

t=1

Skin color is a special feature of the human face to differentiate the face from other parts
of the body. State-of-the-art research investigated various skin color models, although we
consider the most prominent skin color models [76, 79, 146], such as RGB, CMY, YUV,
Y CyC,, HSV, and CIE-XYZ. The RGB model is comprised of three primary colors, namely,
Red, Green, and Blue. RGB color is the most reliable and convenient for the human visual
system. The CMY (or CMYK) model is used interchangeably with the RGB model. The
YUV model includes two parameters: the first is the Y channel (i.e., luminance), responsible
for detecting of colors, and the second parameter is the combination of U and V to represent
the chrominance values. The YUV is used in television for video broadcasting, e.g., PAL or
NTSC. The Y C,C, model [95] is the most prominent model used to represent the colors for
digital TV due to its ability to tackle complex scenarios. Here the Y parameter represents the
luminance part, and the other two combined parameters, C;, and C,, show the chrominance
part of the color. The Y C,C, model has a mathematical connection with the well-known
RGB model, The parameter Y can be derived from (16).

Y =0.299xR 4+ 0.587xG + 0.114x B (16)

Whereas, the chrominance parameters for blue and red color can be calculated by the
(17) and (18), respectively.
Cy=(B-Y) a7

C,=(R-Y) (18)

The HSV model [14] includes Hue, Saturation, and Value parameters. In this model, Hue
comprises color depth information, saturation defines the strength of the whiteness, and the
value represents the count of intensity (i.e., brightness). Sometimes, HSV is also referred
to as HSB or HSI [11] model, where H and S parameters are identical to the HSV model,
whereas B in HSB stands for brightness factor, same as parameter ‘I’ in HSI stands for
intensity value. HSV is useful for face spoofing threats as it can extract depth information.
H, S, and V parameters can be determined from the (19)-(21), respectively.

H — cos! 0.5x[(R — G) + (R — B)] a9
V(R =G)>+ (R —G)x(R — B)
S=1_3w (2())
R+G++B
V=(R+G37++B) 21
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CIE-XYZ has three parameters such as X, Y, and Z, which have a relation with R, G,
and B parameters of the RGB color model as shown in the following (22)—(24).

X =0.490186x R + 0.309879x G + 0.199934x B (22)
Y =0.177015x R 4 0.812324x G + 0.010660x B (23)
Z =0.010077xG 4 0.989922x B (24)

This model is suitable for color matching purposes as it can efficiently measure even
small discriminable changes in the colors.

4.3 Classification technique

Various classifiers have been proposed and discussed in state-of-the-art research works.
However, this section only provides contemporary insights for techniques that are primarily
used to tackle face identity threats such as support vector machine, k- nearest neighbor,
Bayesian network, hidden Markov model, and distance-based classifiers. The comparative
analysis for all classification-based countermeasure techniques is shown in Table 2.

Support vector machine [10, 13, 20, 25, 27, 51, 135, 138, 151, 184] is a robust multi-
class classifier primarily used for face recognition problems with machine learning and deep
learning architectures. SVM identifies support vectors for each class best separated from the
decision boundary using either of the two non-linear kernel functions, i.e., RBF and Gaus-
sian. Figure 13 shows the typical flow of the SVM process to calculate the support vectors.
The best separating line that classifies different regions is also known as a hyperplane.

The kernel can be a linear, polynomial, radial basis, and simple a sigmoid function. The
non-linearity can be handled efficiently by the kernel trick in SVM as indicated in (25).

7 = e-)’(x2+)’2) (25)

In SVM, the radial basis function can be implemented using (26) and (27), and the

Gaussian kernel can be implemented using (28) as shown below.

Positive Hyperplane
Maximum Margin perp

Maximum Margin /
Hyperplane — | ' ‘
T § L B :
ot / ~

(Maximum Margin Classifier) ‘ Support Vectors
Negative Hyperplane

Fig. 13 SVM process
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— Radial basis function (RBF):

Dcy) =4/ (x> +?) (26)

Fx) = Zal i exp( ||x2— i >+b @7

— Gaussian Kernel:

2
K(x,y) = exp (—%) +b (28)

where, (x, y) is the coordinate of the centre.

K-nearest neighbors [4, 15, 40, 176] can be considered as a replacement for SVM,
especially where brute force effort is not reliable over a long period of time. The K-NN
algorithm compares the nearest neighbors and based on that inference, it counts the votes
and classifies the decision.

Bayesian network [173] is a statistical and probability analysis-based model widely
used to solve real-world problems. The outcome of the Bayes theorem is not always perfect
but almost trustable as it is associated with the persuasive logic of statistical analysis. The
purpose of Bayes’ theorem is to determine the most likely hypothesis from the fundamental
knowledge extract from the given input data and their prior probability for different theories.
Bayes’ theorem is shown in (29):

P(D|H) - P(H)
PHID) = ——— 29)
P(D)

Where, P (H )= Prior probability of hypothesis H, P(D)= Prior probability of training
data D, P(H|D)= Prior probability of hypothesis H given D (Posterior Density),P (D|H)=
Prior probability of training data D given hypothesis H (Likelihood of D given H).

Hidden markov model [112, 132] is designed to focus on sequences of emitted or lost
regions of the face rather than on the entire face. These emitted (or lost) regions of the face
precisely fix the occluded (i.e., covered) part of the face when compared with a full face.
This model considers the five standard face attributes such as forehead, eyes, nose, mouth,
and chin to normalize the holistic face region in accordance with sequence-wise contextual
facial grammar. Figure 14 represents a complete framework of HMM with a neural network
for recognizing facial expressions based on face grammar.

Distance metrics classifiers are mainly used in many machine learning and deep learn-
ing techniques. These methods utilize the correlation between different data features to
predict the class. The most popular distance metrics classifiers are Euclidean distance,
Manhattan distance, Chi-square distance, and cosine similarity.

Euclidean distance [9, 13, 45, 112] is an efficient and effective method for measuring
the distance between two data samples for any order of dimensions. Euclidean distance can
be represented by (30).

DEguclidean =

Z(qi —pi)? (30)

Where, p and ¢ are the samples for n-dimensional feature space, and D is the distance
of these data samples. ) is the sum of the calculation for each category.
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Manhattan distance [82] is the distance between two data samples that can be measured
at right angle to the axes. This method is also referred as City Block Distance or D4 method.
The distance between two points A(p1, ¢1) and B(p2, ¢2), can be measured through the
@30).

> pi — ail (31)

i=1

D yannartan =

Where, n is the total number of samples and let’s suppose, i and ¢ are the two data
points for i=g=1 and i=g= 2. It can be increased for any number of data samples. Y _ is the
summation of such categories.

Chi-square distance [176] method investigates the difference between what is actually
found in the study (i.e., observed data), and what is expected to be found find (i.e., hypoth-
esis) for each considerable data point. The Chi-square method is best suited for comparing
different histogram patterns in the face recognition domain because of its easy computation
and interpretation. The chi-square distance can be calculated as shown in (32).

2 _ I X —Y)?
DChl—square =X = B ; (X; + 7)) 32)
Where, x? is the measure of chi-sqaure, X; and Y; are the observed data samples. Y is
the sum for each category.
Cosine similarity measure [45, 111, 117] is the similarity index between two different
vectors. The cosine represents the product of two vectors concerning the angular direction,
where these vectors are pointing. The cosine similarity score can be measured by using (33).

P-q _ Y i1Pidi
P i-lal o 2 [T g

Where, || p |land || ¢ || are the length for vector p and vector g, respectively. ”p” and

(33)

DCUsinesimilarity =cosf =

||q [
are the normalized vectors. ) is the sum for each category. The term ) ;_, p; - ¢; represents

the productive sum of two vectors for each category.
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4.4 Neural networks-based techniques

A neural network [52, 94, 109, 112, 124, 144] is a set of algorithms that learns from the
data itself and subsequently, identify discriminating patterns (relationships) to classify these
data. A neural network is a replica of the human brain, consisting of various components
such as neurons, dendrites, axons, and soma that are span millions. The smallest unit of the
neural network is the perceptron (two-layer artificial neural network), first introduced by
Rosenblatt in 1957. Neural network-based techniques are the primarily preferred in state-
of-the-art research to solve real-world problems, including the countermeasures for facial
identity threats. A neural network is an appropriate option for small and large database-
related problems. The structure of a simple neuron is depicted in Fig. 15.

Single-layer neural networks [2] aim to understand the psychology of the human brain
using a simple type of feed-forward neural network. This method takes the inputs in numeric
values referred to as weights to generate output based on specific functions. Single-layer
neural networks include a simple architecture with low computational cost to solve real-
world problems. The architecture of a single-layer neural network is depicted in Fig. 16.

Multi-layer neural network (MLNN) [119, 156] is another neural network consisting
of more than two layers, including at least one hidden layer. Two or more multi-layer neural
networks can create a new and faster model known as the ensemble model [26], which is
used to efficiently perform various complex tasks, such as medical diagnosis, face spoofing,
and more. However, it requires more computation time and cost.

Convolutional neural networks (CNNs) [52, 123, 124, 154, 167, 177, 178, 183, 184]
is a powerful feature extraction and classification technique. The convolution operation is
performed to find a correlation among different pixels associated with that image. Figure 17
illustrates the complete process of CNN, including feature vector, multiple feature maps,
pooling, flattening, fully connected layer, and finally, the classification.

CNN supports transfer learning by sharing the weights of pre-trained models like Ima-
geNet. There are different types of CNN variants that make it robust such as AlexNet,
VGG16 [16, 101], VGG19 [139], ResNet50 [92], InceptionV3 [30], InceptionResNetV2
[37], [122], MobileNet [39], and deep residual networks (DenseNet121 [166], DenseNet169
[182], DenseNet201 [169]). Other modular variants of convolutional neural network such
as scattered CNN [177], Multitask- CNN [111], and CNN with RNN [67] are also analyzed
and compared here. The CNN-based model [84] for video attack detection provides error
rates of only 1.3% for the replay-attack, and 2.5% for the CASIA-FA datasets. The face-
based presentation attack detection method provides the best error rate of only 0.3% with
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Fig. 15 The structure of neurons
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the wide multi-channel presentation attack (WMCA) dataset for a three-dimensional silicon
mask using a CNN. Therefore, the computation cost of TCDCN is very less. Table 2 pro-
vides a comparative analysis of countermeasure techniques to handle various facial identity
threats.

Summary and remarks

Table 2 provides a detailed comparative analysis of various countermeasure techniques
based on dimensionality reduction, feature extraction-based techniques, classification-based
techniques, and neural network-based techniques to reduce the impact of various challenges
associated with face recognition systems. Some methods can be used for multiple purposes.
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Fig. 17 The process of Convolution Neural Network
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The fourth column of Table 2 clearly indicates the applicability of these countermeasure
techniques on identified threats.

5 Comparative analysis of state-of-the-art approaches

In the recent past, various state-of-the-art approaches have been proposed and optimized
to provide an efficient solution to the above-mentioned face identity threats. This paper
provides a detailed comparative study of different state-of-the-art approaches for these iden-
tified threats based on the significance, relevance, and research interest. This paper divides
the complete analysis of countermeasure techniques for facial identity threats into four sub-
sections: direct spoofing, indirect spoofing, zero effort imposter, and other factors. Each
sub-section is composed of tabular comparison followed by a summary on the best method-
ologies based on the performance measures. We also indicate some remarks on the merits
and demerits of the techniques. Table 3 to Table 7 represents the countermeasure tech-
niques proposed to reduce the impact of these identified facial threats. Table 8 presents the
comparative studies of state-of-the-art approaches involving modular (i.e., multiple) face
identity threats. Table 9 provides a detailed description of the various available benchmark
face datasets to address these face identity threats. The abbreviations and their meanings are
mentioned at the bottom of each table. However, repeated abbreviations are explained only
once.

5.1 Comparison and discussion on direct spoofing

We have categorized direct spoofing countermeasure techniques into two sub-categories:
plastic surgery and makeup. The tabular comparison take into account various factors such
as the concept, the methodology used, the dataset used, the performance measures, and
the limitation. Table 3 represents a comparative analysis of state-of-the-art techniques to
reduce the impact of direct spoofing of the face.This analysis of countermeasure techniques
includes three sub-sections: textural plastic surgery, structural plastic surgery, and makeup-
based spoofing.

Summary and Remarks

Few research articles are published in this particular area of research, which includes
holistic face region-based [36], ocular information-based [71], and depth information-based
(i.e., heterogeneous sketches) [19] countermeasure methods. However, this survey paper
only includes some of the best methodologies with their pros and cons to overcome these
threats.

The Geometric-based analysis [45] and periocular biometric-based analysis [130] out-
performs the other recent methods. The average recognition rate for local and global plastic
surgery is 78.5% and 76.1%, respectively. The fusion of feature-based and texture-based
methods [6] represents an accuracy of 91%. Singh R, et al. [149] represents a hierarchy for
all possible plastic surgeries on face regions performed to date globally. The research article
[71] represents 87.4% rank-1 accuracy for plastic surgery.

A shape, texture, and skin color analysis-based methods for detecting facial makeup
with a detection rate of 93.5% have been proposed by Chen C., et al. [25]. Ueda S., et al.
[163] represents the two different scenarios for evaluating disguised faces (i.e., imperson-
ation and obfuscation) with explicit noting for light makeup and heavy makeup. Transfer
learning-based method (named Style Transfer) with the cycle-consistent generative adver-
sarial network (i.e., cycle-GAN) is proposed by Chang H., et al. [24] to find out the
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optimized result with understanding the impact of makeup on faces in face recognition.
Among other practical approaches, the patch-batch ensemble learning method [26] and
the non-permanent face altering approach [34] provide significant results specific to this
problem.

An arduous study of state-of-the-art research for plastic surgery and make-up based
face identity confirms that researchers have paid less attention to this area. The main rea-
son for this issue is the unavailability of appropriate benchmark datasets with non-linear
variations. Plastic surgery-based datasets are difficult to analyze, especially for evaluating
real-world scenarios, because of the various legal safety and security concern of the pub-
lic. Thus, no state-of-the-art approach has provided an acceptable level of identification for
plastic surgery-based problems. However, Singh M., et al. [148] introduced a new bench-
mark dataset in 2018 for disguised faces, named Disguised Faces in the Wild (i.e., DFW).
This dataset provides an impersonation rate of up to 96.80%.

5.2 Comparison and discussion on indirect spoofing

We have categorized indirect spoofing countermeasure techniques into two sub-categories:
two-dimensional spoofs and three-dimensional spoofs. Table 4 shows a comparative analy-
sis of the state-of-the-art techniques to reduce the impact of indirect spoofing which again
consists of photo attack, video attack, and mask attack. Extensive research work has been
done in the field of photo attacks and video attacks, as these types of spoofing are easy to
implement and inexpensive in terms of cost. In contrast, mask spoofing (attacks) are costly
and hard to implement practically.

Summary and remarks

Spoofed faces typically have some image distortion reflecting the poor quality of the
input image compared to the original acquisition. The color texture [27], and luminance
parameters [20] are significant factors to distinguish these distortions from the real acquisi-
tion. Choi J., et al. [29] investigated the thermal, infrared, and visual imaging-based samples
for the experiments. The authors obtained the best recognition rate with these samples
for identifying the spoofed faces. The moiré digital grid patterns [S1] also perform better
for detecting presentation attacks. The HOG descriptors with light field disparity outper-
form other methods for classifying spoofed face and genuine face [138]. The kernel-based
method [178] also shows efficient results for replay attack (i.e., video attacks) problems.
Silicon mask detection-based technique [52] represents best results (i.e., 0.3% error rate
only) among the state-of-the-art approaches to detect 3D face mask. In reference [121], the
most prominent anti-spoofing methods are critically analysed.

5.3 Comparison and discussion on zero effort imposter

Zero effort imposter threat constitutes two categories the first is identical twins and the sec-
ond is a face morphing. However, these threats have not been resolved till date due to some
facts such as unavailability of datasets, biological and genetic reasons of medical science.
Table 5 demonstrate a comparative analysis of the state-of-the-art techniques representing
the recent development to mitigate the impact of zero effort imposter threats.

Summary and remarks

The identical twins-based problem poses a significant threat to the existing face recog-
nition systems. No research has proved the significant consequences of facial recognition
for identical twin problems in practical situations to date. However, few researchers indi-
cate some alternatives to address this issue. Phillips P. J. et al. [118] presented a covariate

@ Springer
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analysis-based method, which provides better recognition results. The impact of various
facial expressions and illuminations on identical twins are investigated by Paone JR., et al
[114] to achieving better results. The aging factors such as the erosion ratio of skin tone and
wrinkles are investigated to achieve effective results for similar threats [82]. The research
article [153] indicates that every human face has at least one unique facial marking that
distinguishes it from other people. These facial marks can be moles, freckles, birthmarks,
patches, and scars depending on ethnicity, race, and various genetic (hormonal) changes.
Furthermore, the literature confirms that these facial marks are particularly helpful in
effectively discriminating the features for identical twins.

5.4 Comparison and discussion on other factors (intrinsic threats)

We have categorized intrinsic threats related countermeasure techniques into two sub-
categories: Intrapersonal and interpersonal. The intrapersonal factors that becomes barrier to
face recognition can again be classified into partial occlusion, various facial expression, and
aging. In the same way, the interpersonal factors can also be divided into race and gender.
The threat of race is a genuine problem that currently needs to be solved. Therefore, sat-
isfactory results are still awaited. Face-based gender identity threats is also unsolved issue
till date due to various factors such as absence of adequate and benchmark dataset, sensitiv-
ity and social exclusion. Table 6 represents a comparative analysis among various interinsic
factors.

Summary and remarks

Table 6 represents a comparative analysis of various recent countermeasure methods to
tackle intrinsic facial identity threats such as partial occlusion, facial expression, aging,
race, and gender. Lu Xh, et al. [94] implemented a local and global feature-based method to
detect partial occlusion of the face. In contrast, Wan J., et al. [165] analysed the appearance-
based method. Lian Y., et al. [88] proposed infrared and thermal image data-based technique
methods to present a better recognition rate for the partial occlusion.

The nuclear-norm-based approach [42] obtains accuracy up to 93.1%. However, this
method is limited to showing poor results with illumination variations. A single-shot-multi-
box detector method [191] achieves an average precision of up to 95.46% for all categories
of partial occlusions. Anzar S., et al. [8] introduced a new technique that includes two
sophisticated features descriptors: bi-orthogonal discrete wavelet and SIFT. This method
achieves the best accuracy of up to 90.5% for randomly applied partial occlusions. Ref-
erence [32] critically reviewed state-of-the-art approaches detecting partial face occlusion.
This study concludes that the partial occlusion detection rate for sunglass prop can be
improved up to 94.2%. The gravitational search-oriented Restricted Boltzmann Machine
(RBM) with the SURF feature-based method [144] provides the highest accuracy of par-
tial occlusion up to 98.72%. Extensive research work has been done in this evolutionary
field of facial expression recognition. The literature study confirms that a total of seven
noticeable facial expressions such as angry, disgust, fear, happy, neutral, sad, and surprise
have been studied and investigated by researchers worldwide due to global uniqueness.
State-of-the-art research includes shape-based approach [177], kernel-based approach [10],
real-time video-based approach [117], and short-time annotation-based approach [63]. Most
research works represent expression-wise accuracy rather than each expression. The illu-
mination invariance-based facial expression method [40] achieves up to 99.82% accuracy
for the NVIE dataset with infrared light. However, micro-expressions-based research such
as blinking eyelids is not adequately addressed and still needs to be explored by research
communities. Aging is also a significant factor that affects the automatic face recognition

@ Springer
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system. Due to various deformities occurring on the face over time, such as facial hair dis-
coloration, wrinkles, freckles, and sagging, the verification tool can not detect the same
person, who enrolled their face biometric a few years ago (say 20 years), resulting in face
recognition fails. The wrinkle-oriented active appearance model [177] provides significant
results for predicting age over time. However, this research threat has not received enough
attention compared to other face identity threats.

The race is area of research involves only analytical observation, but no experimental evi-
dence exists to date as benchmark datasets are not available, and subjects of this race must
be from different geographical locations. Gender recognition based on facial features is
also lacking due to various reasons such as the non-availability of adequate and benchmark
datasets, sensitivity and social exclusion, country-wise laws and regulations, legal recogni-
tion for gender change and hormone replacement policy, and facial surgery. The significant
parts of gender classification include men and women. The physical structure (i.e., body)
and appearance (i.e., face) of men and women differ broadly. Sexual dimorphism is a medi-
cal term used to represent males’ and females’ body shape and morphology. Recent studies
show that men and women may differ based on soft tissues, i.e., skin and muscles, and hard
tissues like skeletal or skull elements. The race is the most ignorant field in state-of-the-
art research due to the unavailability of benchmark datasets till now. Thus, no experimental
evidence exists for this significant challenge, although few analytical analysis-based studies
for different geographical locations appear in the literature.

5.5 Comparison and discussion on other factors (extrinsic threats)

We have categorized extrinsic threats related countermeasure techniques into five sub-
categories: pose variation, illumination variation, low resolution, cluttered background, and
camera orientation. Table 7 represents a detailed comparison of various state-of-the-art
techniques used to minimize the impact of extrinsic factors.

Summary and remarks

Face pose variation is a significant challenge for face recognition systems. Several meth-
ods have been proposed to overcome this problem. A thermal image-based method [103]
provides the best match score of up to 83% for blood vessel-based analysis. The structural
and contextual feature-based method [183] considering Euclidean loss function achieves
a mean error of 3.26% and standard deviation of 0.83% for the AR database. Li J., et al.
[86] introduced facial attributes prediction model and Wu Y., et al. [172] proposed fiducial
facial landmark detection model to identify different poses efficiently. Deep architecture-
based methods perform extremely well, especially for the problem of different poses. The
deformable FaceNet-based approach achieves a recognition accuracy of 8§2.11% on the
MEGA face challenge dataset.

Several recent works, raising the low-illumination and variable lighting conditions have
been introduced. However, no work provides excellent results when dealing with light-
ing variations. Zhang G., et al.[186] proposed a gradient-based method for an illumination
insensitive solution. This method obtains a recognition rate of 99.83% for the PIE database
and 98.96% for the Yale B databases. The adaptive homomorphic method for eight local
directional patterns [46] obtains a recognition rate of 99.45% with CMU-PIE databases
and 96.67% with Yale B databases. Other methods, such as spectral analysis [21] and
color-image classification method [141], also achieve good recognition results.

Singular value decomposition [70] and thermal imaging-based approach [108] out-
perform other recent methods. Various filters segregate the noise factors from the input

@ Springer
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samples, and results represent a low-resolution invariant outcome with better recognition
rates.

A self-organizing map-based method is introduced in state-of-the-art research to iden-
tify the foreground objects with reasonable accuracy through rearranging the neurons with
the highest receptive fields. The feature-based techniques, such as constellation (for sta-
tistical and probabilistic analysis) and Viola Jones (for Adaboosting and Cascading), are
implemented and extensively analyzed in [168] to tackle cluttered background problems.
Handling dynamic background and shadow of the image are still challenging tasks due to
the absence of any feasible benchmark dataset related to static or dynamic background.
However, background subtraction and frame differencing are the most reliable techniques
to detect the motion in the object.

Some of the significant adjustment features that may affect the performance of the
face recognition system can be divided into specification-based and physical-based.
Specification-based includes the configuration of the camera, such as the model, lens qual-
ity, shutter speed, aperture, and resolution for capturing images. The physical-based features
include the camera’s location, the distance of an object from the camera, alignment (i.e.,
direction), height, and other factors. All the mentioned parameters including camera’s posi-
tion should be effectively maintained. Deployment of multiple cameras at a predetermined
location and aggregation of multiple observations with different functions can solve this
problem. However, this approach is not feasible for time, maintenance cost, and unpre-
dictable environmental concerns. An additional light projection-based method can be used
for the transformation invariant adversarial pattern generation.

5.6 Comparison and discussion on other factors (extrinsic threats)

Sometimes, more than one face identity threats occur simultaneously, thus causing a huge
impact on results. Researchers noticed this observation and proposed methods to effectively
resolve modular (i.e., multiple) type of face identity threats effectively. Table 8, represents
a detailed comparative analysis of state-of-the-art techniques, which are used to reduce the
effect of multiple identity threats from the hierarchy as depicted in Fig. 4 of Section 3. Here,
we are only describing some techniques based on performance relevance in tabular form .

Summary and remarks

The face recognition system is adoptable if it is effective in an unconstrained environ-
ment. More obviously, a face recognition system must be capable enough to deal with
multiple challenges at once. Some researchers proposed a robust face recognition system
that achieved efficient results even when multiple face identity threats were present. Wu,
Yue et al. [171] proposed an integrated and robust facial landmark detection method for
occlusion and head pose estimation using SIFT feature descriptor with minimum average
error for the multi-PIE datasets. Jang, Jinhyeok, et al. [67] presented a recurrent neural
network-based method to distinguish various facial expressions with genders and age vari-
ations through visual effects. This method achieved an average accuracy of 91.36%. Shi Y.
et al. [142] investigated various facial expressions based on variable illumination and poses.
The SIFT, PCA, and SVM methods are utilized here for feature extraction, dimensionality
reduction, and classification, respectively. This method receives the best recognition accu-
racies of 98.52% for dry faces without additional light and 96.97% for dry faces with two
additional light sources. Duan, Qingyan, and Lei Zhang [43] introduced a boosting GAN
(BoostGAN) method for large-pose variations and corrupted regions, considering partial,
incomplete, and patch-based occlusions on the face. This method provides the best recog-
nition rate of 99.48% for single point occlusion and 99.45% for multipoint occlusions.

@ Springer
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However, this method is not generalized as it excludes scarves, sunglasses, and masks types
of occlusions.

5.7 Comparison and discussion on various dataset used in facial identity threats

Datasets play a vital role in training the machine for finding efficient solutions to any face
identity threat. There are various adequate and benchmark datasets available in the literature.
This survey provides a comparative description of these significant datasets. Table 9 denotes
the exclusive features of the benchmark face dataset, including dataset name, specification,
applicability or attack type, references, and the source links to download these datasets. The
specification (i.e., the second column) of these datasets provides further information about
the color channel, pattern (image or video), image size (training and testing), number of
subjects, and samples per subject. This paper organizes these datasets in a systematic order
of applicability, although some datasets are modular and can be used for more than one
attack. The source links given in this table are accessible at this time, although this may be
changed or removed in the future.

Summary and remarks

Most machine learning and deep learning-based face recognition algorithms are trained
on different face datasets to detect faces in the unconstrained environment, such as different
expressions, poses, occlusions, illuminations, resolutions, and more. To further investigate
the suitability and effectiveness of countermeasure techniques for the identified threats, we
provide a comparative study of different benchmark face datasets, including their specifica-
tions in Table 9. The Plastic Surgery, the Muct dataset, FaceScrub, Eurecom Facial Cosmetic
Dataset, MIW, and DFW datasets are primarily utilized for training the machine against a
direct spoofing attack. The NUAA, Print-Attack, YMU, Oulu-NPU, Replay-Attack, MSU-
MEFSD, and CASIA-FASD datasets are used to train the model against indirect face spoofing
attacks. The UND-Twins (2009-2010) dataset is the only reliable dataset to distinguish the
twin pairs. However, no benchmark dataset is found in the literature rather a synthesized
dataset is generated through various software and mobile APIs to tackle the face morph-
ing threat efficiently. Other factors that lead to the failure of facial recognition systems
are handled by the countermeasure techniques using various datasets such as JAFFE, BU-
4DFE, BU-3DFE, CK/CK+, and FER-2013 for various facial expressions, FMD for partial
face occlusions, LFWcrop, and FEI for pose variations. Some benchmark modular datasets
such as AR, FERET, The Yale Face Database, Extended Yale B, CMU Multi-PIE, BP-4D,
EURECOM KinectFace DB, and more are considered to have more than one threat.

6 Discussion

In this paper, a detailed hierarchy of different potential face identity threats is addressed and
analyzed sequentially with their appropriate countermeasure approaches. Section 1 briefs
the significance of the facial recognition system, the main steps of the face recognition
process, characteristics, and usability. Then, the motivation for this survey paper is men-
tioned, which indicates how these threats can be dangerous to public safety and security
systems if not adequately addressed. We also noted the innovative contribution to writing
this survey, followed by the structured workflow of the paper. In Section 2, we presented a
complete hierarchy of traditional face recognition approaches, including appearance-based,
feature-based, model-based, and a combination of multiple approaches, i.e., hybrid-based,
including their brief insights. In section 3, we proposed a new taxonomy for potential face
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identity threats with a brief description of each threat in a systematic manner. The impact
of these threats on the system’s performance is primarily focused and deeply analyzed in
this survey. Section 4 provides a brief overview of the various state-of-the-art countermea-
sure techniques developed to mitigate the effects of these threats to facial recognition. In
Section 5, the over 120 research articles and review papers are explored extensively
to conduct comparative analysis based on various parameters such as author’s contri-
bution, methodology used for feature extraction and classification, the dataset used, the
performance measures, and the limitations.

State-of-the-art countermeasure approaches are compared in a separate table for each
identified face identity threat, as shown in Fig. 4 of Section 3. A comparison of effec-
tive approaches for handling modularity-based threats in face recognition is also given in
Table 8. In addition, we also highlight the exclusive information of the various available
benchmark datasets in the tabular form used to handle these facial recognition threats. This
section is an essential part of this survey paper. The critical summary points of this study
are as follows:

— The most significant face identity threats are face spoofing, partial face occlusion, face
pose variation, various facial expressions, and illumination/ lighting effects, which can
drastically affect the system’s performance.

—  Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), and Sup-
port Vector Machines (SVM) are more robust machine learning methods for feature
extraction and classification to address the above face identity threats.

— Local Binary Pattern (LBP), and other variants of LBP such as circular-LBP, Densely
Sampled-LBP, Rotation Invariant-LBP, uniform-LBP, Co-occurrence of adjacent-LBP,
Patch-based-LBP, Extended-LBP, and is more widely used for feature extraction
purposes. These methods provide the best solutions for facial recognition problems.

—  Other efficient methods for resolving face identity threats are Gabor-wavelet (i.e., pow-
erful feature descriptor), k-NN (unsupervised clustering algorithm), Discrete Cosine
Transform, and Euclidean Distance.

— Deep Convolutional Neural Network (DCNN) and variants such as Scattered- CNN
and Multi-Task- CNN provides a robust solution. However, CNN also supports transfer
learning techniques to utilize the learning weights from a pre-trained model to achieve
significant results with a large dataset quickly. The best transfer learning techniques to
handle face identity threats are MobileNetV2, VGG16, VGG19, InceptionResNetV2,
InceptionV3, ResNet50, DenseNet121, DenseNet169, and DenseNet201.

— Benchmark dataset FERET is a multipurpose dataset containing a total of 14051 images
for the occlusion, expressions, illumination, and pose variations problems.

—  Other benchmark datasets include CMU-Multi-PIE (illumination and expression),
Extended Yale B (Different poses and illumination), DFW (impersonation and dis-
guised face), BU-4DFE (expression and facial landmarks), AR (facial landmarks,
occlusions, illumination), FER-2013 (universal facial expressions), and BOSPHORUS
(face poses, expressions, and occlusion) in the form of images and videos.

— Plastic surgery database is a single benchmark dataset consisting of 900 subjects and
a total of 1800 images for pre-surgery and post-surgery. Due to safety and security
concerns for the patients and the physicians, no other datasets have been created to date.

This section summarizes what we have done so far with the key highlights of the survey
paper. This survey manuscript provides a concise, crisp, and efficient analysis of various
facial identity threats. We hope this article will be of great help to scholars and others in
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their future research work in the domains of computer vision, machine learning, and deep
learning. Researchers and readers can benefit from this paper for their future research work.

7 Conclusion and future scope

For the last decade, facial recognition has been plagued by various challenges such as
face spoofing, occlusion, various expressions, poses, and many more that lead to a drastic
reduction in the system’s performance. Finding these challenges has been a consequential
and influential research topic in the field of computer vision. However, earlier generic sur-
veys and state-of-the-art research have discussed only one or more of the three challenges
associated with the face recognition approach. This survey paper proposes a new taxon-
omy to face-based potential identity threats, including their essential aspects, a concise and
crisp detailing of countermeasure methodologies based on dimensionality reduction, fea-
ture extraction, classification, and neural network techniques. A comprehensive analysis
of various countermeasure techniques is compared on the ground of concept, method-
ology, datasets, performance, and limitations for each identified threat category. Direct
spoofing, zero effort imposter, and intrinsic interpersonal factors such as race and gen-
der have attracted less attention from research communities. The unavailability of adequate
and benchmark datasets due to security, geographical regions, laws, and social exclusion
is the main reason for less research in this domain. However, these threats are rarely used
in practice due to being expensive and requiring technical expertise on the imposter’s
end. Therefore, only theoretical and analytical observations are effectively discussed in the
literature as these threats have no experimental evidence.

In contrast, indirect spoofing, and other factors (intrinsic and extrinsic factors), have
attracted the primary attention of researchers due to the fact that it is simple, commonly
used, and requires minimum technical skill. We found that some appearance-based machine
learning approaches such as PCA, LDA, and SVM provide robust solutions to handle these
face identity threats. The feature-based LBP techniques with their different variants, Gabor
wavelet, k-NN, DCT, and Euclidean distance, are also preferred by various researchers.
Deep architecture-based techniques (i.e., DCNN) have always been considered a fast and
efficient method to deal with large databases. This paper covers various deep architectures
such as Scattered- CNN and Multi-Task-CNN, including transfer learning methods such as
MobileNetV2, VGGNetl6, InceptionResNetV2, and others. A tabular comparison of mod-
ular (multiple) threat-based techniques to represent the impact on face recognition is also
discussed. We also added a summary and remarks after each comparison table to understand
the insights. Apart from these, we also highlight the exclusive details of various available
benchmark face datasets needed to handle these facial recognition threats as the synthesized
dataset may not reflect real-world scenarios. This survey found that the FERET dataset is
a multi-purpose dataset used to provide the solution for a variety of threats such as occlu-
sion, pose and expression variation, and illumination. The other effective datasets to deal
with face identity threats could be DFW, AR, BU-4DFE, CMU- Multi-PIE, BOSPHORUS,
FER-2013, and Extended Yale B databases. Further, we discuss the research opportuni-
ties to researchers and readers for their future research work. We hope that this paper will
help researchers and readers to further expand research in this domain. In the future, we
will endeavour to provide a robust, computationally efficient, and real-time-based solution
approach to tackle identified facial identity threats.
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