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Abstract
The fashion industry is at the brink of radical transformation. The emergence of Artificial
Intelligence (AI) in fashion applications creates many opportunities for this industry and
make fashion a better space for everyone. Interesting to this matter, we proposed a virtual
try-on interface to stimulate consumers purchase intentions and facilitate their online buying
decision process. Thus, we present, in this paper, our flexible person generation system for
virtual try-on that aiming to treat the task of human appearance transfer across images while
preserving texture details and structural coherence of the generated outfit. This challeng-
ing task has drawn increasing attention and made huge development of intelligent fashion
applications. However, it requires different challenges, especially in the case of a wide diver-
gences between the source and target images. To solve this problem, we proposed a flexible
person generation framework called Dress-up to treat the 2D virtual try-on task. Dress-up
is an end-to-end generation pipeline with three modules based on the task of image-to-
image translation aiming to sequentially interchange garments between images, and produce
dressing effects not achievable by existing works. The core idea of our solution is to explic-
itly encode the body pose and the target clothes by a pre-processing module based on the
semantic segmentation process. Then, a conditional adversarial network is implemented to
generate target segmentation feeding respectively, to the alignment and translation networks
to generate the final output results. The novelty of this work lies in realizing the appearance
transfer across images with high quality by reconstructing garments on a person in different
orders and looks from simlpy semantic maps and 2D images without using 3D modeling.
Our system can produce dressing effects and provide significant results over the state-of-
the-art methods on the widely used DeepFashion dataset. Extensive evaluations show that
Dress-up outperforms other recent methods in terms of output quality, and handles a wide
range of editing functions for which there is no direct supervision. Different types of results
were computed to verify the performance of our proposed framework and show that the
robustness and effectiveness are high by utilizing our method.
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1 Introduction

1.1 Background

Nowadays, technology is mostly responsible for how everything works. With the continuous
development of computer technology, the wave of image processing has become popular
in almost vision tasks. In this regard, our modern technology heavily relies on image, thus,
image processing field is growing at an exponential rate and has a broad range of applica-
tions in various areas such as medical imaging [2, 3, 6], image security and encryption [4, 5,
8, 12, 24, 52], and industries [1, 46, 59]. These development has increased especially since
2020, the year when everything was changed around the world, after the appearance of coro-
navirus pandemic that sent its shockwaves in each country. These last years will go down
in history as one of the most challenging and worst period on record for various sectors.
However, The COVID-19 outbreak has posed an unprecedented challenge to humanity and
science. Therefore, various incentives have been put in place to provide resources toward
research areas strictly related to the COVID-19 emergency.

The overall picture that emerges from this situation is that there has been a profound
realignment of priorities and research efforts in various fields affected by this pandemic such
as the fashion industry that finding itself in mid of unprecedented adversity which marked
a drop in sales and a change in customer behavior. Last year and according to McKinsey
Global Fashion Index analysis, fashion companies post approximately a 90% decline of
their economic profit, after an increase of 4% in 2019 [10]. In the coming years and due
to the doubt of the epidemiological situation around the world, the predictions for fashion
apparel performance are related to different scenarios.

Despite the expectations that the coming period will be critical for fashion apparel, it will
also be a period of investment to make changes in this area. The future opportunities will be
created for companies that are able to adopt new solutions for digital shopping which is the
main driver of fashion industry development in next years. Thus, yet the several impacts of
this pandemic, fashion companies must innovate new ways and strategies to compete.

1.2 Digital transformation of fashion industry

Prior to the pandemic, digitization and fashion were not strangers to one another. Digital
transformation can be as simple as launching an e-commerce site. Covid-19 accelerated
this change in the fashion industry and made a large digital transformation in this sector to
create innovative solutions for new challenges. In addition, Changes in consumer demands
are the reason to adapt more digital innovations. Fashion firms must pay attention to their
customers’ needs and respond with digital solutions. The digital opportunity in e-commerce
is the most cited one by far, even in case of eradicating this pandemic. Last year, the online
fashion industry growth marked higher anticipations compared to 2019 [10]. Thus, current
years suggest the beginning of novel chapter for the global fashion apparel based on lessons
learned from last period which have been the key of huge change. The most important idea
taken from all these events is that, similar to various industries, the fashion apparel, will
leave this crisis in a distinct form than that in which it entered.

Over the past year, brands have addressed digital transformation in many ways, each in
their own manner. According to McKinsey’s State of Fashion 2021, 45% of fashion exec-
utives identify Covid-19 as the biggest challenge these years, and 30% see going digital as
the biggest opportunity. Regardless, there is one thing that can be said with certainty: people
who are more tech-savvy have a clear advantage over those who are less so. For many firms,
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this means that their e-commerce strategy must be adjusted to the growing digitalization and
personalisation of consumers’ shopping behaviors and desires. Thus, they need to find new
strategies to motivate customers to purchase online. They should adapt to the faster change
by adopting new working practices that have emerged from the crisis and trying to elevate
the online customer experience with advanced methods. In coming years and according to
fashion leaders, it will be a greatest growth in e-commerce due to the improvement of digital
customer experience through the use of Artificial Intelligence (AI).

1.3 Artificial intelligence for fashion

AI is being utilized to operate businesses and boost productivity in a variety of industries,
including manufacturing. Enhancing sustainability and creating a personalized consumer
experience are both possible with new and developing technology. The fashion industry is
utilizing AI in a variety of ways, including the usage of online fashion assistants to enhance
customer experience and creating more personalized environment to assist clients in select-
ing clothing based on their preferences. By providing customized products, they will only
select what best suits the consumer and assist them in creating exactly what they picture
in their minds. As a result, fashion firms all over the world are incorporating AI into their
design processes to increase customer satisfaction and decrease the amount of returns.

Thus, Making AI a part of shopping experience helps the companies bring the customer
exactly what they want , and make sure them gets exactly what they are looking for. It is
estimated that artificial intelligence will bring the fashion industry to 7.3 billion by 2022
and will only continue to grow [10]. A new partnership between fashion and artificial intel-
ligence will certainly prosper for years to come by achieving numerous improvements. One
of these improvements is to allow consumers purchasing fashion items after fitting them
online like in real stores.

1.4 Motivation

AI has improved both in-person and online clothing shopping. One of the biggest invention
made in this field is the smart mirrors used by Fashion Brands to make customers have a
top-notch experience. Customers can try-on various outfits without using dressing rooms.
This technology is offered for in-store purchases, but what about the online side? Online
apparel shopping presents some product-related risks, especially when the consumers are
notable to see and touch the products or try them on. Here, brands need to create the same
experience for the e-shoppers. Therefore, fashion companies have to satisfy their prefer-
ences and engage them with customized purchasing experience to build confident purchase
decisions. Following this objective, our work focuses on using AI technology to develop an
image-based virtual fitting system.

Image-based system is the most aged one among above systems. In such system, users
can warp a clothes’ image onto a user’s photo to make it look like the user is wearing
the clothes. An image warping technique is applied to map the apparel image onto the
individualized body. While its result is unrealistic and such techniques do not allow to see
the textured images from arbitrary viewing angles. These solutions can really turn your
business to a whole new level. When thinking for virtual fitting room apps, it is required
to search for simpler alternatives to virtual clothing try-on techniques. A popular option
here is, instead of going for fitting 3D clothing items, working with 2D clothing items and
2D person images. It is exactly what our solution does, giving users a possibility to apply
several clothing types to their photo in easy way.
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However, using these solutions would be a way to see the virtual effects, but they are still
far from solved due to the challenge to virtually change the texture and pattern of clothes
deformation, especially, when we use an image-based approach to transfer clothes. This
point is raised in our survey [15] that focuses on the virtual outfits systems and it was the
start to think for a solution to overcome this problem. Thus, we have proposed a flexible 2D
person generation pipeline for virtual try-on based on Image-to-Image translation task (I2I).
The main idea of our work is to solve the virtual fitting problem by changing outfits across
images. Quality question is essential here because the outfits should be visually realistic
without harmful effects of image variations. Recently, research in this task has been growing
faster than ever before due to the appearance of deep generative models and their capacity
to generate photorealistic images which is the case of our solution that will be detailed in
coming sections.

1.5 Objectives and contributions

The aim of our research work is to create an Image-based virtual fitting system that realisti-
cally reflects the appearance and the behavior of garment. It should further adapt to specific
bodies of different persons depending on their body measurements. This will be one of the
main challenges since the pieces of cloth should correctly fit to the person. Our goal is to
make the customer experience into a reality from their own home without the need to go
out into the shops to try-on clothes items, thus, making a true virtual online shopping expe-
rience. Our objective consisting in designing a simplified framework to implement virtual
try-on system to provide an advanced virtual try-on experience. The contribution of our
work mainly reflects in these aspects:

• Interchanging garment appearances between pictures of persons with arbitrary pose.
• Transferring garment across images and maintaining the identity of picture while

transferring clothes details to target view.
• Synthesizing an image of a person with cohesive outfit from two different view images.
• Encountering problems like degradation of details, occlusions, and physical dislocation

and missing.

After an overview of related work in Section 2, we present, in the Section 3, the task
of image based transfer and expose our problematic and the related challenges. Then, in
Section 4, we will describe our proposed system composed of three stages which will be
edited separately throughout this section. After that, we pass to the experimental part in
Section 5 to show the experiments process with illustration of the implementation details.
The obtained results and its analysis will be presented, in this same section, with different
comparisons to show the effectivness and limitations of our framework. Then, some Future
work will be propose to improve our solution. Finally, the paper will conclude with a brief
summary in the last section.

2 Related work

2.1 Virtual try-on

Image based virtual try-on task focuses on interchanging desired garment to a given human
body, it is considered as a challenging task since it requires to preserve details and identity
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while transferring clothes from the image of such person to another in different poses. The
simplest way to deal with try-on task is to replace a specific item of clothes with a target
one [19, 54, 55, 64] or change the clothes of such person on different poses [11, 14, 26,
32]. These methods have emerged as an alternative for traditional fitting applications that
depend on 3D reconstruction and computer graphics tools [18, 44, 45, 49, 56–58]. Such
prior works [27, 34, 47], treated successfully the virtual try-on task as a visual analogy
problem by generating an image across the transformation between a pair of another images
which is the case of our problem.

Recently, other solutions [11, 33] have also been proposed to improve the results of image
synthesis task by using secondary neural networks that generate clothing segmentations
matching the target garment and utilizing these as additional sources of information for the
generator. Further works [7, 13] followed recent developments in image synthesis [43] and
introduced generators with conditional normalization layers to help with the quality and
realism of the synthesized try-on results. Similarly to these techniques, our work also uses an
advanced image generator to realize conditional synthesis based on certain input data, and
specifically, we intersted in converting a semantic segmentation mask to a photo-realistic
image and improving the realism of the generated results.

With further works, the challenge gets more difficult, and the suggested virtual fitting
system should be more closely by generating images with all the target garments [9, 38,
41, 47, 50, 51]. Men et al. [38] implemented generative model called Attribute-decomposed
GAN (ADGAN) to control image synthesis. The idea is to encode garment attribute of the
input person image into a series of decomposed component codes and embed them into
the latent space to build the full style code by feeding a concatenation of these codes into
StyleGAN generator [28]. Then, another framework called Outfit-VITON [41] is proposed
as an image-based virtual try-on approach dependent on splitting segmentation mask of
garment image into various regions to be associated with encoded garments. This work is not
able to change the pose of the target person which is ensured by our framework. In last year,
Sarkar et al. [50, 51] proposed an efficient photo-realistic re-rendering system with high-
quality results by adopting an explicit control over both style and pose for image synthesis.
Before that, SwapNet [47] was proposed as one of the important virtual try-on framework
based on conditioning network such as U-net [48] used to generate a mutually exclusive
segmentation mask of the desired garment. Last year, a person generation framework called
Dressing in Order (DiOr) [9] is proposed to support two main tasks, 2D pose transfer and
virtual try-on, by explicitly encoding the shape and texture of each garment and editing
them separately.

Our work falls within this objective by proposing a system able to realize the garment
transfer between different images of persons. The most advantages of our work compared
with the above methods are the possibility to allow transfer of all the garment item and not
only such one garment in each class because our system is based on segmentation masks
and not on garment classes; and also the high quality of generated results by preserving
details and identity of target images. We are adopted the same process shown on SwapNet
architecture [47], an end-to-end pipeline with specific sub-networks for each level combined
to ensure the garment transfer from one person’s image onto different target pose.

2.1.1 Image-to-image translation

Image-to-image translation (I2I) task focus on transferring appearances or other specific
information from source image to target image while maintaining the content represen-
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tations. Recently, I2I has drawn great interest and made huge development due to the
appearance of its wide range of applications in many computer vision and image process-
ing problems. Generative adversarial networks (GAN) [17] is the most used method for
I2I next to variational auto-encoders [30]. In our work, we are intersted in using the GAN
architectures due to their powerful abilities to ensure the image generation task. They have
achieved a high-grade visual quality in different image processing problems such as condi-
tional image generation that has broad several applications such as style transfer [22], and
image synthesis [25, 43, 53, 60, 62, 63, 65].

To achieve the image synthesis task, Isola et al. [25] introduced a method based on con-
ditional GANs [39] that is effective for synthesizing images from label maps. Zhu et al. [63]
presented a network for learning to translate an image from a source image to a target one in
the absence of paired examples. Therefore, In our work, we have interested in the same pro-
cess to deal with the conditional image synthesis to generate images conditioning on specific
constraint task by adopting a U-Net network [48] on the warp module of our architecture,
which is based on two conditioning images where the first provides the desired garment
and the second presents the target body. Additionally, we have focused on another form of
conditional image synthesis by using conditional semantic labels to synthesize images fol-
lowing the given category labels [43, 53]. This method has a great advantage to add more
diversity and control ability at the semantic segmentation to generate photo-realistic images.
Other works [62, 65], adopted the exemplar-based image translation to synthesize photo-
realistic image from the input in a distinct domain to generate the output that should have
the style (e.g., color, texture) in consistency with the semantically corresponding objects in
the exemplar. In our texture module, we have used a combination between these conditioned
networks [43, 60, 62] to achieve realistic results.

3 Image-based appearance transfer

3.1 Problem statement

Garment transfer task presents a crucial challenge because successful transfer requires
significant structural changes to source images, and as introduced previously, directly inter-
change texture details of desired clothes to target body presents overburden results due to
the poor quality of transfer process. Given the Fig. 1 where IC presented image of person
with desired garment, and IB , corresponding to person on target body, the large differences
in body structure and clothes outlines between the input images make the task of directly
transferring clothes items from IC to IB very difficult. Thus and instead of this process, we
suggest to transfer, firstly, the clothing segmentation Cseg of IC , based on Bseg and the
body segmentation of IB , to generate the desired clothes segmentation C′

seg . When C′
seg is

generated, we pass to the step of transferring the texture details from IC to IB conditioned
on C′

seg to obtain final result IG .
The proposed solution must treat the image translation task to generate photo-realistic

images conditioning on specific inputs such as semantic segmentation. However, reaching
high fidelity image translation while maintaining high quality of generated images remains
a big challenge due to the difficulty to control image styles and shapes. Thus, a typical
system to ensure the image-based transfer task will be needed.
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Fig. 1 An illustration of our framework consists of three stages. (1) The pre-treatment stage implemented to
pre-process the input data. (2) The warp stage aims to generate intermediary clothes representation consistent
with the target body. (3) The texture stage synthesizes detailed according to the output of warp stage

3.2 Challenge

Our work requires treating the challenge of jointly inferring the body pose and garment of
person by solving three sub-problems. In our case, the adopted approach is to deal with
the image content by transferring clothes information between input images. Firstly, the
garment pieces must be identified from target clothes images. Then, the shape will be trans-
ferred across different poses. Finally, the clothes textures need to be synthesized in the target
bodies with realistic details. A demonstration of clothing transfer results obtained with our
work is presented in the following Fig. 2.

Therefore, our work focuses on garment interchange between pictures of different per-
sons with no constraints on identity in the input and the output images. The clothing transfer
is a challenging task requiring to disentangle the desired clothes from the corresponding
person and retargeting it to a different body representations. To deal with this challenge, we

Fig. 2 Demonstration of clothing transfer task: Dress-up allowing the transfer of garment appearance
between two different images
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proposed our framework called Dress-up and we have presented a detailed explanation of
our solution in the next section.

4 Dress-up

4.1 Overview

This section describes our garment transfer system called Dress-up illustrated in the fol-
lowing figure (Fig. 3), which is developed to interchange clothes between different views
of images while maintaining details of the target garment and identity of the target person.
This challenging task is achieved by implementing three stages, to change either the person
or the clothes and recombine them as we desire. The scenario is as follow, taking an image
representing the person with target clothes and another one concerned the person in target
body, we generate a final output showing a person wearing the desired clothes from the first
input image but on the pose of the second one.

The proposed pipeline aims to treat the pose and clothes synthesis, separately, by pro-
viding both the garment and the body segmentations obtained from based representations
of desired clothes and target body. Therefore, we used, firstly, these segmentations to per-
form the target pose of IB but with the clothes in IC . The clothes segmentation of IC

and the body segmentation of IB are obtained in the pre-treatment stage by using two dif-
ferent methods [33, 42]. In the third module, we presented a texturing network that takes
the synthesized clothing segmentation and the desired clothing images as inputs to gener-
ate the final result. The architecture of the proposed framework is presented in Fig. 2, and
the detailed representations of each stage are illustrated in Fig. 3 with a description in the
following sections.

4.2 Functionalities

The process of our work is presented as an end-to-end pipeline to achieve three main
functionalities (Fig. 3). Firstly, we used the Deep-Fashion dataset [36] to generate target
segmentations by training two main networks [33, 42], the first [33] for the clothing segmen-
tation and the second [42] for body segmentation. These representations obtained from the
pretreatment stage will be an inputs to the warp stage of our framework, one image, showing
the desired clothing segmentation Cseg of IC , and other presented the body segmentation
Bseg of the target body IB . Then, we proceed to transfer the clothing segmentation Cseg , in

Fig. 3 Detailed illustration of the proposed pipeline
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consitence with the body segmentation of Bseg to generate the target clothes segmentation
C′

seg . The results from the pre-treatment stage and warp stage are presented respectively in
Figs. 4 and 5.

Furthermore, to maintain the identity of target person before feeding it into texture stage,
the face and hair segments must be replaced with appropriate segments in the clothes rep-
resentation. Without this step, the target clothes will transferred in the same person instead
of different persons. Finally and when the target clothes segmentation C′

seg is obtained, we
pass to transfer the garment details from IC to IB conditioned onC′

seg for final output. Fig. 5
shows some obtained results.

4.3 Method

4.3.1 Pre-treatment stage

This stage preprocess data to obtain the two inputs required for training the model during the
next stage (warp stage). These inputs (Cseg , Bseg) are considered respectively, as a concise
representation of desired clothes and target body used to ensure the desired shape change by
generating the synthesized segmentation C′

seg in the target body pose conditioning on the
target clothes. This representation is considered as the input of the texture stage and used to
obtain final output IG .

For the pre-processing phase, we have trained existing networks [33, 42] on DeepFash-
ion dataset [36], in particular, the In-shop Clothes Retrieval Benchmark, and extracting
body and clothing representations from each input. In this step, we have followed the Swap-
Net work [47] which used the DeepFashion dataset to train the preprocessing networks.
The authors resorted to LIP SSL [16] and Unite-the People [31] for clothes and body
segmentation respectively, but in our case, we replaced these networks with other more suit-
able models used for the same purposes. These choices are demonstrated in the following
sections.

Clothes segmentation For clothes segmentation, we employed LIP-JppNet network [33]
which is an updated version of LIP SSL [16] with more accuracy on segmentation task. This
network aims to associate into a single network different contexts such as the image-level
context, the body joint and the part context and refined context (Fig. 6). It treats different

Fig. 4 Results of Pre-treatment stage consisting of two target segmentations: (a) body segmentation results
obtained by using NBF network [42] and (b) clothes segmentation results generated by LIP-JppNet network [33]
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Fig. 5 Example of generated results with guidance of body segmentation. (TP: Target Pose, TC: Target
Clothes, TS: Target Clothes segmentation; GR: Generated Result)

various challenging problems especially, shared feature extraction using ResNet-101 [20],
then, pixel-wise label prediction and keypoint heatmap prediction with a part module and
a joint module to capture the part context and keypoint context while generating parsing
score maps and pose heatmaps. Finally, an iterative refinement is used to predict maps and
generate context to obtain better results.

The SwapNet work [47] represents the clothing segmentation labels as 18-channel maps
which means that this representation is consisting on eighteen different clothes labels (e.g.
dress, pants, and denim). This representation allowing the model to warp each individual
segment separately therefore we need high capacity to work with this network. In the other
hand, by using LIP-JppNet network, we have represented the desired clothing segmentation
simply with 3-channel color-coded segmentation which can give sufficient information to
generate the desired representation.

Body segmentation The second network is Neural Body Fitting (NBF) [42] with a stan-
dard semantic segmentation CNN into 12 semantic parts (Fig. 7). An encoding CNN
processes the semantic part probability maps to predict a Skinned Multi-person Linear body
model parameters (SMPL) [37]. Then an SMPL implementation is used to obtain a projec-
tion of the pose-defining points to 2D. With these points, a loss on 2D vertex positions can
be back propagated through the entire model.
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Fig. 6 Architecture of LIP-JppNet network [33]

In addition, NBF can treat 3d pose by regressing the parameters of SMPL from a single
image consisting of an intermediate 2D body part segmentation but in our case, we simply
ignore this part and interesting only on obtaining the 2D representation. Therefore,it is easier
to deal with NBF network and run it with a simple implementation which is not the case
with Unite-the People used by SwapNet that working in real-time. Also, the inaccuracy of
NBF on such results cannot cause much concern on generated results because it can be
obtained with high quality even with noisy representation from the preprocessing models.

Fig. 7 Architecture of NBF network [42]
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4.3.2 Warp stage

The warp stage is the second part of our pipeline, which takes as inputs the outputs of previ-
ous stage (Cseg , Bseg ), respectively, the clothes segmentation and the body segmentation,
to generate as output a target garment segmentation C′

seg consistent with Cseg , and strictly
following the Bseg . This process is illustrated on Fig. 8. This process is based on a condi-
tioned generative method, and precisely, on a dual path U-net network [48] to deal with the
dual conditioning process consistent with the clothes and body segmentation. This network
is composed of two encoders, one for the clothes and the other for the body, and a decoder
to generate the final output by merging the two encoded representations. The generated seg-
mentation C′

seg is robustly conditioned on the body representation and weakly conditioned
on the clothes representation.

In this stage, we are followed the SwapNet work [47] which aims to represent the gener-
ated clothes with segmentation mask. The process is as follow, the clothes encoder produces
a feature map of size 512 × 16 × 16 for each clothes representation Cseg . In the other side,
the body encoder produces also a feature map with the same size as Cseg (16 × 16 fea-
tures of size 512) to represent the desired body segmentation Bseg . The generated image is
strongly conditioned on Bseg and weakly conditioned on Cseg by encoding it into a narrow
representation of 2 × 2 × 1024, and then up-sampling it to a feature map of demanded size.
After obtaining these encoded feature maps, the step of concatenation is needed and ensured
by using 4 residual blocks to get a target feature map that had to be up-sampled to generate
the desired clothing segmentation C′

seg . This representation makes the model more flexible
to warp each individual segment separately.

As mentioned above, we implemented the warp module as a dual-path U-net [48]. The
warping generator Gwarp has an encoder-decoder architecture that synthesizes a new shape
map C′

seg conditioned on body representation Bseg and clothes representation Cseg .

C′
seg = Gwarp(Bseg, Cseg) (1)

The warp stage is trained with the combination of cross entropy loss and GAN loss.
Specifically, it has the following learning objectives:

LCE = −
3∑

c=1

1(Cseg(i, j) = c)(log(Gwarp(i, j))) (2)

Fig. 8 Architecture of warp stage based on the dual-path U-net network with two conditioning representa-
tions, one on the body segmentation and the other on clothes segmentation, inspired from SwapNet work
[47]
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Ladv = Ex∼p(Cseg)
[D(x)] + Ez∼p(f 1enc(Cseg ,Bseg))

[1 − D(f 1dec(z))] (3)

Lwarp = LCE + λadvLadv (4)

where, λadvLadv refers to the adversarial component of the loss and f 1enc and f 1dec are
the encoder and decoder components of the warp module.

4.3.3 Texture stage

The third stage in our pipeline is, the texture module, aiming to generate texture details.
The followed process consisting of using the target clothes segmentation C′

seg to control
the whole structure, and the image of person on target clothes to control texture generation.
This module takes the generated clothes segmentation C′

seg conditioned on body informa-
tion IB and the reference clothes IC , as inputs and synthesize an output IG of person on
target body IB wearing the desired clothing on IC . In other words, we aim to convert a seg-
mentation mask to photorealistic image by extracting the high-level information of clothes
representation and target style.

Similar to prior work [60], our texture stage consists of two essential parts (Fig. 9) work-
ing with an end-to-end manner: an alignment network and a translation network which are
interconnected to synthesize realistic image from the semantic segmentation mask, and a
reference style image. The alignment network aligns the features of conditional inputs and
the translation network produces the final synthesis. The generated image contains the style
in correspondence with the semantically objects in the reference image. Thus, the use of
both the segmentation and image reference facilitate the task of translation with a weak
supervised manner. The images are aligned to an intermediate representation to create the
correspondence between the inputs and synthesize images according to the style image.

Alignment network The feature transport network aims to transport the feature of exem-
plars to be aligned with that of conditional inputs, thus providing accurate style guidance for
the image translation. This network is inspired from the work of Zhang et al. [62] that used
semantic correspondence to map the input images and create consistency representation of
target style able to represent the semantics for both input images. As shown in Fig. 9, we
first adapt the target segmentation body C′

seg and the image of target clothes IC to a shared
style image. In another words, C′

seg and IC are entered to the feature pyramid networks (Fx ,

Fig. 9 Texture stage architecture: The Alignment network takes the generated segmentation maps and target
clothes as inputs, and generates a correspondence style that will be entered to the Translation network to
obtain the image of person on target clothes
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Fy) that extract feature maps which will be converted to the following adapted representa-
tions: TB ∈ RHW∗C and TC ∈ RHW∗C (HW are feature spatial size; C is the channel-wise
dimension).

These representations constitute the discriminative features that characterize the seman-
tics of inputs. Thus, the alignment task presents an important step to realize the corre-
spondence between different images. The features of TB and TC are matched with the
correspondence layer proposed by the based work [60] in this task. Then, a correlation
matrix M ∈ RHW∗HW is computed:

M(u, v) = T̂B(u)T T̂C(v)∥∥T̂B(u)
∥∥ ∥∥T̂C(v)

∥∥ (5)

Where TB (u) and TC(v) ∈ RC represent the channel-wise centralized feature of TB and
TC in position u and v. M (u, v) indicates a higher semantic similarity between TB (u) and
TC(v).

The importance of this step resides on providing the easier way to the translation net-
work to generate realistic results by referring to the correct regions in consistence with the
reference clothes image IC , which implicitly drives the model to learn the accurate corre-
spondence. The correspondence style IS is generated according to M by selecting the most
correlated pixels in TC and calculating their weighted average,

IS(u) =
∑

v

sof tmax
v

(α M(u, v)) . TC(v) (6)

Where, α is the coefficient that controls the sharpness of Softmax.

Translation network According to correspondent style image IS generated from the Align-
ment network, the translation network converts the constant code z to the final output IG .
With the aim to maintain the structural information of IS , we used SPADE network [43]
which has the ability to project the spatially adaptive style to different activation locations
(Fig. 9), and adopts a specific strategy of details generation by avoiding the normalization
and feeding the input image through spatially adaptive modulation. This network consisting
of an adversarial trained encoder-decoder generator inspired by the idea of VAE [30] aiming
to learn the mapping from a semantic representation to a reference image, and encoding its
style into a latent style vector, from which the network generates output with desired style
correspondent to reference image.

The specificity of the spatially-adaptive normalization is its simple architecture with a
simple layer used to synthesize photorealistic images by using reference representation as
input. SPADE overcomes the lack of poor quality by taking the input layout through this
layer and learned transformation to modulate the activations in normalization layers. The
use of this network in texture stage demonstrate its advantage by allowing the control over
style details.

Despite the great advantage of SPADE network to generate directly the desired appear-
ance, there is an important point to mention about the style code which can only characterize
the global style of the target style image, whatever the relevant spatial information, and
produces some local style “wash away” in generated image. For this reason, the built of
alignment network as an intermediate step is required before using this network.

This step consisting in creating a correspondent style to the target image to guide the
image translation by proposing an alignment network that transforms the input images to
an intermediate representation to create the correspondence between them. During training,
the correspondent style image IS feeds into the SPADE layers, projected onto an embedding
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space, convolved to produce the modulation parameters α and β which characterize the
style of clothes image, and mapped from IC . Given the activation F i ∈ RCiXHiXWi before
the ith normalization layer, the reference style is injected through:

αi
h,w(IS)X

F i
c,h,w − μi

h,w

σ i
h,w

+ βi
h,w(IS) (7)

where μi
h,w and σ i

h,w are the mean and standard deviation of activations and the symbols

αi
h,w , βi

h,w to denote the functions that convert m to the scaling and bias values at the site

(h, w) in the ith activation map.
At this stage, we used the adversarial loss by training a discriminator that discriminates

the generated outputs and the real samples of target clothes. The translation network G and
the discriminator D are trained until the generation of images looking very similar to the
real ones. Therefore, the adversarial objectives of D and G are respectively defined as:

LD
adv = −E[h(D(TC))] − E[h(−D(G(TB, TC))] (8)

LG
adv = −E[D(G(TB, TC))] (9)

As a summary, the texture stage consisting of two related networks: i) Alignment Net-
work aiming to convert the inputs from two different images to an intermediate feature
images useful for obtaining correspondent style. ii) The translation network is based on the
SPADE network [43] to generate the final result, employing the details of desired style from
a generated style aligned semantically to the mask consisting on the estimated correspon-
dence. These two networks work in a complementary way to ensure the objective of the
texture stage that aims to generate photo-realistic images.

5 Experiments

In the experiments section, we present the details of implementation process realized to
develop our framework, then, we expose the results of different modules of our architecture
before presenting quantitative and qualitative comparisons with baselines and discussing
our findings.

5.1 Implementation details

Dataset We conduct experiments on the DeepFashion dataset [36] and precisely, the In-
shop Clothes Retrieval Benchmark which containing 52,712 training images captured from
fashion images of men and women models. We choose this dataset because it is the largest
existing fashion dataset and it shows lots of diversities of various fashion images. Due to the
difficulty to show different views of input images with similar clothes on distinct bodies,
we have turned to the data augmentation technique.

Network implementation and training details Dress-up is implemented in Python using
PyTorch. Basically, encoder-decoder structures are employed to design our pipeline. The
residual block is used as the basic component of these models. We train our model using 256
× 256 images for the DeepFashion dataset [36]. Architectural details for the main Dress-up
components are given below.
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Thepre-tratmentmodule It consists of twomain task: (i) Clothing segmentation: based on
ResNet-101 [20] as the basic architecture and employs atrous convolution, multiscale inputs
with max-pooling to merge the results from all scales, and atrous spatial pyramid pooling.
ResNet-101 is trained on the human parsing task and we have applied data augmentation,
including randomly scaling, cropping and leftright flipping to perform the training process.
(ii) Body segmentation: The network produces a part segmentation from cropped images, a
RefineNet [35] model based on ResNet-101 [20] is used. This part segmentation is color-
coded to fed as an RGB image to a regression network (ResNet-50) that outputs the SMPL
parameters (shape and pose).

The warp module In this stage, the input images and their corresponding segmentation
maps are used to train the network. It is based on U-Net network [48] that learns segmen-
tation in an end-to-end setting. We input a raw image and get a segmentation map as the
output. We used data augmentation to reduce the number of annotated images required for
training. To supervise the training, we constructed a ground-truth triplets, and we used a
self-supervised approach to generate this required triplets. We admitted data augmentations
and we performed random affine transformations to guide the network to discard locational
cues from clothing segmentation and pick up only high-level cues regarding the clothing
segments. The warping module is trained with the combination of cross entropy loss and
GAN loss.

The texture module We use Adam solver [29] with β1 = 0, β2 = 0.999. We set imbal-
anced learning rates, 1e−4 for the generator. Spectral normalization [40] is applied to all the
layers for both networks to stabilize the adversarial training. Also, a synchronized batch nor-
malization are used to synchronize the mean and variance statistics across multiple GPUs.
Experiments are conducted on at least 4 P40 GPUs.

5.2 Comparisons

To evaluate the effectiveness of our proposed framework, we choose to deal with different
tasks treated by our solution, the first one is the garment transfer task in which we elaborate
the qualitative results in comparison with popular virtual try-on systems. Then, to show the
performance of our results in quantitative criteria, we used the pose transfer task to compare
outputs with ground-truth images, and finally, another comparison is realised to evaluate the
main task of our framework that is the label-to-image translation.

5.2.1 Garment transfer

In garment transfer task, we conduct a comparison with leading image based transfer
methods: the SwapNet [47] system, theDeep Re-rendering system [51]. SwapNet is a GAN-
based conditional image synthesis framework proposed to interchange clothes between
two images of persons. The Deep Re-rendering uses a neural image-translation network to
ensure the human image synthesis task by allowing the change of pose and clothes of the
person in the source image. For comparison, we used the results provided by the authors
on the DeepFashion dataset [36]. The visual comparisons of Dress-up and these methods
are shown in Figs. 10 and 11 respectively. Additionally, extra examples of our work can be
found in Fig. 12.
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Fig. 10 Comparison between Dress-up and SwapNet [47] on the DeepFashion dataset

These different comparisons with these important baselines are treated to improve the
effectivness of our proposed framework for virtually try-on the clothes. According to these
findings presented in Figs. 10 and 11, our method presents realistic results and overcomes
different issues not resolved by SwapNet and Re-rendering that have difficulty handling
various pose changes and cannot hallucinate details for occluded regions. Further analysis
of these comparisons are detailed in the discussion section.
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Fig. 11 Comparison between Dress-up and Deep-Re-rendering [51] on DeepFashion dataset

5.2.2 Pose transfer

We run automatic evaluation on the pose transfer task, which is the only one that has ref-
erence images available. Figure 12 shows a qualitative comparison of our method with
baselines treated the pose transfer task. Table 1 shows a comparison of our results with Ivan
et al. [14], ADGAN [38], and DiOr [9], these methods have codes and models publicly
available, and we have used the DeepFashio dataset to proceed this comparison.

Quantitative results are presented on different models using several common metrics pur-
porting to measure the similarity between generated and real reference images to evaluate
the performance of our work and compare the quality of obtained results with baselines
methods: (i) structural similarity (SSIM) [23], computes the similarity between input and
output images ranging from zero (dissimilarity) to one (similarity). (ii) Frechet Inception
Score (FID) [21] to measure the distance between the distributions of synthesized images
and real images, and (iii) LPIPS [61] is used to assess the generation diversity of a model
by computing the weighted distance between deep features of image pairs.
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Fig. 12 Qualitative comparison of our model with several pose transfer methods on the DeepFashion dataset

According to Table 1, we observe that SSIM, FID and LPIPS metrics provide a clear
proxy to measure performance and we can say that Dress-up performs the best in com-
parison with baselines models. There, our output is qualitatively produce a high quality,
and consistently better than baselines methods. We detailed these results in the discussion
section.

Table 1 Quantitative comparison of Pose Transfer models on DeepFashion Dataset. Bold font indicates best
results

Method SSIM ↑ LPIPS ↑ FID ↓
ADGAN [38] 0.77 0.226 16.69

DioR [9] 0.80 0.176 14.34

Ivan et al. [14] 0.71 0.175 12.74

Ours (Dress-up) 0.95 0.228 8.60
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5.2.3 Label-to-image translation

In this section, We compare some label-to-image algorithms using the FID, Intersection-
over-Union (mIoU) and pixel accuracy (Acc) metrics to mesure the accuracy of generated
images and evaluate the quality of our method. We choose these state-of-the-art methods
based on semantic labels: pix2pixHD [53], SPADE [43] and SMIS [65] as baselines for
our comparison that is performed across the DeepFashion dataset. Quantitative results are
shown in Table 2, and we can conclude from the obtained values that our network generally
retains approximately the same performance as SPADE because a part of our work is based
on this method, the same case for SMIS becaus this last is also based on Spade network.
With other criteria such as FID, the superiority of Dress-up is proved and our generated
result are similar to the ground truth images. This interpretation is demonstrated also with
Qualitative comparisons illustrated in Fig. 13. In general, the images generated by Dress-
up are more realistic and plausible than others. These visual results consistently show the
high image quality of Dress-up’s generated images, verifying its efficacy on DeepFashion
dataset. In addition, these results presented a powerful characteristic of our proposed solu-
tion consisting in its ability to preserve the original texture according to the given example
provided as reference image and this is the advantage of our method that is based on a
correspondence approach using a reference image to generate the desired style similar to it.

5.3 Discussion

As presented above, to demonstrate the performance of our method, we realized compar-
isons in different tasks and with competing methods. We find that our method produces
results with much better visual quality and fewer visible artifacts, especially for diverse
scenes in the DeepFashion dataset, and the quantitative results in different tasks are very
promissing. In this section, we demonstrate some of Dress-up’s strengths and weaknesses
by: (i) presenting virtual try-on results for multiple target garments and different subjects,
(ii) high-lighting the performance of pose transfer, and (iii) illustrating some of the model’s
limitations.

5.3.1 Effectivness of dress-up

Garment transfer Despite the interesting results obtained with the baselines methods in the
garment transfer task, our model shows more high details quality in the appearance of the
clothes item (e.g. texture, color, shoes) which have been properly transferred onto the target
body. Figures 10 and 11 proved this affirmation by showing visual try-on results for garment
transfer task which demonstrate that our method generates more realistic outfit and better
preserve the shape and texture of the target clothing in the final try-on result. As illustrated
by the example in the top row, the better alignment ensured by Dress-up leads to a correctly

Table 2 Quantitative comparison with label-to-image models on DeepFashion Dataset. Bold font indicates
best results

Method mIoU ↑ Acc ↑ FID ↓
Pix2pixHD [53] 85.2 98.8 17.76
SMIS [65] 87.3 98.9 9.50
SPADE [43] 87.1 98.9 10.02
Ours (Dress-up) 87.6 98.9 8.60
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Fig. 13 Qualitative comparison of our model with several label-to-image methods on the DeepFashion
dataset

transfer the appropriate texture. Also, the second row of Fig. 10 and the first row of Fig. 11
show that our model is very close for generation details even in case of large pose deviation
(e.g. interchange garment from a person in full body to a person in half body). The shoes,
the hair, and varying sleeve lengths are better preserved with Dress-up (surrounded by a
red rectangle in Figs. 10 and 11). More results of the garment transfer task are presented in
Fig. 14 in which we have showed more examples in different body and garment variations.

Pose Changes Dress-up has successfully solving wide pose changes between source and
target images (Fig. 12). For example, when an input images contain a truncated body and
other contains a full body, our model is able to generate high quality details. Furthermore,
our framework is capable to manage differents poses variations according to the body seg-
mentation which provides better guidance to the reference body. It can be seen from the
quantitative and qualitative results for all the examples that the proposed method leads the
performance in SSIM, FID and LPIPS metrics. Furthermore, Fig. 12 shows that our method
presents a much richer and detailed visual appearance of the target outfit. More results in
pose changes are presented in the following Fig. 15.

5.3.2 Limitations

While our results are promising, there remain a number of limitations and failure modes.
Some of these are illustrated in Fig. 16: complex or rarely seen poses are not always
transfered correctly, some artifacts are present, and such garments are not always filled in
properly. More generally, the shading, texture warping, and garment detail preservation of
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Fig. 14 Examples of obtained results demonstrate the effectiveness of dress-up for clothing transfer

our method, while better than those of other recent methods, are still not entirely realistic in
some cases. Since we use an intermediate representation, the try-on results are depended on
it and present some failures in special cases.

Fig. 15 Pose transfer results on DeepFashion dataset: IP: Initial Pose, TP: Target Pose, GR: Generated Result
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Fig. 16 Limitations of Dress-up for clothing transfer: Results demonstrate extreme pose changes (TP: Target
Pose, TC: Target Clothes, TS: Target segmentation; GR: Generated image)

In the previous section, we demonstrate the convenience of adopting clothes segmen-
tation as an intermediate representation (Fig. 5). In cases where the generated clothes is
inappropriate, we can edit this representation to better fit the clothes. The following Fig. 16
shows the limitation related to some obtained results from our framework in case of unsuit-
able clothes segmentation. The solution to deal with this issue is to edit the warp stage
to generate the right segmentation even in large pose variations between source and target
images.

5.3.3 Future work

With our solution, we have demonstrated promising results in high resolution on a chal-
lenging task of try-on. While that, our method still fails in cases of extreme poses and
complicated garments. The try-on application is designed to visualize fashion on any per-
son, including different body shapes, height, weight, in the highest quality. However, any
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deployment of our method in a real-world setting would need more precision to ensure the
design decisions.

For this aim, we plan to improve our results and we will pay more attention to the follow-
ing directions: (i) Improve the intermediate representation generated by the warp module.
We will examine in detail how much good segmentations of human model images can
improve the overall results and improve the fitting performance without being limited by
the original reference person. (ii) Being able to change all fashion item categories (fats,
accessories, bags) on a human picture to ensure full virtual try-on experience. (iii) Improv-
ing the quality of our output through more advanced warping and higher-resolution training
and generation. (iv) Improving the results when swapping clothing with all kind of textures
– currently the Dress-up is inaccurate with complex textures. (v) Another interesting topic
would be treated to improve the scene compositing for a more realistic appearance transfer.

6 Conclusion

Virtual garments try-on system is a system in which users can wear different garments
without actually wearing the clothes. Thus, these solutions could improve the shopping
experience by assisting users to make purchase decisions and giving them the possibility to
experiment the virtual fitting without the integration of human interaction. To achieve that,
we proposed a personalized virtual try-on system called Dress-up capable of synthesizing
high-quality try-on results by considering a wide range of input-image characteristics. The
main idea of our framework is to incorporate different strategies to extract and to trans-
fer human appearance between two real person views. Differently from classic retargeting
methods that directly transfer both the shape and the texture details of the desired clothing
to a target body which gives the network too much burden resulting in poor transfer quality,
our solution uses an intermediate representations for the body and the texture style to real-
ize garment transfer with photorealistic outputs, and learning the semantic correspondence
in full-resolution. Experimental results on DeepFashion dataset demonstrated that this strat-
egy enables more realistic appearance transfer across images and flexible control over pose.
Furthermore, our method is not only well suited to generate person images but also can be
potentially adapted to other image synthesis tasks especially those with insufficient data
annotation.
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