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Abstract

Nowadays, people use short text to portray their opinions on platforms of social media
such as Twitter, Facebook, and YouTube, as well as on e-commerce websites such as
Amazon and Flipkart to share their commercial purchasing experiences. Every day,
billions of short texts are created worldwide in tweets, tags, keywords, search queries
etc. However, this short text possesses inadequate contextual information, which can be
ambiguous, sparse, noisy, remains a major challenge. State-of-the-art strategies of topic
modeling such as Latent Dirichlet Allocation and Probabilistic Latent Semantic Analysis
are not suitable as it contains a limited number of words in a single document. This work
proposes a new model named G_SeaNMF (Gensim SeaNMF) to improve the word-
context semantic relationship by using local and global word embedding techniques.
Word embeddings learned from a large corpus provide general semantic and syntactic
information about words; it can guide topic modeling for short text collections as
supporting information for sparse co-occurrence patterns. In the proposed model,
SeaNMF (Semantics-assisted Non-negative Matrix Factorization) is incorporated with
word2vec model of Gensim library to strengthen the word’s semantic relationship. In this
article, a short text topic modeling techniques based on DMM (Dirichlet Multinomial
Mixture), self-aggregation and global word co-occurrence were explored. These are
evaluated using different measures to gauge cluster coherence on real-world datasets
such as Search Snippet, Biomedicine, Pascal Flickr, Tweet and TagMyNews. Empirical
evaluation shows that a combination of local and global word embedding provides more
appropriate words under each topic with improved outcomes.
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1 Introduction

In today’s digital world, the global increase in the use of social media has resulted in a vast
volume of unstructured data being spread around the WWW (World Wide Web). People rely
on the internet daily for social and commercial activities. Recently, the Covid-19 pandemic has
increased people’s reliance on the internet. Information on the internet is being stored in dual
forms, such as long-text and short-text. The text representing the details about the journal and
news articles is termed as long-text, whereas the people’s post on the websites such as Twitter,
Instagram, and Facebook are known as short-text. Over the past years, the rapid accessibility of
the internet has created the storage of massive digital information. The platforms and appli-
cations of social networks generate a vast amount of textual data in product reviews, tweets,
comments, news headlines, blogs, and short-text communications [24]. Moreover, the relevant
information extraction process has become challenging and requires new tools to effectively
summarize and extract internet data.

With the massive amount of textual information, it is difficult for the users to obtain the
needed information or the topic that is being discussed from the information content. The
process of mining the text information is Text Analytics (TA), which involves the transfor-
mation of unstructured textual data into the structured form [30]. This analysis can help the
users to understand the user opinions, evaluate the reviews of the product, and user feedback
over the social media networking sites. The generation of short texts in the form of image tags,
tweets, questions, headlines, ad keywords, and search queries is common every day. Finding
significant knowledge from these texts has earned huge attention from academia and industry.
Some limitations associated with short texts are ambiguity, noise, sparse, and limited contex-
tual data. Thus, automatic learning procedures are required to tackle the problem of discov-
ering the topic from short texts.

One of the effective techniques for TA is topic modelling which has been useful in various
fields of data mining (DM), NLP (Natural Language Processing), and ML (Machine Learning).
NLP integrates the ability of computer science, computational linguistics and Al (Artificial
Intelligence), which enable machines to recognize, examine and construct the original meaning
of the text on the internet [23]. Topic Modelling (TM) aims to discover the topics, keywords,
tags, categories, semantics from the massive text data. NLP and ML algorithms are used to
reduce information from text corpora. The term TM is expressed as a procedure of discovering
topics for the word groups or document collection which represents the best information.

The traditional TM approaches are extensively used to automatically uncover the hidden
thematic information from the document representing rich contents. The two forms of topic
modelling are LDA (Latent Dirichlet Allocation), PLSA (Probabilistic Latent Semantic Ana-
lysis) and NMF (Non-negative Matrix Factorization) [4, 8, 20]. Classic algorithms such as
LDA and PLSA act on word co-occurrence at the document level; they analyse lengthy text
documents. NMF is a linear algebraic model used for dimensionality reduction. When the
underlying factors are not negative, this strategy is appropriate, so it is utilized for topic
modeling. It produces good clustering results for high-dimensional data [12, 13]. However,
these traditional models achieved excessive success for considering the regular-sized docu-
ments and won’t focus on collecting short texts. The short text analysis can be applied to
various fields, including information retrieval, text classification, text clustering, recommender
systems, user interest mining, and futuristic business perspectives [2, 19]. The short texts
include only a few meaningful keywords, and it is difficult to capture the word co-occurrence
data. In the real-world, the ubiquitous form of short text has emerged as a significant data
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source, and numerous techniques have been introduced to discover the latest topics for each
document. Therefore, a new topic modelling strategy is introduced for short texts’ topics.

1.1 Motivation

Today, the need and demand for the internet are widespread and has offered better commercial
and shopping practices to customers around the globe. The vast amount of information and
knowledge creates confusion and increases the overall searching time. Further, it is significant
to extract the hidden and useful information from the online sources stored as text and written
in natural language in social networking cites like Facebook, Twitter and LinkedIn. Text
mining (TM) based topic modelling have been introduced to extract the data from the large
source as it is a hard and inefficient operation. In order to avoid these challenges in manual text
mining operation, various automatic TM approaches have been developed to extract the text or
topics automatically from massive online sources. These approaches offer reliable outcomes in
enormous text analysis domains. In recent years, machine learning and natural language
processing algorithms like topic modelling have been commonly used to analyse the massive
number of textual social media data available online. Hence, in this research work, an effective
unsupervised clustering-based topic modelling is proposed, extracting more meaningful topics.

1.2 Contributions
The major contributions of the short-text topic modelling are:

e To propose an effective short-text topic model named G_SeaNMF by combining the
word2vec model of Gensim library trained on Google News Dataset and SeaNMF model,
which discovers the accurate topics from short-text documents.

* To incorporate both internal and external corpora to discover semantic relationships
between words, resulting in more related terms under a single topic.

e To process qualitative SA (Semantic Analysis) that demonstrates the system’s overall
effectiveness by finding the meaningful topics and assigning appropriate labels to each
topic using the document-term matrix.

* To perform sufficient quantitative assessments on different short text real-world datasets to
illustrate the enhanced performance of proposed G_SeaNMF over existing models.

The remaining paper is organized as follows: Section 2 presents a literature survey of the
recent relevant techniques related to short-text topic modelling, Section 3 covers the proposed
G_SeaNMF methodology with principles and mathematical formulations, Section 4 includes
the datasets, evaluation metrics, comparative analysis, and discussions. Finally, Section 5
presents the conclusion of the paper.

2 Related works

2.1 Some of the various short-text topic models are listed below

Rashid J et al. [28] developed a new FTM (Fuzzy Topic Modelling) to alleviate the data
sparsity issue for short text data. This model is presented utilizing a fuzzy point of view to
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extract and discover the latent topics/themes from a short text. This approach computes the
global and local term frequencies and eliminates the negative influence of high dimensionality
on the global term weighting to find more relevant topics from the documents. The accuracy of
FTM classification was computed with the SVM (Support Vector Machine) classifier on the
dataset’s questions and snippets. With SVM, for different number of topics such as 50, 75,
100, 125, 200 the accuracy obtained with questions were (0.73), (0.74), (0.70), (0.68), (0.78)
whereas with snippets (0.95), (0.94), (0.91), (0.89), (0.87) respectively. The main drawback of
FTM was random value setting for hyper-parameters and common topics. Yi et al. [35]
introduced a regularized non-negative matrix factorization topic model (TRNMF) approach
to solve the data sparsity issue. This major problem for short text has been done by exploiting
the document correlation and word embedding, and it controls the pre-trained distributional
vector representation of words. The TRNMEF includes both sentence similarity regularization
and word co-occurrence for short text in topic modelling. The performance computation was
processed using topic coherence and classification. The datasets used for testing were snippet,
Twitter and TMNews datasets. With topic coherence, a set of top words were displayed for
each topic. The proposed TRNMF obtained higher classification results with accuracy 0.728,
0.798, and 0.523 on TMNews, Twitter, and snippet. The major drawback identified was
difficulty understanding the semantic contents of short texts.

Yang et al. [34] developed a new topic, representative term discovery (TRTD) approach
short text clustering to find a typical topic term by utilizing the intimacy and consequence of
terms. In entire text documents, this method computes the intimacy of the typical topic terms
by their symbiotic co-occurrence and estimates the consequence by global term events. The
performance of the short text clustering was evaluated with the NMI, ARI (Adjustable Rank
Index) and AMI (Adjusted Mutual Information). The dual datasets used for testing were tweet
and title datasets. The proposed TRTD approach was compared with several baseline models
and proved a better algorithm. The performance was computed with clustering accuracy using
the metrics and gained 0.810, 0.842, 0.771 on the tweet dataset and 0.804, 0.828, 0.781,
respectively. The challenge noticed was short texts with similar topics represent the repeated
terms that affect the clustering accuracy. Liu et al. [17] developed a framework named CME-
DMM (Collaboratively Modelling and Embedding-Dirichlet Multinomial mixture), which
incorporates collaboratively Modelling and Embedding, and DMM to extract coherent hidden
topics from a short text. This method combines word, and topic embedding’s through the
attention mechanism to enhance the latent topic quality. An embedding factor called SGD
(Stochastic Gradient Descent) was used to optimize the words and topics. The datasets used for
evaluation were news data set and Chinese short text data. The topic coherence metric signifies
the performance of the latent topics using the generated PMI (Pointwise Mutual Information)
score. The text classification was processed with SVM in Micro-P, Micro-R and Micro-F1
metrics. The performance obtained for k=10 topics on CME-DMM were 0.884, 0.835 and
0.844, respectively. The drawback identified was noise issues and sparsity confronting the
short texts.

Gao et al. [7] presented a new CRFTM (Conditional Random Field regularized Topic
Model) to create a generalized solution and solve the sparsity issue by combining the short
texts into documents. Moreover, it inspires the semantically related words to share a similar
topic assignment. The performance of topic coherence was computed with the PMI index, and
the quality of topics was evaluated with the accuracy measure. The datasets used for process-
ing were Stack overflow and News dataset. By varying the number of topics as K =40, 60, 80,
the accuracy obtained using CRFTM on news dataset as 75.99%, 76.31%, 77.40% and with
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stack overflow dataset as 71.5%, 75.71% and 77.03%, respectively. Roccetti et al. [29]
presented a model to analyse the importance of topic modelling with social media data. The
major aim was concerning the patient data originating from various social media sources such
as Twitter, Insta, Facebook etc. The data has been collected from Facebook with the time
frame of 2011 October to 2015 August to examine the perspective of each patient on the
medical prescription. The model allows rapid collection of huge amounts of data that can be
analysed easily to gain awareness of medical therapy. Asmussen et al. [3] presented a smart
literature review about topic modelling. An analysis was framed on the use of topic modelling
with the 3 step procedure such as pre-processing the data, topic modelling, and post-process-
ing. The pre-processing procedure aims to get the data and process it ready to run, whereas the
LDA approach was used to execute topic modelling. At last, the post-processing was done to
transform the LDA outcome into an exploratory review which can be further utilized to
recognize the papers that have been used for reviewing the literature.

An enhanced approach called GLTM (Global and local word embedding based model) was
proposed by Liang et al. [15] in the case of short texts. In order to attain local word
embeddings, SGNS (Skip Gram model with negative sampling) was employed continuously,
and the training of global word embeddings from huge external corpus were done in GLTM.
GLTM can distill the semantically related information between words by utilising both local
and global word embeddings. A new generation process was established for the collections of
a short text that integrates spike and slab priors to analyse the topic number for every short
document based upon the content. A GPU model was employed as the sampler in the inference
process that forces the information between words. The major drawback in this research was
inefficient robustness and degraded performance due to the maximization of topic number.
Singhal et al. [32] presented an architecture for conducting scientific analysis of academic
publications critical to observing research trends and determination of potential innovations.
The proposed framework acquired and combined different natural language processing ap-
proaches, including word embedding and topic modelling. This research contributed two novel
scientific publication embedding, including PUB-G and PUB-W. These processes could
analyse semantic meanings of general and the specified words regarding domain in different
fields of research. Hence topic modelling was utilized to determine clusters of research topics
within these forms of huge research fields. The PUB-G and PUB-W model had attained
superior topic coherence results when compared to the other baseline embeddings. The main
advantage of this research was many word embedding processes that train over general text
articles can capture the features related to domain specified texts available in scientific
publications. Through this research, the best coherence score cannot be attained, and the
PUB-G and PUB-W models promote poor generalization in case of limited data points.

The utilization of word embeddings for patent retrieval was explored by Hofstatter et al.
[25], especially over the approaches on the basis of distributional semantics. Because of the
limited efficiency of semantic models and the degraded effectiveness of specified word
embeddings, the inherent constraints over the window context were not efficient in accessing
the patent domain. To overcome the limitation of full complexity capture for patent domain,
the local and global contexts for embedded learning were drawn altogether. The integration
was done in this research on the basis of two ways: adoption of vectors using Skip-gram model
through global retrofitting and filtering of similarities in the word through global context. The
limitation faced here was that investigating retrieval domains with the same characteristics was
difficult. A better tuning stage incorporated with the original corpus was proposed by
Murakami et al. [9] by pre-trained word embedding. The neural topic models were processed
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for generating the semantically coherent and corpus specific topics. An enhanced study with
eight neural topic models has been accomplished to check the efficiency of extra fine-tuning
and pre-trained word embedding in establishing interpretable topics through simulation ex-
periments with different benchmark datasets. The gathered topics are estimated through
various metrics like topic coherence and topic diversity. The model performance with respect
to classification and clustering tasks were also described.

The drawback faced here was the performance of downstream tasks, including classifica-
tion in case of long texts were degraded. Qiang et al. [21] contributed to incorporating the
correlation knowledge of external words into short texts to enhance the topic modelling
coherence. On the basis of recent outcomes in word embeddings from a huge corpus, a novel
methodology called ETM (Embedding based Topic model) was introduced to observe the
latent topics from short texts. By aggregating short texts into long pseudo texts, the problem of
restricted co-occurrence information of word can be solved. The k-means was implemented
through a new metric called WMD (Word Mover’s Distance) to evaluate the distance between
two short texts. The correlated words were rendered by utilising the Markov Random Field
regularized model to attain a better chance to be held in a similar topic. The model’s
effectiveness proposed in this research was validated by conducting experiments over real
world datasets. The coherence of topic modelling can be enhanced better, but the overall
effectiveness of the model is less.

2.2 Problem statement

In today’s era, the posting of short text has popularized in people’s everyday life due to the
proliferating usage of social media. Short texts are being generated in an unlimited way in the
form of tweets, tags, social network posts, phone messages, keywords, messenger conversa-
tions etc. Some of the most challenging issues associated with short texts are unique charac-
teristics with many limited contents that make the text handling process difficult. In content
analysis and text mining, this short text analysis has gained a significant advantage. However,
the challenge is critical, focusing on extracting the exact topics from the large-scale short text
documents.

Moreover, lots of documents are distributed on the internet from different sources. Internet
websites contain different topics and data, but there is a lot of similarity between topics,
contents and the entire quality of sources, which causes data repetition and provides the user
with similar data. One more problem is data sparsity and ambiguity, as the length of the short
text is limited, which provides poor outcomes to end-users. The baseline topic modelling
approaches failed to obtain word co-occurrence patterns in topics due to the sparsity problem
in short texts, such as social media like Twitter, text over the web, and news headlines.
Therefore, this work proposes an efficient G_SeaNMF model based on the local and global
word-context semantic correlation to solve these problems in short text topic modelling.

3 Proposed methodology

Topic modelling is a kind of unsupervised machine learning algorithm that helps discover
latent topics in text corpora and annotate texts based on their subjects. Topic modelling is the
technique for discovering the group of topics (words) from a massive document collection that

illustrates the information better. It can also be defined as a text-mining procedure that gains
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recurrent word patterns in textual information. The steps involved in proposed short-text topic
modelling are: Pre-processing G_SeaNMF algorithm-based topic modelling. The architecture
of proposed G_SeaNMF model is shown in Fig. 1.

3.1 Pre-processing

This is the first step that is processed in the text to make the text into a suitable form, which can
be predictable and analyzable for performing topic modelling. The initial stage is to assemble
unstructured text data from various sources, such as tweets, product reviews, and news
headlines. Pre-processing is also termed as the cleaning procedure that prepares the text for
further processing. The text data collected from online sources usually includes noise, incom-
plete sentences, advertisements, and non-informative parts (scripts, HTML tags, numbers,
symbols etc.). Using these following terms in the text creates a high dimensionality problem
that affects the system performance. Pre-processing aims to minimize the noise present in the
text and speed up the short-text topic modelling. The pre-processing techniques that are being
assessed here to clean up the collected data are:

* Lowercase conversion: Transforming all the text data into lower case. This is a simpler
procedure that treats all the words similarly. Lowercasing helps to maintain stability during
text mining and NLP tasks.

* Noise Removal: Removing noise in a text can be defined as removing unwanted texts or
digits that may affect the analysis of the text. Removal of noise is considered an important
step in the data cleansing stage of text analysis. Noise removal or minimization of
redundant information is the main aim of pre-processing.

Large Short
Text Corpus

[—_—
Search Biomed
Snippet icine
Global-Local
S | News | Semantic
Pascal || I F—"07I1 @« pemmmmmmmm————— 1 C o
.

Data Processing
Step

Latent Topics

Word-Context Relations !

Fig. 1 Architecture of proposed G_SeaNMF model
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*  Stop word removal: In NLP, the useless data is called stop words. The most used stop
words are ‘the’, ‘a’, ‘is’, ‘an’, ‘are’, ‘in’ etc. Removing these stop words gives more
attention to the important data. Also, the elimination of non-essential terms increases
focuses on important words.

*  Stemming: The method of minimizing a word into a word stem is called stemming. It
returns the root form of word, which aids in vocabulary standardisation.

*  Lemmatization: The term lemmatization transforms the word into a relevant base word is
called a lemma. It reduces the word to its base form by utilising a dictionary such as
Wordnet. The different inflected word forms are grouped and analyzed as a single term
that brings the context to words.

*  Normalization: Transforms highly unstructured language to its canonic form. For example,
the phrases ‘gooood’ and ‘gud’ are converted to good. Text normalization minimizes the
amount of information and brings it into a standard form.

*  Text Enrichment: Use POS (Parts of Speech) tagging to enhance information about the
words. Enhancing the textual information with POS tagging helps recognize the gram-
matical meaning by verifying its contents.

3.2 G_SeaNMF algorithm based topic modelling

In this section, the proposed G_SeaNMF model, and BCD (Block Co-ordinate Decent)
algorithm to measure short documents and terms latent representations are mentioned. The
proposed G-SeaNMF technique leverages both internal and external corpora for weighting
word-context matrix. The input is a short text corpus that has been pre-processed. Vocabulary
is created, which is then used to construct a document—term matrix based on the terms
contained in the given document. The matrix, which is represented using rows (documents)
and columns (words), is called document—term matrix. The major challenge of the proposed
model is to use the term correlations obtained from the pre-trained word representations on the
large external corpus (Google News). This Google News dataset includes 3 M (Million) words
in English that are embedded into 300d (dimensional) latent space by executing the W2V
(word2vec) model on Google News corpus having 3B (Billion) running words [6].

Consider a given corpus that includes N number of distinct terms/words/keywords and M
number of documents present in vocabulary Vo. The representation of term_document matrix
isT efR]i “M \which is further approximated using dual lower-rank matrices such as WOE‘RIXXK
and ReiRﬂ‘f *K ie., T WoRT, K< < min (N, M) signifies the number of topics (latent factors).
The latent matrix is represented as Woe‘.RIXXB . By applying the non-negative (NN) constraints
on context and word vectors, it is symbolized as ¢ o'eR? w?e“ﬁi. For a given keyword
denoted as wo; € X, then set Wo(;.) = wo';. The representation of word context or semantic
correlation matrix is described as,

Y=WoWo! (1)

e #(WOI‘,COJ*) —loar
Y= |:l g(#(woi)-q(coj)) log :|+ (2)
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The matrix Y can be acquired from skip-gram (SG) of the corpus. Thus, each element can be
defined using Y};. The unigram distribution (UD) for sampling co; of a context is g(co;). Hence,
the expression for g(co)) is,

# (co j)7
Zco‘,-eX# (Coj) !

Where, the smoothing factor is represented as . The major problem with the basic SeaNMF
model is that it reveals only the internal relationships among the context and its words.
Moreover, SeaNMF is only related to short-text corpus, which is a critical problem to
overcome. In this work, to boost the performance together with the internal corpus and
additional external corpus is incorporated. Based on the internal and external corpora, a
word-context matrix is generated using the following formula,

q(co)) = 3)

TC(wo;,wo;) = Ag(wo;, wo,) + A (wo;, wo;) (4)

Where, the weight term computed for the words wo;, wo; using internal and external corpus is
expressed as Ag, ;. The calculation of similarity score with word 2vector model of Gensim
library for both internal and external corpus is expressed as,

x,ifx >0
)\E(W0i7woj) - {(), otherwise ®)
1, if wo;, wo jed,;
AL (W0i7W0j) - {O,Other:zvisej o

Where, the model similarity score is represented as x, and the document term is dy(1 </<n). In
G_SeaNMF, the semantic correlation matrix is calculated using the metric PMI. The objective
function that relates the semantic information and term_document matrix can be expressed as,

T’ R r
(virr (v, )
Where, aeR signifies the scale parameter and the penalty function is represented as
W(Wo, Wo,, R). Here, an optimization algorithm named BCD is used to optimize the weight
values. The other name of BCD is Nonlinear Gauss-Seidel (NGS). BCD is one of the simpler
forms of iterative algorithms used for performing non-convex optimization, which updates the
weight values at each iteration. The latent factor matrices of words (Wo), Context (Wo_)and
documents (R) are randomly initialized with non-negative numbers. Within every iteration, the
coordinates are updated column-wise. The updated form of equations is characterized as:

2
+ ¢(Wo, Wo,., R) (7)
F

min
Wo,Wo.,R>0

Update Wo

(TR) .4y + a(YWoc)“k)*(WoRTR)(:‘kfoz(WoWoZWoc)
(R'R) by T a(Wo[ Wo)

@)
(k k) +

WO(:‘k)<— WO(:,k) +
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Update Wo,.
(YWo) ., —(Wo.Wo" Wo) . }
g (:,k)
Wo.., —|Woc., + 7 9)
(k) |: (2:k) (WO WO)(k‘k) .
Update R
(T"Wo) . ,,~(RWo Wo)
(:,k) (:,k)
Rij— | Rep + T (10)
(Wo Wo)(k_m N

Where, [z], = max(z,0), VzeR. Within every iteration, the coordinates are updated column-
wise. After that, Wo(. 1, and Wo,. pare normalized to have a unit /,—norm. This iteration is
repeated simultaneously till the algorithm converges. Therefore, consideration of word-context
semantic relationship in the overall updating procedure yields highly correlated top keywords
under each topic.

The flowchart of Proposed G_SeaNMF Model is illustrated in Fig. 2. The proposed
G_SeaNMF based short text topic modelling is performed using the local and global word-
context correlation. Initially, the data is being collected from the short-text data corpus. The data is
pre-processed and cleaned using the steps such as lowercase conversion, stemming, stop word
removal, lemmatization, normalization and text enrichment procedures. Net, vocabulary and
term_document matrix is created. The word correlation matrix is generated by incorporating both
local, global corpus. The semantic relations are learned among the words and their contexts using
the skip-gram view of the corpus. The proposed approach offers substantial semantic terms under
each topic by integrating the word2vec model of Gensim library trained on the Google News
Dataset and SeaNMF model. Finally, the topics with top words are displayed. The evaluation of
techniques based on DMM, self-aggregation approaches, and global word co-occurrence are
considered in terms of purity and NMI. Five real-world datasets are used for experimentation:
Search Snippet, Biomedicine, Pascal Flickr, Tweet and TagMyNews.

4 Results and discussion

This section explains the valid performance of the proposed G_SeaNMF model by performing
substantial experiments on the various real-world datasets. A detailed explanation of the
datasets used, baseline approaches, evaluation metrics and the results obtained are discussed
in this section.

4.1 Details on the datasets

The performance of several short text topic modelling methods is assessed and contrasted in
this section through testing on five distinct data sets. Five real-world datasets are used to test
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Fig. 2 Flowchart of Proposed G_SeaNMF Model

the performance of short text algorithms. The statistics about the datasets used are mentioned
in Table 1.

Search Snippet: It comprises summaries of documents from eight different categories that
were given as an outcome of a search engine query. Eight categories are business, computer,
arts, engineering, health, education, politics, and sports. There is a total of 12,295 documents.

Biomedicine: There are 19,448 documents available on BioASQ’s official website, cover-
ing a total of 20 topics.

Pascal Flickr: It has a collection of captions from 20 different domains in 4834 documents [27].

Tweet: It includes 2472 tweets with 89 topics. Tweets are collected from microblog tracks
at Text Retrieval Conference (TREC) 2011 and 2012.

TagMyNews: The dataset contains 32,600 English news articles that were taken from the
websites of three popular news publications. It includes news from seven distinct domains,

Table 1 Datasets Statistics

Dataset Name Total Documents Total Labels
Search Snippet 12,295 8
Biomedicine 19,448 20

Pascal Flickr 4834 20

Tweet 2472 89
TagMyNews 32,600 7
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including sports, business, the United States, health, science and technology, the world, and
entertainment. Experimentation with the title and description of news is being considered [1].

4.2 Evaluation metrics

The performance metrics used for computing the topic modelling are topic coherence or PMI
(Point wise Mutual Information), Normalized PMI (NPMI), NMI, perplexity, and purity [10,
33, 39].

4.2.1 Topic coherence

PMI: This metric is also called topic coherence or UCI coherence. It is defined as the
associative measure among the given word-pair (wo;, wo;), which is expressed as,

2 N-1 N
>y PMI(wohwo_/-) (11)

UCl(k) = ——
(k) N(N-1) S 2

p(WO,', WO‘/‘)

PMI (wo;,wo;) = lo
( /> gp(woi)p(wa_,-)

(12)
Where, the word probability wo; and wo; that co-occur in the similar document is defined as
p(woj, wo;)= #(wo;, wo;)/D. The number of total word_context pairs can be denoted as
D=3\ cocvott (wo,co). The marginal probabilities are represented as p(wo;)= # (wo,)/D
and p(wo)) = # (woy)/D.

Normalized PMI: This metric indicates the maximum correlation based on human judg-
ment in evaluating topics. The expression to evaluate normalized PMI is

P (wn, WO ,) v
lOg P(wa()-P(wo,)

—log (P (wo,»7 woj) )

Normalized PMI(WO,—, woj)h/y = (13)

Where, the greater values of v offers more weights to normalized PMI values.
Perplexity: This is one of the evaluation metrics used to evaluate the performance of
proposed topic modelling. The expression for the computation of perplexity is

>N Lml ni
P= exp< znlzzziv‘jiip(wo ))) (14)

Where, the number of total documents is symbolized as N, the length of document is
represented as L, and the likelihood of i word in the document is denoted as p(wo,;).

4.2.2 Cluster evaluation
Purity: This metric is used to determine the consistency of a cluster, that is, the extent to which

the cluster component belongs to a single class. Purity values range between 0 and 1. A high
purity rating suggests that the cluster is of high grade [26]. For a given set of Clusters C, a
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given set of class labels Z, and a certain total number of documents N. The expression for
purity is defined as follows:

1
Purity(C,L) = —Y, n 1
urity(C, L) = & Yeec max e (15)
NMI: This metric is used to compute the trade-off among the quality of clusters against the
cluster numbers. NMI calculates the MI (Mutual Information) shared among clusters and
cluster labels normalized via the mean of entropy of clusters and classes. The NMI range is 0
to 1 like purity metric. The formula to calculate NMI is,

1(C,L)
NMI(C,L) = ———=") 16
(1) = o)+ mo)2 (16)
B ’cojﬂlok} M‘cojﬂlok‘
](C,L)—%%: M og ’COjHlOk‘ (17)
e L W e g L P 1| (18)
A VRGN VA T LTy %y

Where, the number of total tweets is denoted as M, total tweets in the lo cluster is represented
as |log, the overall tweets in cocluster is symbolized as |coj|, the tweets that occur is both lo,
and co; clusters are indicated as |co; N loy.

4.2.3 Classification accuracy

Accuracy: This metric evaluates the distribution of documents and topics. In topic modelling,
the performance can be measured using text classification. Higher accuracy illustrates that the
topics discovered are more representative and discriminative. The classification is performed
with the package named LIBLINEAR, considering linear SVM. In this work, the classification
accuracy can be evaluated with 5-fold cross-validation on the different datasets such as Tweet,
Search snippet, Pascal Flickr, Biomedicine and Tag My News datasets.

4.3 Baseline comparison models

The performance of the proposed G_SeaNMF approach is compared with the following
baseline methods. The conventional approaches to short text topic modelling can be broadly
classified into three categories: DMM (Dirichlet Multinomial mixture), self-aggregation and
global word co-occurrence.

4.3.1 Methods based on DMM

DMM [36] was introduced on the premise that each document is sampled from a single topic. This
was a reasonable assumption for a short text document, as it comprises a small amount of words.
Collapsed Gibbs sampling was used in the first DMM model. Twitter-LDA (Latent Dirichlet
Allocation) was proposed by Zhao et al. [37] on the assumption that each tweet was related to a
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single subject. Recent work has incorporated word embedding into DMM. Regular LDA was
predicated on assuming that a single document may include several topics. Gibbs Sampling by
Dirichlet Multinomial Mixture (GSDMM) was a variant of LDA that assumes that each document
has linked to a specific topic. GSDMM was capable of automatically determining the number of
clusters and solving sparsity and high dimension problems. It uses Dirichlet distribution as the
prior distribution for topic-word and document-topic distributions. It samples a topic for the
document and creates all words in the document using a multinomial distribution.

Latent Feature Dirichlet Multinomial Mixture (LF-DMM) model relies on one-document
and one topic assumption. This model substitutes the topic-to-word Dirichlet multinomial
component with a combination of Dirichlet multinomial and latent feature components to
produce the words [22]. The Generalized Polya Urn Dirichlet Multinomial Mixture
(GPUDMM) focuses on the semantic resemblance between two words through a cosine
similarity measure and pre-trained word embedding. It has been found that the assumption
of individual documents for a single topic may be overly strict for some datasets. Model
PDMM (Polya Urn Dirichlet Multinomial Mixture) has a topic number as a Poisson distribu-
tion [18]. This enables each short text to contain one to three topics. To improve the outcome,
PDMM has extended the model as GPUPDMM by using prior knowledge about word
semantic relations via GPUDMM. This method was not time-efficient [14].

4.3.2 Global word co-occurrence based method

‘When two words occur together in a document, it is referred to relevant words. Considering such
a global word co-occurrence when learning latent themes from a corpus increases clustering
performance. There was a need to standardise the window length used to extract word co-
occurrences from individual documents. Because short text contains fewer words, many ap-
proaches treat each document as a sliding window. The Biterm Method (BTM) extracts topics
from a short text by creating biterms directly [5]. Biterms are Unordered word pairs that appear in
a corpus are called Biterem. BTM acquires topic knowledge by aggregating biterms over the
entire corpus. This concept enables the handling of sparsity in an individual document [16].

The Word Co-occurrence Network (WNTM) uses standard Gibbs Sampling for latent topic
discovery and learns distributions across the topics for each word from the word co-occurrence
network instead of document topics WNTM less sensitive by the length of the document. In
WNTM, the sliding window advances word by word, and the co-occurrence of two separate
words in the same window is considered. It then creates a word network with the word as the
vertex and the weight on the edges, representing the frequency of co-occurrence of two
connected words. This simplifies and enhances the use of WNTM in real-world applications
[38]. SeaNMF method was developed for determining the themes of a short text by revealing
the meaningful relationship between keywords and their context. Skip gram was used to
discover semantic associations between keywords and their context during the training phase
of the word embedding approach. This helps to mitigate the sparseness of short text. Here each
page was considered as a single sliding window [31].

4.3.3 Method based on self-aggregation
To address the issue of sparseness in short text, the self-aggregation method merges short texts

into a pseudo-long document. The topic modelling technique is applied to a pseudo document
[18]. Self-Aggregation based Topic Modelling (SATM) derives the underlying topic from the
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pseudo document using conventional topic modelling. It first evaluates the likelihood of a
pseudo-document existence based on a short text document in the corpus. Then, each word
estimates a pair of pseudo-document label and topic label. This method may lead to overfitting,
which is computationally expensive [26]. Pseudo Document-based Topic Modelling (PTM) is
predicated on the notion that a vast number of short texts are created from a small number of
regular-sized latent documents, known as pseudo documents. Each short text corresponds to a
single pseudo document. The distribution of short text over pseudo documents is modelled
using a multinomial distribution [11].

4.4 Result analysis

In this section, the evaluation results are expressed with the graphical analysis and explanations.
The efficacy of the proposed G_SeaNMF approach is analyzed on the five real-world datasets
and compared with the baseline models. The fundamental task processed for evaluating topic
models is verified in terms of topic coherence, purity, perplexity, and NMI. Table 2 illustrates
the performance of proposed G_SeaNMF model evaluated using various evaluation measures.

Figure 3 represents the purity metric comparative analysis. The quality of clusters is
measured with the purity metric to represent the effective characteristics of the proposed
G_SeaNMF model. The baseline models used for the comparison are BTM, WNTM, DMM,
GPUDMM, LF-DMM, PTM, SATM, and SeaNMF. With the datasets, the purity value
estimated using the proposed G_SeaNMF are search snippet (0.82), biomedicine (0.47), pascal
Flickr (0.34), TagMyNews (0.62), and tweet (0.9), respectively. The proposed G-SeaNMF
outperforms BTM and WNTM in the word embedding group of methods. From the DMM
family of algorithm, LF-DMM is the best algorithm for Search Snippet, Pascal Flickr, and
TagMyNews. PTM has improved performance from Self Aggregation methods than SATM
for all datasets. In general, when three types of topic modelling methods are compared, the
self-aggregation technique is the least performer.

Figure 4 indicates the comparison of the NMI metric. The mutual information shared
among the clusters and cluster set is computed using NMI measure. The baseline models used
for the comparison are BTM, WNTM, DMM, GPU-DMM, LF-DMM, PTM, SATM, and
SeaNMF. With the datasets, the NMI value estimated using the proposed G_SeaNMF are
search snippet (0.57), biomedicine (0.37), pascal flickr (0.29), TagMyNews (0.45), and tweet
(0.89), respectively. The performance of the approaches above has been observed to be dataset
dependent. The proposed G-SeaNMF outperforms BTM, DMM, LF-DMM and GPUDMM on
the tweet dataset. G_SeaNMF is the best algorithm for Search Snippet, Pascal Flickr, and
TagMyNews. The baseline models WNTM, LF-DMM, PTM, and SeaNMF gained equivalent

Table 2 Outcomes of proposed G_SeaNMF model using various metrics

Method Dataset Metrics
Purity NMI Perplexity NPMI PMI
Proposed (G_SeaNMF) Search Snippet 0.822 0.573 6728.3 0.023 1.6329
Biomedicine 0.482 0.367 5223.6 0.034 1.8314
Pascal Flickr 0.297 0.294 1853.7 0.028 4.1338
TagMyNews 0.676 0.426 5642.7 0.030 3.6503
Tweet 0.821 0.814 2639.2 0.038 4.2467
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performance with the proposed G_SeaNMF approach for the tweet dataset. In general, when
comparing proposed G_SeaNMF with three types of topic modelling methods, the self-
aggregation technique is the least performer.

1 T T T T T T T T
g
= 0.8 i
=
g
=
E
= 0.6 N
=
2
=
= 0.4 i
@
=
= o2 (I AOHL I |
s 0.2 0 i
Z I Scarch Snippet [ TagMyNews

I Biomedicine [ Tweet
0 [ Pascal Flickr
RO SO\ O\ L\ P O LSRG\
LN 0“‘6»“;@0“‘ Y

Fig. 4 Comparison of NMI

@ Springer



Multimedia Tools and Applications (2023) 82:26411-26433

26427

Figure 5 shows the comparison of classification accuracy. The performance is assessed
using accuracy metrics on ten different models with the five datasets. It is observed that the
performance of these techniques is dependent on the datasets. The proposed G_SeaNMF
model using word embeddings outperforms the other models, mainly on Google News and
Tweet datasets. The SATM method based on self-aggregation especially achieved lower
accuracy because of generating pseudo-documents. The existing methods obtained lower
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results since these models are extremely dependent on the dataset. The proposed G_SeaNMF
model attains superior performance on all datasets, excluding SearchSnippets datasets.

Figure 6 displays the results of the proposed G_SeaNMF topic coherence results and all
existing approaches on the TagMyNews dataset. For evaluating the outcomes, the top number
of words per topic T={5, 10, 15, 20} and number of total topics K= {10, 20, 30, 40} are set.
From Fig. 6, it is observed that the proposed G_SeaNMF outperforms all the other existing
methods on TagMyNews dataset. The performance of G_SeaNMF is superior when compared
to SeaNMF and SATM by learning the topics from local and global co-occurrence of words.
The proposed G_SeaNMF can obtain more readable topics from the outcomes.

Table 3 indicates the topics that are discovered from TagMyNews dataset. The seven
randomly selected topics and their top-weighted terms for each topic are displayed. The two
baseline models LF-DMM and PTM is compared with proposed G_SeaNMF with
TagMyNews dataset. The contents of each topic are summarized using a topic label. The
topic label offers information about the corpus. The top ten terms clustered under each topic in
Table 3 were determined using LF-DMM, G-SeaNMF, and PTM, the best performing DMM,
self-aggregation and global word co-occurrence algorithms, respectively on the TagMyNews
dataset. The document-term matrix is used to assign topic labels. Appropriate labels are
generated when words grouped in a topic share a common domain.

The TagMyNews dataset contains seven domains; LF-DMM was able to identify six of the
seven topics; PTM was unable to identify specific topic labels because words within one
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cluster belong to distinct labeled documents; and G-SeaNMF was able to generate appropriate
labels for all seven classes. The proposed G_SeaNMF can obtain a greater number of readable
topics from the outcomes. The baseline models gained higher outcomes, but the topics are hard
to understand, and the topics are not discovered in better form. The term (*) symbolizes that
the topic label cannot be predicted. Thus, the proposed G_SeaNMF model can better learn the
hidden semantic structure of short text collections.

Table 4 represents the topics modelled with the Search Snippet dataset. The latent topics
analysed with the qualitative valuation of Search Snippet dataset includes seven topics as
health, politics, education, sports, business, culture, and computer. Every topic is visualized by
means of top 10 words. The table shows that the proposed G_SeaNMF model achieved
equivalent coherence with topic coherence and obtained a greater number of coherent topics.
Except for the LF-DMM, PTM, models, the proposed G_SeaNMF can identify more relevant
topics. Thus, the existing approaches PTM, LF-DMM represented topics with more meaning-
less words compared with G_SeaNMF approach.

5 Conclusion

The widespread usage of social media in daily life has necessitated the analysis of the huge
unstructured data scattered throughout the internet. In this work, a Gensim_SeaNMF model is
introduced to find the topics for short texts. The proposed approach integrated local and global
word_context semantic correlation, which completely overcomes the data sparsity issue. This
article examined DMM, self-aggregation, and global word co-occurrence based on short text
datasets. These approaches are tested using two topic coherence measures, Purity and NMI, on
five datasets. LF-DMM, a member of the DMM family of algorithms, learns more coherent
topics with less noisy and meaningful words but is highly sluggish due to optimising topic
vectors. The proposed G_SeaNMF outperforms SeaNMF, BTM and WNTM when using
Global Word Embedding-based algorithms. Moreover, the proposed G_SeaNMF employs a
local and global word embedding to discover semantic associations between words, revealing
meaningful words and improving results. PTM and SATM from the self-aggregation approach
perform poorly compared to all other approaches. Because these methods infer latent themes
from pseudo documents using traditional topic modeling, they raise the computing cost of
determining word similarity. For the TagMyNews Dataset, G_SeaNMF, LF-DMM, and PTM
yield purity values of 0.613, 0.601, and 0.527 and NMI values of 0.449, 0.422, and 0.283
respectively. The G_SeaNMF has the highest purity, indicating that topics are consistent and
that most words come from a single category. This results in the right assignment of labels to
each topic. The main limit of the proposed G_SeaNMF model is processing with only one
larger external corpus dataset to obtain pre-trained word representations. Moreover, the
processing speed is slow with the complexity in trade-off between implicit and explicit
short-text relations. In future, this study may focus on improving the consistency of the topic
model and the auto-creation of labels for each topic.
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