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Abstract

The evolving Internet of Things (IoT) promisingly improves the quality of life and trans-
forms many industries. However, the IoT application challenges the wireless networks since
the resource-constrained IoT devices typically need to send data to the cloud or edge server.
Therefore, it is necessary to introduce an intermediate device between IoT devices and the
servers, for example, to reduce the cost of direct communication between them. In another
case, the device may move and collect the data from IoT devices before transmitting it to
the server. The intermediate device should be designed to have resilient Internet connections
and sufficient bandwidth in such a context. This work implements and evaluates a Multi-
path TCP (MPTCP) IoT router, which uses multiple radios to connect a server to address
the demanding design. The router leverages MPTCP, an extension of TCP for simultane-
ous transmission over several paths on top of Wi-Fi interfaces. MPTCP has also supported
several working modes for throughput and (or) resilience enhancements. First, we imple-
ment the MPTCP kernels, which can run on the popular IoT devices Raspberry Pi 3B+ and
4. Second, we extensively evaluate the performance of IoT routers in a static and mobil-
ity scenario. The static scenario’s evaluation results show that the MPTCP-based router
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can achieve seamless handover and bandwidth aggregation. In the mobility scenario, the
MPTCP router with one backup path performs better than the single-path TCP. Besides, the
MPTCP routers are more energy-efficient than TCP on the same hardware.

Keywords MPTCP - IoT - Evaluation

1 Introduction

The recent advances in electronics, sensing, and communication technologies have facili-
tated the IoT applications that improve human quality of life and open industrial opportu-
nities. We have seen various IoT applications such as smart homes [33], smart cities [5, 9],
air quality monitoring [31], or even fighting COVID-19 [21]. In the IoT applications, [oT
services are typically provided by exchanging information and data by many IoT devices
to edge or cloud servers via internetworks. On the other hand, the IoT devices, which have
sensors that sense the environment, are generally resource-constrained. In several applica-
tions with many connected IoT devices, keeping direct device-server communication may
cause extra communication costs and sophisticated network management. Moreover, the
IoT devices’ sensing data are usually small; it may be more efficient if stored and relayed
with a sufficient amount. The solution for those cases is to introduce a device that acts as
an intermediate between various IoT devices and the edge or cloud servers. The intermedi-
ate device should have an Internet connection with sufficient bandwidth to face the demand
for the former exemplary application. In the latter one, the Internet connection should be
resilient since the device may move to collect the sensing data.

There are many previous works in the literature to realize such devices, named IoT
gateways, which commonly have many communication technologies to support heteroge-
neous IoT devices. However, the works mainly focus on the link between IoT devices to
the gateway while using one wireless link for the Internet connections. Moreover, most of
them are specialized in platforms that are much more powerful than IoT devices. If the
IoT gateway can be built on top of the IoT device, it will speed up the IoT development.
Therefore, the challenges of a resilient Internet connection and sufficient bandwidth remain.
One viable approach for adequate bandwidth provision is to equip the router with high-
throughput, reliable wireless radio. However, it increases the cost and adds extra overheads
to the device’s size, software, power consumption, etc. Another way for the bandwidth and
resilience demand is to deploy several IoT gateways for the [oT application. Unfortunately,
that deployment may significantly add complexity to the network deployment. We follow a
novel approach to building the device, which has several low-cost wireless radios to address
the challenges in this work.

Although there are potential benefits of introducing several radios on the IoT device,
the radios do not themselves guarantee the expected bandwidth and resilience. We need to
devise new techniques and mechanisms that can enable applications to use multiple radios
simultaneously. To this end, Multipath TCP, which can aggregate the bandwidth over radio
links and realize the high throughput, is a promising technology [7]. MPTCP can also
enhance resilience against path failure due to the flexibility in adding and removing paths.
MPTCP has been actively developed on various platforms (e.g., Linux, Android, Apple
10S). Besides, MPTCP has been successfully deployed and evaluated in many wireless net-
works, including Wi-Fi, 4G, 5G, etc. However, there have no official MPTCP kernels for
IoT devices yet. Moreover, the operation of MPTCP on IoT devices or IoT routers has not
been investigated in the literature. Those issues motivate us to build and evaluate an IoT
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router that exploits the advantages of MPTCP in the IoT context. We name our device IoT
router since MPTCP needs the information from the routing layer to operate efficiently and
effectively.

In this paper, we implement and evaluate an MPTCP-based IoT router, which can concur-
rently use several Wi-Fi radios to communicate to an application server. The router not only
uses the hardware of IoT devices but also achieves bandwidth aggregation and resilience
enhancement. More specifically, our contributions are as follows.

®  We have implemented the MPTCP-based IoT routers, which use new MPTCP kernels
and Wi-Fi interfaces, on Raspberry Pi models 3B+ and 4. We have then evaluated the
IoT routers in actual networks under static and mobile conditions.

® In the static scenario, the evaluation results show that the achieved MPTCP throughput
of the IoT router is higher than the TCP one via each Wi-Fi network. Moreover, the
MPTCP-based router’s communication is resilient against path failures. In the mobility
scenario, the MPTCP-based router can achieve seamless communication.

® The evaluation results also indicate that the MPTCP communication is more energy-
efficient than the TCP one.

The remainder of the paper is organized as follows. Section 2 describes related works. In
Section 3, we introduce our implementation of the MPTCP-based 10T router. Section 4
presents the evaluation results. Finally, Section 5 includes conclusion and future works.

2 Related works

It is widely agreed that it is necessary to have a device that acts as an intermediate between
various IoT devices and the cloud/edge platform over the Internet. This paper’s IoT router
concept is close to the IoT gateways proposed in the literature [6, 11, 32]. The IoT gateway
is a bridge to connect wireless sensor networks with sensing capabilities to the Internet,
forming the Internet of Things. The IoT gateway normally integrates networking protocol,
manages storage, and preprocesses sensing data. There have been many works focusing on
the interface between IoT devices and IoT gateways. They have aimed to solve the scala-
bility issue and automatic association when an IoT device joins a coverage area of an IoT
gateway. The gateway may require a manual configuration of IoT devices, for example, the
passive IoT gateway in [3]. Besides, semi-automatic gateways can automatically create the
link to IoT devices but are not ready for applications [3]. In [14], the authors proposed a
fully automatic IoT gateway, which can be self-configured. The gateway can discover and
update IoT devices automatically. In [1], a mobile gateway that is a smartphone opportunis-
tically interacts with IoT devices. Those works, however, focused on the side between the
gateways to [oT devices. They considered a stable connection from the IoT gateways to the
Internet. This work addresses the problem of sufficient and resilient Internet connection of
IoT gateway/router.

The work in [10] investigated the connection from an IoT gateway to the Internet. The
authors proposed a smart gateway with several wireless interfaces, each of which can con-
nect to the Internet. Moreover, they introduced a smart switching mechanism that switches
Internet links to provide a seamless connection to IoT devices. Unfortunately, they only
presented the concept without implementation or simulation. This paper also considers the
multiple links to a server, but we provide a practical solution with an MPTCP-based device.
In [29], the authors introduced a 5G-enabled IoT gateway to support a large number of IoT
devices and a vast amount of IoT traffic. They also proposed an uplink compression scheme
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to optimize the IoT gateway’s Internet connection usage. However, the work exploited the
advanced features of 5G, such as millimeter-wave (mmwave), C-RAN, Massive MIMO,
etc., which generally required specialized, powerful hardware. Our work targets an IoT gate-
way built on top of IoT hardware that also provides the expected resilience and bandwidth
sufficiency with MPTCP.

MPTCP has already been available on many platforms, including Linux [18], FreeBSD
[8], Android [19], iOSs [2]. The Linux community has recently merged the MPTCP ker-
nel into the mainstream kernel. The broad range and speed of MPTCP adoption originate
from its evolvability and efficiency. First, MPTCP can be used similarly to TCP without
modifications to the application or networking infrastructure. Second, the MPTCP-enabled
application can use diverse paths, achieving throughput and resilience enhancements.
MPTCP was originally designed for 4G mobile networks with LTE and Wi-Fi [27]. Since
then, there have been many improvements to the MPTCP kernel for such a scenario. For
example, in [24], the authors proposed a new MPTCP kernel with a fast and secure ini-
tialization to improve the MPTCP performance. The work in [22] added path-awareness
information to the MPTCP scheduler to deal with the imbalance of 4G/LTE and Wi-Fi
paths. MPTCP also finds its application in various mobile wireless systems, including Soft-
ware defined wireless networks [23], mmwave wireless [25], or 5G [17]. Regarding the
MPTCP implementation on an IoT device, the work in [20] introduced an MPTCP-based
Robot Operating System (ROS) kernel on Raspberry Pi. However, the authors did not men-
tion the implementation in detail. Moreover, the evaluation is limited to a static scenario.
Unlike previous works, this paper exploits the MPTCP kernel implementation on differ-
ent models of Raspberry Pi (i.e., IoT devices). Besides, we have extensively evaluated
the MPTCP-based devices on static, mobile scenarios, considering various performance
parameters.

3 MPTCP and MPTCP-based loT router
3.1 MPTCP overview

MPTCP is a protocol that extends TCP for communication over multiple paths. MPTCP
inserts a virtual MPTCP layer between the application and transport layers. The appli-
cation’s byte stream goes to the TCP and lower layers without modification because the
MPTCP layer uses a socket-like interface (i.e., metasocket). MPTCP has three essential
components: path manager, scheduler, and congestion control. The path manager determines
how to add subflows to existing connections. MPTCP supports the fullmesh, ndiffports,
and binder path managers. The fullmesh one will create a full mesh of subflows among all
available IP addresses. More specifically, each subflow is formed by a pair of IP addresses
at two ends of a connection if an available route exists between them. Ndiffports will
determine a predefined number of subflows across the same pair of IP addresses by mod-
ifying the source port. Binder integrates with the loose source routing function, mainly
for aggregating subflows between a relay host and gateways, both MPTCP capable. The
MPTCP scheduler is in charge of specifying the amount of data each will send on a sub-
flow. MPTCP’s default scheduler chooses the path that sends the subflow on the path with
the smallest round trip time (RTT). Allocate any amount of data to the selected subflow,
depending on the congestion window size. MPTCP can use TCP congestion controls on
each subflow (i.e., uncoupled congestion control) or coupled ones. The latter ones are
designed with the consideration of all subflows’ status, such as Linked Increase Algorithm
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(lia) [30], Opportunistic Linked Increase Algorithm (olia) [16], Balanced Linked Adaption
Congestion Control Algorithm (balia) [26].

Since MPTCP has various implementations of different components, they can cooperate
with others to form an operation mode depending on the user demands. Moreover, MPTCP
can work under a backup mode, in which a subset of subflow is configured to be idle in
the regular operation. They will be active for MPTCP transmission only when all other
subflows are unavailable. Due to the dynamic of traffic and wireless networks, a significant
difference in the throughput of each subflow may occur. In such a case, although consuming
more resources, the aggregate throughput of MPTCP may be lower than that of TCP. The
backup mode is essential in this context to maintain a good level of throughput. When a
subflow is assigned the backup mode, the switching process is performed without delay.

3.2 MPTCP-based loT router
3.2.1 Hardware

We aim to construct an MPTCP IoT router on a typical IoT device hardware instead of the
powerful specialized one. Since the most active development of MPTCP is on Linux kernels,
the device is expected to support Linux environments well. For those reasons, we select
Raspberry Pi as the basic hardware for the IoT router development. Raspberry Pi is a small
single-board computer increasingly popular in IoT applications because of its sufficient
capability and reasonable price. Besides, Raspberry Pi is ready for various Linux distros
and easy to customize. Up to date, there have been many versions of Raspberry Pi. We
focus on the two recent ones in this work: Raspberry Pi model 3B+ and 4, both using ARM
chips. The 3B+ model uses Broadcom BCM2837B0, Quad-core Cortex-A53 (ARMVS) 64-
bit SoC, running at 1.4 GHz. Meanwhile, the 4 model has Broadcom BCM2711, Quad-core
Cortex-A72 (ARM v8) 64-bit SoC, 1.5GHz. Moreover, the 3B+, 4 models have 1G, 4G
RAM, respectively.

Regarding the connectivity, by default, there are several communication modules on the
Raspberry Pi devices. The model 3B+ has Ethernet, Wi-Fi, Bluetooth 4.2, and Bluetooth
Low Energy (BLE). As an improved version, the 4 model has better networking capability:
Gigabit Ethernet, Wi-Fi, Bluetooth 5.0, BLE. Since the IoT device mainly uses wireless,
we ignore the wired interface on the router. Moreover, Bluetooth, BLE is not native for
TCP/IP, required for MPTCP operation; we hence select the Wi-Fi technology for the com-
munication to the server. On each Raspberry Pi, there is only one Wi-Fi card; we attach an
additional USB Wi-Fi card to create multiple physical paths. Technically, we could intro-
duce other wireless technologies (e.g., LoRa, LTE, etc.) to the router in a similar way (via
USB ports or GPIO). However, it may cause an extra cost.

3.2.2 Building MPTCP kernel

As there is no existing official MPTCP kernel for IoT devices, including Raspberry Pi, it is
necessary to build a new one. There are two ways of creating a Linux kernel for a Raspberry
Pi device: on the device (local building) or another device (cross-compiling). We select the
latter since it takes a shorter period. In the following, we are going to describe the process
of building a new MPTCP kernel for Raspberry Pi on a machine with Ubuntu 18.04 LTS.
The process includes several steps as follows.

Step 1: Initially, we install the essential tools and dependencies for compiling the kernel,
such as git, bc, bison, flex, libncurses5, libssl, etc. The detailed information and the software
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Table 1 Tools and dependencies

Package Version

build-essential 12.6

git 1:2.20.1-2+deb10ul

be 1.07.1-2

bison 2:3.0.4.dfsg-1build1
flex 2.6.4-6

libncursesS-dev 6.1-1ubuntul.18.04
libssl-dev 1.1.1-1ubuntu2.1 18.04.7

version are shown in Table 1. Besides, we also need to clone and install the ARM toolchain
from the github repository on the Ubuntu machine. The toolchain is mandatory for cross-
compiling.

Step 2: We then prepare the MPTCP kernel code for Raspberry Pi by merging Rasp-
berry Pi’s Linux kernel branch and a branch of the MPTCP kernel (i.e., 4.19 and 0.95 in our
implementations). Thanks to the supportive feature of git, we can combine the two kernels
using git clone, git remote add, git fetch, and git merge. The first command is for down-
loading the Raspberry Pi kernels from [28]. The second and third ones are for adding and
updating the MPTCP kernel from [18]. Finally, the last command achieves the merging task.
In this step, typically, there have been many conflict errors caused by the different software
and Raspberry Pi versions. Hence, we have to debug and fix all of them. After resolving all
of the errors, we have the fresh MPTCP kernel code for Raspberry Pi.

Step 3: In this step, we construct the configuration file for kernel compiling. Depending
on the targeted Raspberry Pi, we need to set up the correct parameters for the build con-
figuration. The two parameters for kernel and the make option are presented in Table 2,
where RPi3, RPi4 stand for Raspberry Pi 3, 4, respectively. First, we configure the default
parameters of the MPTCP kernel, such as supported congestion controls, default congestion
control, scheduler, path management, etc. Second, we merge the MPTCP configuration file
with the default one of Raspberry Pi Linux.

Step 4: We start to compile the kernel (zImage), modules, and Device Tree blobs
(dtbs) with the above configuration. After that, we install all of them by using make mod-
ules_install. This step takes a long time; we can use the “-j” option to allocate the number
of cores for speeding up.

Step 5: After a successful compilation, we copy the kernel, modules, and dtbs to an SD
card that will be mounted on a Raspberry Pi device.

3.3 Routing and operational mode
Since we use two Wi-Fi interfaces to connect the IoT router to a server, the router has at

least two IP addresses (i.e., received from the DHCP servers on Access Points (APs)). If the
10T router sends data according to the routing based on the destination address, the MPTCP

Table 2 Configuration for

different Raspberry Pis RPi3 RPi4
KERNEL kernel7 kernel71
make option bem?2709_defconfig bem?2711_defconfig

@ Springer



Multimedia Tools and Applications (2023) 82:28389-28404 28395

communication using the two paths will not be possible. Therefore, the router’s routing layer
needs to be configured to support the transport layer’s MPTCP operation. We use policy
routing or source routing to route IP packets following the source address in this case. More
specifically, a routing table is set for each IP address of the IoT router. The tables guarantee
the next hop of the packet with specific IP is the LAN interfaces of APs.

In the default operational mode, the MPTCP router uses the all available IP address to
form a full mesh of paths to a server’s destination IP address (a pair of IPs determine a
path). After that, the MPTCP path manager, scheduler, and congestion control will control
the communication data to communicate over the multiple paths. Besides, MPTCP has sup-
ported several other modes in which a subset of paths is used. One of the efficient modes
is the backup mode, where a formed path is not used for data communication. Instead, it
is in an idle state, which then transforms to an active one if the main path fails. To real-
ize the backup mode, we install the iptool-mptcp package [13], which allows changing the
interface mode on MPTCP IoT routers.

4 Evaluation

This section introduces the evaluation of the MPTCP-based IoT routers in a static and mobil-
ity scenario compared to TCP on the same hardware. In the former, we show the throughput
aggregation, resilience enhancement; in the latter, the seamless communication has been
evaluated. Finally, we compare the power consumption.

4.1 Experimental setup

We evaluate two MPTCP IoT routers on Raspberry Pi 3B+ and 4 (i.e., RPi3 and RPi4) in
a stationary and mobility scenario. First, we describe the network connection in the static
case, shown in Fig. 1a. In the figure, the leftmost is an MPTCP IoT router with two Wi-Fi
interfaces: the onboard Wi-Fi card and the USB 10-DATA WN-AG300U. The two Wi-Fi
interfaces are associated with two APs, TP-LINK Archer A10. The APs are configured to
operate on different Wi-Fi channels to minimize the interferences. Table 3 shows the channel
settings. The APs assign IP addresses for the IoT router’s interfaces via DHCP in operation.
As a result, there are two forming paths (i.e., pathl, path2) for the communication between
the IoT router and the server. Figure 1a also shows an example of the IP address setting for
RPi4 with two interfaces, wlan0O and wlanl. In the RPi3’s case, only the last octets in the
two IP addresses on the router’s Wi-Fi interfaces are different. As mentioned in

Section 3.3, the policy routing is correctly set on each router. More specifically, we create
two routing tables (Tables 1, 2) for source routing of the Wi-Fi interfaces, as shown in
Table 4. In the static experiments, MPTCP is configured with the normal operation mode,
which uses the fullmesh path manager, the lowest RTT scheduler, and the balia congestion
control.

Second, we present the network topology in the mobility scenario. We use all the same
devices as in the static evaluation. However, their locations are different, as shown in Fig. 1b.
The figure illustrates the fifth floor of the first engineering building of Chiba University,
Japan. The numbers (i.e., 501, ..., 517) represent the floor’s rooms. The access points are far
from each other on the floor’s two sides, aiming to isolate their coverage. We initially find
the correlation between link quality and TCP throughput over each access point at the 18 red
circles in Fig. 1b. Note that we use the iperf3 software in all evaluations, which is a popular
tool to assess network throughput [12]. In each experiment, an iperf3 client on the IoT router
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Fig.1 Evaluation scenarios

sends TCP traffic to the iperf3 server installed on the server in 30 seconds. Regarding the
link quality evaluation, we use Raspberry Pi 4 and assert the RSSI values reported by the
Wi-Fi driver. With RSSI, we can calculate the link quality following the below equation.

100 (RSSI > —40)
Link Quality(%) = (1
HOERISL 4100 (RSSI < —40)

After calculation, we plot the link quality of two Wi-Fi links at 18 locations in Fig. 2a. It is
clear that the link quality values vary following the distances to the APs. We then investigate
the associated TCP throughput at each location to find the correlation between throughput
and quality. The measured throughput values are shown in Fig. 2b. We can see that, in
general, the better link quality gives the higher throughput value. Moreover, even though
the associations with APs exist in several locations (indicated by the link quality), the TCP
throughput over one access point may reach zero. Therefore, we use the MPTCP backup
mode to exploit the capability of achieving seamless communication of the IoT routers.

Table 3 Wi-Fi parameters

Access Point Standard Channel
AP1 802.11n 1
AP2 802.11n 6
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Table 4 Policy routing Routing inf .
outing information

Table 1 default via 192.168.10.1 dev wlan0
192.168.10.0/24 dev wlan0 scope link

Table 2 default via 192.168.11.1 dev wlanl
192.168.11.0/24 dev wlanl scope link

Default gateway default via 192.168.10.1 dev wlan0

default via 192.168.11.1 dev wlan1 metric 10

4.2 Static scenario
4.2.1 Throughput evaluation

This evaluation compares the TCP performance over each path and our MPTCP imple-
mentations on RPi3 and RPi4. In the evaluation, TCP used the cubic congestion control
while MPTCP used the balia one. We repeated each experiment ten times. After that,
we tracked and calculated the average, minimum, and maximum throughput values. The
results are shown in Fig. 3a, where TCP1 and TCP2 stand for the throughput perfor-
mance over pathl and path2, respectively. The first observation is that the TCP throughput
values of pathl and path2 are different on both devices. The inequality may be caused

100 4 Wi-Fil === Wi-Fi2 s
o\\°/ 80 1
=
T 60 1
=)
¢}
< 40
£
i}
20 1
o 4
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(a) Link quality at different locations
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<
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(b) Throughput at different locations

Fig.2 Thoughput and link quality investigation
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by the difference between Wi-Fi cards (onboard vs. USB). Moreover, we can see that
the RPi3 and RPi4 have different TCP throughputs on the same path. Notably, RPi3’s
onboard card gives better performance than RPi4’s one. Both RPi3 and RPi4 have a sim-
ilar Cypress CYW43455 Wi-Fi chipset and the firmware BCM4345/6 version 7.45.154.
Therefore, the difference in performance may be caused by integrating hardware compo-
nents into each board. However, regardless of the hardware, our MPTCP kernels always
have aggregated throughput over two paths. In the RPi4 case, the TCP1’s average through-
put is about 31.31 Mbps, and TCP2’s one is about 47.1 Mbps. Meanwhile, the MPTCP’s
average throughput is approximately 76.75 Mbps, close to the sum of TCP1 and TCP2.
In the RPi3 case, the three values are 39.23 Mbps, 25.58 Mbps, and 64.86 Mbps,
respectively. Therefore, we can conclude the MPTCP IoT routers can achieve throughput
aggregation.

We have further looked at the aggregate benefit function of RPi4 and RPi3 to get more
insights into the results. The benefit function is a numerical value to show how much a mul-
tipath communication benefit is, compared to its related single path ones [15]. The function
is expressed by
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G—Crmax ;
1 >
221:1 Ci—Crmax’ fG - Cmax

Ben(M) = ) 2
o if G < Cinax

where Ci is the TCP throughput of path i; C max is the highest value of all TCP throughput;
G is the throughput of MPTCP; M is the number of paths. Ben(M) is the MPTCP benefit
function, whose values is in the range [-1:1]. When the value of Ben(M) is larger than 0,
MPTCP has higher performance than TCP, or MPTCP has its aggregation benefit. On the
other hand, if the value is smaller than 0, it indicates that there is a single path with higher
throughput than MPTCP. Ben(M) allows comparing not only the aggregation benefit of
MPTCP against TCP but also different MPTCP aggregation scenarios. Figure 3b shows
the Ben(M) values of RPi4 and RPi3 in our experiments. The y-axis shows the average,
minimum, and maximum values in the figure. We can confirm the early findings of the
throughput aggregation since, in both cases, the Ben(M) values are all bigger than 0 and
close to 1. Moreover, we can see that RPi3 achieves the aggregation duty slightly better than
RPi4 does.

4.2.2 Path failure

Since TCP can not handle the path failure case, we exclude TCP in this evaluation. Note that
the evaluation in this section has been conducted independently from the previous section.
We investigated the behavior of MPTCP on RPi4 and RPi3 in path failure scenarios, which
happened during the 30-second iperf3’s MPTCP communication as follows. We created a
path failure event by disconnecting the cable on path?2 at the fifth second after the beginning
of an experiment. About fifteen seconds later, we issued a recovery event by reconnecting
the cable. The results of MPTCP throughputs variation on RPi4 and RPi3 are shown in
Fig. 4a and b, respectively.

The two figures show that MPTCP achieves the throughput aggregation until the dis-
connection moment (i.e., the sight of high throughput). After that, the MPTCP throughput
was reduced from the aggregated level to the TCP1’s one. That is because all the data is
changed from transmissions on two paths to a single one (pathl). After the reconnection,
both the IoT routers can recover the communication from one path to two paths. When
there is a reachable IP address, the adding subflow function of MPTCP achieves that (i.e.,
reestablishing TCP handshake for subfow on path2). In these experiments, the iperf3 flows
continue for 30 seconds without zero throughputs, although both experience failures. There-
fore, we conclude the MPTCP-based IoT routers achieve seamless communication against
path failures.

4.3 Evaluation of mobility scenario

This evaluation aims to investigate the [oT routers with MPTCP in backup mode, in which
one Wi-Fi link is used to transmit MPTCP packets while the other is idle for the MPTCP
traffic. When the primary link is broken, the backup link will be active and convey the ongo-
ing MPTCP data. In the evaluation, we let the [oT routers move around the floor at a walking
person’s speed while keeping the iperf3 running continuously. Each round of movement
was around 150 seconds. We compared three mobility cases: MPTCP with backup mode,
only TCP via AP1 (TCP1), and only TCP via AP2 (TCP2). The evaluation results for RPi3,
RPi4 are shown in Fig. 5a, b, respectively.
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Fig.4 MPTCP throughput variation in path failure scenarios

As shown in the two figures, one access point’s coverage could not cover the whole floor
in the TCP cases. For example, in Fig. 5a, during 60-90 seconds, the TCP2 throughput was
zero, and the TCP1 became significantly low during 110-130 seconds. However, there was
always one path with good conditions during mobility in all cases. It suggests using such
a path for data transmission to avoid the low-quality Wi-Fi link’s effects. It is precisely the
operation of the MPTCP IoT routers which can handle the situations by turning on and
moving the traffic to a better path. We can see that RPi3 and RPi4 maintained seamless
communication to the server without disruptions in both figures.

4.4 Power consumption evaluation

Energy efficiency is a critical issue in IoT. Hence, it is necessary to investigate the power
consumed by our MPTCP kernels on RPi3 and RPi4. In the evaluation, similar to those
previously done, we compared the power consumption of MPTCP to TCP1’s and TCP2’s.
Note that, in this case, we used the default MPTCP mode and the static scenario. In each
experiment, different from the previous ones, we used iperf3 to send a 1G dummy file to
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Fig.5 Throughput variation in mobility scenario

the server. We used a USB current-voltage checker [4] to measure the voltage and current
values on the IoT device during the data transfer period for each traffic type. We then cal-
culated the power consumption from those values. Figure 6 shows the average, maximum,
and minimum power consumption after ten runs.

In the figure, we can see that TCP1 has lower values than TCP2 in both RPi3 (43.718
Joule vs. 44.968 J) and RPi4 (37.08 J vs. 41.062 J). That means the onboard Wi-Fi card of
Raspberry Pi consumed less power than the USB attached one. Moreover, RPi4 was more
energy-efficient than RPi3 in all cases with TCP and MPTCP. That is understandable since
RPi4 is a newer model with many improved features. Moreover, the most important obser-
vation is that MPTCP has the lowest power consumption values on each router. Although
using both two Wi-Fi links, the 1G-file transfer in MPTCP finished much sooner than in
TCP on a single path.
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5 Conclusion and future works

This paper addresses the necessity of an IoT router with multiple wireless interfaces that can
form multipath communication to an application server. We first build a new MPTCP kernel
for IoT devices, which can operate well on Raspberry Pi3B+ and 4. We have then imple-
mented and evaluated the MPTCP-based IoT routers, which use the MPTCP kernels and
two Wi-Fi interfaces in the static and mobility scenarios. In the static scenario, the MPTCP
routers can achieve throughput aggregation and seamless handover. More specifically, in the
former investigation, the MPTCP throughput is approximately the sum of the two single-
path TCP throughputs. In the latter, the MPTCP router can maintain the communication
in the path failure scenario. We let the MPTCP IoT routers move around with the backup
mode in the mobility scenario and evaluate the throughput variation. The results show that
MPTCP can shift the traffic to a better link when the ongoing communication link has lower
quality. Moreover, the power consumption results indicate the efficiency of MPTCP against
TCP. MPTCP is more energy-efficient than TCP when sending the same amount of data.

In the future, we will investigate the performance of other MPTCP components such as
scheduler, path manager, and congestion control on the [oT routers. Moreover, we plan to
add and explore different wireless technologies to the router. We will also investigate the
performance variation in the mobility scenario with more APs and the router’s different
operation mode.
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