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Abstract
In face recognition systems, light direction, reflection, and emotional and physical changes 
on the face are some of the main factors that make recognition difficult. Researchers con-
tinue to work on deep learning-based algorithms to overcome these difficulties. It is essen-
tial to develop models that will work with high accuracy and reduce the computational 
cost, especially in real-time face recognition systems. Deep metric learning algorithms 
called representative learning are frequently preferred in this field. However, in addition to 
the extraction of outstanding representative features, the appropriate classification of these 
feature vectors is also an essential factor affecting the performance. The Scene Change 
Indicator (SCI) in this study is proposed to reduce or eliminate false recognition rates in 
sliding windows with a deep metric learning model. This model detects the blocks where 
the scene does not change and tries to identify the comparison threshold value used in the 
classifier stage with a new value more precisely. Increasing the sensitivity ratio across the 
unchanging scene blocks allows for fewer comparisons among the samples in the database. 
The model proposed in the experimental study reached 99.25% accuracy and 99.28% F-1 
score values   compared to the original deep metric learning model. Experimental results 
show that even if there are differences in facial images of the same person in unchang-
ing scenes, misrecognition can be minimized because the sample area being compared is 
narrowed.
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1 Introduction

For years, face detection and facial recognition systems have attracted attention from scien-
tific research groups and commercial application development teams. In particular, devel-
oping these systems’ real-time applications is considered a very challenging issue [6, 35]. 
Advanced face recognition technologies are needed in many applications such as facial 
information retrieval, human-computer interface applications, multimedia communication, 
creation of artificial faces, and management of content-based face databases [7, 8, 23, 30].

Although excellent results are obtained when suitable conditions are provided, small 
changes in environmental conditions affect face detection and recognition problems nega-
tively [11]. With the latest technological developments, many systems, including the locks 
of mobile phones, are integrated with the automatic face recognition system. A critical 
point is how to distinguish different human face data of different people in these applica-
tions or detect the similarity of two different facial images belonging to the same person [5, 
37].

When speaking of representation for an image, one can think of features such as a vector 
of per-pixel intensity values or sets of edges. Some of these features may represent the data 
better, while others may represent it worse [26]. Deep Learning (DL) methods provide an 
advantage by using efficient hierarchical feature extraction algorithms that best represent 
the data instead of manually extracted features [36, 38].

In the recognition process, finding that the image queried matches the face in the data-
base turns the face recognition process into a proximity calculation problem [34]. By com-
paring the distinctive features of the questioned picture with other feature sets in the face 
database. A decision is made considering all the calculated proximity values [11]. The 
quality of face recognition applications is directly proportional to the creation of the face 
recognition database, and the quality of the face poses obtained during the face recognition 
processes [8].

The most critical point of face matching is determining the representations of the fea-
tures of two different faces that will ensure the correct matching [17, 25]. Therefore, a face 
recognition system is a recognition, verification, or classification system that creates a fea-
ture set to identify the person from the biometric features of the person and compares this 
feature set with another previously created data set [5, 32].

Image frames that move in real-time may undergo scene changes and environment 
changes from time to time. This does not mean that the general integrity is broken. How-
ever, some distortions or misidentifications may occur while the appropriate flow continues 
within the image set. In face recognition systems, light direction, reflection, and emotional 
and physical changes in facial expression can be the main factors that make recognition 
difficult [10, 29, 33, 41]. In this case, the system may tend to memorize or overfit as a dif-
ferent person instead of correctly.

Although the model generally defines the person correctly, it tends to resemble the per-
son most similar from time to time in case of pose differences [15]. In other words, it does 
not know that the person actually has not changed because the vector with the most simi-
larity in the dataset is returned as a result. In reality, only the facial expression of the same 
person has changed. An example is presented in Fig. 1 below. In Fig. 1, although there is 
no change of environment and person in the video image, the change in exposure angle in 
some frames causes misidentification.

In this study, a new model and perspective have been brought forward using the scene 
change indicator, proposed to reduce or eliminate the false recognition that may occur 
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in sliding frames, as in Fig. 2. The application is thought to help reduce misidentifica-
tion problems by dynamically changing the threshold value used in the face recognition 
phase, as shown in the figure below.

Classification of comparison vectors with appropriate values is an essential factor 
affecting False Positive (FP) rates and causing performance change [13, 25]. This model 
detects blocks where the scene has not changed and tries to more precisely determine 
the comparison threshold value used in the classifier stage with a new value. In sum-
mary, in this study, it is hypothesized that increasing the threshold sensitivity ratio 
between unchanging scene blocks will allow fewer comparisons between samples in the 
database, the classifier will avoid the tendency to return more similar results, and thus 
reduce the FP rates.

Fig. 1  Example of misrecognition due to exposure angle differences

Fig. 2  False positive recognition in sliding frames
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2  Related studies

Many studies have been conducted in the literature on the accuracy and performance of 
face recognition systems. In 1997, Lawrence et al. [27] first presented an Artificial Intel-
ligence (AI) technique that uses Convolutional Neural Networks (CNN) to recognize 
faces. Since the 2010s, significant gains have been made in the performance and accu-
racy of DL-based systems.

In 2014, Y. Taigman et al. [42] Facebook presented a facial recognition system called 
DeepFace, developed in its research laboratory. This system is based on deep architec-
ture for face recognition. This architecture used nine neural network layers with more 
than 120 million linked weights. They ran the CNN network with the most extensive 
dataset available, consisting of 4.4 million tagged images (4000 different people) gen-
erated from the internet. This network architecture was used to create DeepFace. This 
network works by applying the same CNN network to a pair of faces to obtain identi-
fiers compared using Euclidean distance. The training aims to minimize the Euclidean 
distance between the same pair of faces and maximize the distance between 2 different 
faces. This is called metric learning [4, 40].

In 2015, the AI research group at Google presented FaceNet [16], a facial recogni-
tion system that could be implemented at a massive scale. This model is very similar 
to DeepFace. However, FaceNet uses a “triplet-based” loss function that minimizes the 
Euclidean distance between two faces of the same person and maximizes the Euclidean 
distance between a third face and the first two faces of a different person. This method 
achieved the best performance among all state-of-the-art methods, with an accuracy rate 
of 99.63% in the Labeled Faces in the Wild (LFW) dataset [4].

In 2016, B. Amos et  al. [3] designed the OpenFace model called the face recogni-
tion library. This model combines Google’s FaceNet architecture and pre-trained open 
source libraries. The system was tested on the LFW dataset, with an accuracy rate of 
92.92%. Despite the smaller training dataset, this model shows competitive accuracy 
and performance results in the LFW validation comparison.

In 2016, the Dlib model, an open source facial recognition library created by Davis 
King [14, 22] and developed by Adam Geitgey [18] in 2017, was released. This model 
uses a version of a ResNet-34 network with 29 convolution layers with several layers 
removed and the number of filters per layer reduced by half. This library is built with 
state-of-the-art facial recognition trained with 3 million images. It has 99.38% accuracy 
on the LFW dataset. It uses embedding, which can be represented by a 128-dimensional 
vector space for each face image. Some generally accepted studies based on metric 
learning and their prominent features are presented in Table 1.

A study close to ours was published in 2022 by Chu et al. [9], which uses a deep met-
rics learning-based facial recognition system with the help of the scene changes module. 
In their study, they proposed the CFSM model, which detects scene change states in 
video images to achieve the target of face recognition and skips the frames that do not 
need to be re-recognized for the face.

According to the model, they said they would significantly reduce the workload of 
the real-time face recognition system in the embedded system. The application has a 
mechanism that uses MTCNN and FaceNet neural network models for the face detec-
tion and face extraction stages. They tested the model with ten video clips with square 
pixel dimensions of 1280 × 720 from the Youtube-8 M dataset and reached an average 
accuracy of 0.896 [9].
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Apart from these, some compelling studies are used for purposes other than face recog-
nition systems, such as detecting scene changes [19, 28]. Detecting such abnormal situa-
tions is also crucial in face recognition systems since the light direction, image quality, and 
reflection affect the recognition process [10, 15, 26, 41]. The anomaly detection method 
recommended by Zhang et  al. [43] can help overcome these issues by filtering out false 
positives.

Similarly, detecting face fraud has emerged as a new field. Zhou et al. [44] proposed a 
new algorithm and created a large-scale dataset to overcome this task. Zhou et al. [45] also 
achieved promising results by proposing a cascade parsing network (CP-HOI) to address 
detecting and recognizing human-object interactions (HOI) in images. Also, the salience 
map of facial features can help improve face detection accuracy. Jia et al. [21] proposed a 
deep CNN architecture and saliency map method to evaluate image quality and obtained 
improved results on different datasets.

The research shows that the threshold value determined at the beginning is made with a 
constant comparison rate throughout the entire video processing process [3, 9, 14, 16, 18, 
22]. Although it is known that changing the classification threshold has severe effects on 
performance, we could not find any other study in the literature [13] that compares dynam-
ically changing threshold values. In this respect, our work is unique.

3  Experimental method

3.1  Aim

The most suitable model for the snapshot flow is expected to work with high performance 
in real-time face recognition systems. Over time, losses may occur in frames that change 
instantaneously, leading to erroneous recognition. This study proposes an SCI to support 
the face recognition system and reduce or eliminate false recognition in sliding windows. 
According to this model, a new perspective is brought to the behavior of the face recog-
nition system with the help of a new parameter obtained from scene changes. It aims to 
ensure that the recognition behavior does not change unless there is a significant change on 
the scene.

3.2  Model and architecture

In the proposed method, it has been suggested that scene change movements may affect 
recognition sensitivity. The method works based on dynamically changing the proximity 
value without deviating from the focus in real-time video images with a new parameter. 
In order to obtain the mentioned parameter, a block called scene change indicator (SCI) is 
used. Once scene changes are detected, the SCI module decides the sensitivity ratio of the 
current frame’s classification threshold across whole unchanged scenes. In other cases, the 
default value is taken into account. The SCI module is described in the next section. The 
diagram showing the methodology of the proposed model is presented in Fig. 3.

The Histogram of Oriented Gradients (HOG) algorithm, developed by Dalal and Triggs 
[2, 12, 46], was preferred for face detection. Compared to the Viola-Jones [39] algorithm, 
this algorithm works faster and more accurately under many different conditions such as 
lighting, scaling, and shading.
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Based on deep metric learning, the open source face recognition library Dlib [14, 18, 
22] was used to obtain facial features. K-NN algorithm was used as a classifier also [24].

The algorithm of the proposed method is presented in Algorithm 1.
In the algorithm, Dc,r is used to determine the number of different blocks between the 

current frame and the previous frame. Tfimm is used for comparison to detect whether a 
scene change has occurred. Tdblock is used to determine the number of different blocks 
between the current frame and the referenced frame. If Dc,r is greater than the predefined 
Tfimm the state of the scene has changed. Otherwise, it means the scene has not changed.

3.3  SCI Block

This study used a pixel-based method to find scene transitions between video scenes. By 
thresholding, the absolute change of pixel values with a particular value, pixels that show 
too much change and therefore do not have scene transition features are distinguished as 
follows [19].

(1)D
p

i,j
=∣ It(x, y) − It−1(x, y) ∣

Fig. 3  Architecture of the proposed model
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D
p

i,j
 is the pixel-level difference between the (i,j)-th previous and current blocks. It and It-1 

represent consecutive image frames at moments t and (t-1) in the video sequence, respectively. 
The pixels’ information to detect the scene transitions in the created Mt mask is kept [19]. The 
thm used here represents the threshold value. Instead of pixel-based scene change detection, a 
histogram-based [28] or different detector can also be used for this module.

4  Experimental study

4.1  Dataset

In the application phase of the model, images of Adile Naşit, Ata Demirer, Mehmet Öz, 
Mesut Özil, and Naim Süleymanoğlu from the Turkish celebrities dataset and Aleksandra 

(2)Mt(x, y) =

{

1, D
p

i,j
< thm

0, other

Input: InputVideoFrame(V)

Output: Face Recognition

count_of_face: 0

procedure SCI(V)

Input Features(V)

Initial threshold: Tdblock , Tfimm , default_threshold , compare_new_threshold

Dc,r= SCD(current_frame, previus_frame, Tdblock)

// Tdblock is used to determine the number of different blocks between the current frame and

// reference frame. Dc,r is the pixel-level difference between the (i,j)th previous and current blocks.

if(Dc,r < Tfimm ) then

FaceRecognition(current_frame, compare_new_threshold )

else if(Dc,r > Tfimm ) then

FaceRecognition(current_frame, default_classifier_threshold )

end if

end procedure

// Tfimm is used to determine if a sudden scene change has occurred. When the threshold value is not 

// exceeded, there is no abrupt scene change.

function SCD(current, reference, Tdblock )

{ B0,0, B0,1, B0,2, … , BN-1,BM-1}= reference to NxM block

for n=0 to N-1

for m=0 to M-1

∆c,
n,

r
m = abs(Bc

n,m  - Br
n,m )

Increase Dc,r , if ∆c,
n,

r
m > Tdblock

end for

end for

Return Dc,r

end function // This function counts the number of distinct blocks between adjacent frames.

function FaceRecognition(current_frame)

[count_of_face, bounding_box] = FaceDetection(current_frame)

face_encoding = FeatureExtraction(bounding_box)

FaceComparing(face_encoding)

reset count_of_face

end function // In this function, detecting and recognizing faces are performed.

Algorithm 1  The algorithm of SCI
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Wozniak, Maria Sharapova, Martin Palermo, Matt Smith and Morgan Freeman from the 
Youtube-8 M dataset [1] were used. A data set of approximately 419 people was created 
by further addition to this dataset of our images, other images: we collected from our close 
circle and some more people from the LFW [20] dataset. Each of these datasets contained 
an average of ten pictures. An example of the dataset is shown in Fig. 4.

The database containing 128-dimensional face vectors (embeddings) from this trained 
dataset was tested with 12 video sets that the system had not seen before, containing video 
images of the celebrities mentioned above for real-time testing. The attributes of these 
video clips are shown in Table  2. In these test videos, preprocessing was done. Firstly, 
determining manually the scene transition places and the places where the scene changed 
very little. Secondly, performance comparisons were made with the proposed model, espe-
cially for the frames where the scene did not change.

4.2  Implementation

The application has been carried out to evaluate the face recognition performances of the 
classifier according to different sensitivity ratios by using test videos in the dataset. The 
comparison ratio is considered low if the same person is in the flowing image and the scene 
does not change more than the determined threshold value. In short, the classifier threshold 
value is changed under appropriate conditions by utilizing the scene change information. 
The default tolerance value is 0.6 according to the Dlib library, and lower numbers make 
face comparisons more strict [3]. The indicator moves with the default value unless there is 
a background change. In each change, the sensitivity rate is reset to the default value. The 
hardware/operating system information used for the experiments in this study is presented 
in Table 3. Experimental application settings are as follows:

Tfimm = %30,default_classifier_threshold = 0.6, compare_new_threshold = 0.55 (high 
sensitivity value), compare_low_sensitivity_threshold = 0.65.

4.3  Experimental Results

We present the results obtained from the experimental study in some graphs and tables 
below. First, we shared the findings from comparisons with different threshold values.

The scene switching module is not used in the examples shown in Fig. 5a. Although there 
was no change in the scene, misidentification occurred in some image frames by testing with 

Fig. 4  Example of Dataset
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the default comparison threshold or sensitivity. By applying the proposed model to unchang-
ing scenes, we achieved correct identification in the same frames as seen in Fig. 5b.

(3)P =
NTP

NTP + NFP

(4)R =
NTP

NTP + NFN

(5)F1 = 2x
PxR

P + R

Table 3  Hardware and OS 
information table

Hardware:

Manufacturer and Model : HP-EliteBook-840-G4
System Type : ×64-based PC
Processor : Intel(R)Core(TM) 

i5-7300U CPU @ 
2.60GHz

Graphics : Intel® HD Graphics 620
Physical Memory : 8.00 GB (RAM)
Hard Disk : 250 GB
OS Type : Ubuntu 16.04 LTS 64-bit

Fig. 5  Comparison of different threshold values in real-time video images. (a) with threshold value:0.6 (b) 
with threshold value:0.55
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In Figs.  6 and  7, we graphically show all TP and FP rates occurring throughout the 
video according to two different comparison rates. In these sections, we compared the two 
methods by choosing the most misidentified people as FP1 and FP2. To make the changes 
in the graphs more understandable, we have shown the FP ratios in the negative region and 
the TP ratios in the positive region.

Second, the application results are given in Table 4 to show how the sensitivity ratio 
changes at different threshold values. In this table, we evaluated scene change detection 
accuracy using the most popular evaluation criteria: Precision (P), Recall (R), Specificity 
(S) and F1 score  (F1) [28, 31]. We achieved an average specificity of approximately 87.21% 
in the proposed model. These evaluation metrics are defined as:

The default threshold value of 0.6 in Fig. 6a was dynamically converted to 0.55 in the 
unchanged scene segments in Fig. 6b. Accordingly, we have shown the TP and FP ratios 
distribution in the video in the graphics above.

In another test video made with the SCI method, we saw that the FP ratios shown in the 
negative region in Fig. 7a completely disappeared in Fig. 7b.

Third, we presented the comparison results with two different approaches similar to our 
model Tables 5, 6 and 7.

We also presented the graph of FP change according to different models in all test vid-
eos in Fig. 8.

The average performance graph of different models is as in Fig. 9.

5  Conclusions and Discussion

This study proposes a new approach to reducing false identifications in real-time face rec-
ognition systems during snapshot changes. The primary purpose is to teach the system that 
the person in the scene has not changed by discovering additional measures to prevent false 
face recognition. According to this approach, allowing for scene changes in successive 
images is included in the real-time face recognition system. For this purpose, experiments 
were conducted with different threshold values used in the classifier stage and how the FP 
ratios changed. A more sensitive classifier is obtained by taking this threshold value from 
0.6 in the default model to 0.55 in the unchanged scene sections. In the model proposed, 
we reached 99.25% accuracy and 99.28% F-1 score values compared to the original deep 
metric learning model. Experimental results show that even if there are differences in facial 
images of the same person in unchanged scenes, false recognition can be minimized as the 
compared sample area is narrowed. When the performance table is examined, it shows that 
the proposed model works as well as the original dlib model and even gives better results. 
Therefore, it can be said that the method is compatible.

Limitations and future research directions Some limitations of the proposed system are 
explained in the following:

The absence of equivalent numbers of samples belonging to different classes in the 
database is a factor that directly affects the k-nn classifier. Uneven data distribution will 
limit the performance of the model.

(6)S =
NTN

NTN + NFP
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Since reference regions taken from the background are used in detecting scene changes, 
the possibilities of this module may not be used in videos with a fixed background.

Applying an over-sensitivity rate may result in unknown recognition rather than the 
person expected to be recognized. In this study, experiments were carried out with three 

Fig. 6  Comparison of different model thresholds for video id-3. (a) with threshold value:0.6 (b) with 
threshold value:0.55
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different values. Other studies may be required to determine the ideal ratio according to the 
state of the database.

In future studies, it is planned to obtain new indicators showing scene changes with 
models different from the method used.

Fig. 7  Comparison of different model thresholds for video id-7. (a) with threshold value:0.6 (b) with 
threshold value:0.55
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Table 5  Performance table of 
CFSM model

Video Id Video Name CFSM
Accuracy

1 “Changeling” 0,92
2 “Before Sunset” 0,96
3 “The International” 0,97
4 “Patriot Games” 0,95
5 “Say Anything” 0,96
6 “Instant Family” 0,86
7 “Funny People” 0,88
8 “City Slickers” 0,74
9 “Uncle drew” 0,85
10 “Animal house” 0,87

Table 6  Performance table of 
default Dlib with K-nn model

Video Id Video Name Dlib+K-nn
Accuracy

1 “Adile Naşit” 0,99
2 “Aleksandra Wozniak” 1,00
3 “Ata Demirer” 0,99
4 “Maria Sharapova” 0,96
5 “Martin Palermo” 0,97
6 “Matt Smith” 0,99
7 “Mehmet Öz”-1 1,00
8 “Mehmet Öz”-2 0,99
9 “Mesut Özil” 0,98
10 “Morgan Freeman” 0,99
11 “Naim Süleymanoğlu” 0,99
12 “Wozniak and Sharapova” 0,98

Table 7  Performance table of 
SCI model

Video Id Video Name SCI
Accuracy

1 “Adile Naşit” 1,00
2 “Aleksandra Wozniak” 1,00
3 “Ata Demirer” 0,99
4 “Maria Sharapova” 0,97
5 “Martin Palermo” 0,99
6 “Matt Smith” 0,99
7 “Mehmet Öz”-1 1,00
8 “Mehmet Öz”-2 1,00
9 “Mesut Özil” 1,00
10 “Morgan Freeman” 0,99
11 “Naim Süleymanoğlu” 1,00
12 “Wozniak and Sharapova” 0,98
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Abbreviations Acc: Accuracy; Arch: Architecture; AI: Artificial Intelligence; CFSM: Continuous Frames 
Skipping Mechanism; CNN:  Convolutional Neural Networks; DL:  Deep Learning; FP:  False Positive; 
HOG:  Histogram of Oriented Gradient; K-NN:  K-Nearest Neighbors; LFW:  Labeled Faces in the Wild; 
SCI: Scene Change Indicator; Thr: Threshold; TP: True Positive; TN: True Negative

Data availability The following information was supplied regarding data availability:
The images and videos are available at LFW and YouTube-8 M Databases:
http:// vis- www. cs. umass. edu/ lfw/,
https:// resea rch. google. com/ youtu be8m/ explo re. html

Fig. 8  The average performance graph of different models

Fig. 9  The average performance graph of different models

http://vis-www.cs.umass.edu/lfw/
https://research.google.com/youtube8m/explore.html
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