
Vol.:(0123456789)

https://doi.org/10.1007/s11042-023-15829-5

1 3

Key frame extraction method for lecture videos based 
on spatio‑temporal subtitles

Yunzuo Zhang1   · Yi Li1 · Zhaoquan Cai2 · Xuejun Wang1 · Jiayu Zhang1 · Shui Lam3

Abstract
Affected by the Corona Virus Disease 2019 (COVID-19), online lecture videos have wit-
nessed an explosive growth. In the face of massive videos, this paper proposes a method 
for extracting key frames of lecture videos based on spatio-temporal subtitles, which can 
efficiently and quickly obtain effective information. Firstly, the spatio-temporal slices of 
subtitle area of the video sequence are extracted and spliced along the time axis to con-
struct the video spatio-temporal subtitle. Then, the video spatio-temporal subtitle is pro-
cessed in binarization, and the projection method is used to construct the SSPA curve of 
the video spatio-temporal subtitle. Finally, a selection method for steady-state key frame 
is designed, that is, the key frame extraction is realized by combining curve edge detection 
and subtitle existence threshold, which ensures the robustness of the proposed method. The 
test results of 8 videos show that the average value of the comprehensive index F1-score of 
the key frame extracted by the algorithm can reach 0.97, the average precision is 0.97, and 
the average recall rate is 0.98. It can effectively extract the key frames in lecture videos, 
and compared with other algorithms, the average running time is reduced to 0.072 of the 
original, which is helpful to extract video information quickly and accurately.

Keywords  Lecture video · Spatio-temporal subtitle · Key frame extraction · Steady-state 
key frame

1  Introduction

Since the massive spread of COVID-19 in December 2019, the virus has spreads more 
than 200 countries and regions around the world, which not only poses a major threat 
to the lives and health of people around the world, but also affects people’s way of 
production and life, catalyzing the development and maturation of online offices, 
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information technology in education and networking of resources [1, 16]. With the 
normal development of the prevention and control of the COVID-19 epidemic, we 
have entered the Post-epidemic Era, online education and teaching, and online aca-
demic conferences have become a major highlight of the ongoing presence now [4]. 
People can easily use a variety of online videos to learn professional knowledge, 
thanks to the popularity of internet technology. Academic lecture videos have sig-
nificant advantages and are rapidly developing, as they are not restricted by time and 
space. How to efficiently obtain effective information of interest from numerous web 
videos has become an urgent problem to be solved at present [5, 25, 27]. Handling 
massive amounts of video is no longer possible through traditional manual retrieval 
methods such as fast forward, pause and rewind. The video key frame extraction 
technology has been developed to overcome the problem of large amounts of video 
data and low retrieval efficiency [33]. The key frame extraction technique aims to 
extract key and meaningful series of still images from the original video to express 
the semantic information of the video as completely as possible [29]. Therefore, the 
effect of key frame extraction directly affects the performance of video retrieval and 
people’s visual experience.

The existing key frame extraction techniques are usually based on shot segmentation 
and rely on video shot detection techniques, which segment video into multiple shots 
using the visual differences between frames at the boundaries of the shots [8, 14]. Zhang 
et  al. [30] used thresholding to identify shots in the video data and then selected the 
key frame in each shot. Qu et al. [18] used color features for shot detection and selected 
the frame with the highest image entropy value as the key frame within the shot. The 
key frame extracted by this type of method can effectively consider the content of the 
shot, but there is a high dependency on the threshold value during the shot segmentation 
process. Lo et al. [15] obtained inter-frame difference vectors by the histogram method 
and divided the inter-frame differences into two categories with and without shot transi-
tions using the clustering method. The clustering method eliminates the dependence of 
the shot boundary detection on thresholds, but requires setting the classes of clusters in 
advance. Bai et  al. [3] proposed a key frame extraction method based on an improved 
clustering method. The method treats the initial result of the primary hierarchical clus-
tering algorithm as the initial condition for the secondary artificial immune clustering 
algorithm and obtains key frames. The method prevents the disadvantage of manually 
setting the clustering centers and numbers, but lacks information on the temporal order 
and dynamics between image frames. Prabavathy et  al. [12] proposed a histogram dif-
ference method based on fuzzy rules for shots boundary detection, which overcomes the 
disadvantages of threshold-based components but was prone to losing spatial informa-
tion. Most of the existing key frame extraction techniques analyze the underlying fea-
tures of the video, which leads to the drawback that the extraction results cannot repre-
sent the true content of the video accurately and comprehensively [6, 10]. In the face of 
different application scenarios, the existing technologies are characterized by the unique 
picture information. Wang et al. [23] proposed a template and color moment based shot 
detection method of news video presenter to extract presenter frames as key frames of 
news videos to generate summaries. Wu [26] proposed a slow playback shot detection 
algorithm to extract the highlight slow playback shot as the key frame of the sports video 
to establish the summary. Zhang et al. [31] proposed the key frame extraction algorithm 
based on frequency domain analysis to extract the frame with the maximum local center 
offset of the moving object as the key frame of the surveillance video.
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The investigation shows that the embedded text of video has great research value and 
it is a significant clue to understand the content of video [32]. In addition, video subtitles 
mostly appear below the video, which is in sharp contrast with the background of subtitles. 
In general, the subtitle is in sharp contrast with the background, and information of it is 
concise and comprehensive, which has a good summary effect on the video content [2]. 
Jin et al. [11] proposed that the subtitles carried by video data are the core of extracting 
the high-level semantics of the video. Motivated by this consideration, this paper takes the 
subtitle of the lecture video as the characteristic to propose a key frame extraction method 
based on spatio-temporal subtitle. Initially, a video spatio-temporal subtitle is built by 
using the spatio-temporal slice. Then, the projection method is used to construct the pix-
els accumulation curve of the spatio-temporal subtitle (SSPA). Finally, a steady-state key 
frame selection method for video is proposed by combining curve edge detection and sub-
title existence threshold. Unlike the key frame extraction method in the deep learning per-
spective [20, 22], which has the defects of complex feature extraction, difficult algorithm 
framework and large computational amount [7, 9, 13, 21], the proposed method adopts the 
spatio-temporal slice technique in the video feature extraction process to achieve the local 
operation, which greatly reduces the computational amount. Therefore, the method of this 
paper is helpful to achieve accurate and fast extraction of the lecture video key frames and 
it is interesting and worthwhile to research.

The contributions of this paper are fivefold:

(1)	 We develop a video spatio-temporal subtitle construction method using the spatio-
temporal slice technique.

(2)	 We built the pixels accumulation curve of the spatio-temporal subtitle (SSPA) to record 
the change of the video subtitle existence status.

(3)	 We propose a key frame extraction method of lecture video based on the video spatio-
temporal subtitle.

(4)	 We adopt a method for selecting steady-state key frame using curve edge detection and 
subtitle existence thresholds.

(5)	 We compared the proposed key frame extraction method with existing methods on the 
public video segments to demonstrate the effectiveness of this method.

The remainder of this paper is organized as follows. Section 2 constructs the spatio-
temporal subtitle for video and verifies its validity. Section  3 illustrates the proposed 
steady-state key frame extraction method based on the video spatio-temporal subtitle. 
Section 4 presents the experimental results and the experimental comparative analysis 
with the existing methods. Finally, conclusions and future work prospects are provided 
in Sect. 5.

2 � Video spatio‑temporal subtitle

In this paper, key frames are defined as video frames carrying subtitles that are in a 
steady state. Using the traditional inter-frame difference-based method [24] to extract 
the frames with subtitle is feasible, but this method unfolds the analysis based on the 
global image, which leads to a computationally intensive and very time consuming algo-
rithm, making it difficult to meet the needs of efficient video browsing. Therefore, in 
this paper, we analyze video spatio-temporal subtitle to detect changes in video subtitles 
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and then extract the key frames. The spatio-temporal subtitles of the video are obtained 
by sampling spatio-temporal slices [ 17] of the video, that is, by sampling video images 
that are unfolded in chronological order on a timeline at the same locations where cap-
tions exist. For example, by extracting a row or a column of pixels from a sequence of 
images and combining them to form a two-dimensional image, where one dimension is 
time t  and the other dimension is the direction x or y , representing a horizontal slice in 
the x − t dimension and a vertical slice [19] in the y − t dimension, respectively. Fig-
ure 1 shows the 3D image sequence of the video, which denoted by V(x, y, t) . Figure 2 
illustrates the schematic of horizontal spatio-temporal slice.

Fig. 1   3D image sequence repre-
sentation of the video

x

y t

y

x

t

Fig. 2   Horizontal spatio-temporal slice

5440 Multimedia Tools and Applications (2024) 83:5437–5450



1 3

The spatio-temporal subtitles of V(x, y, t) is shown in Eq. (1).

Among them, S
(
p
j

i

)
 represents the pixels of the video frame of V(x, y, t) at a specific 

position in the subtitle area, where x = j , t = i and y is a known value. The following 
conditions are satisfied, where j ∈ [1,W] , i ∈ [1, L] , in addition, W  is the width of the 
video frame and L is the length of the video stream.

According to Eq. (1), the spatio-temporal subtitle extracts only one row of pixels in 
the subtitle image, thus preserving the complete time-domain information of the video, 
while the lack of space domain information has little impact on the detection of video 
caption changes. The spatio-temporal subtitle has the advantages of low computational 
effort and high interference resistance. Figure 3 shows an example of video spatio-tem-
poral subtitles.

The example of spatio-temporal subtitles for a video is shown in Fig.  3, where a 
representative row is cut for each frame. The horizontal representation is the video time 
domain information, which is the length of the video; the vertical representation is the 
video space information, which is the width of the video frame. As shown from Fig. 3 
that in the video spatio-temporal subtitles, the area without subtitles is pure black, and 
the subtitled area is displayed in white. The information such as the duration and length 
of the subtitles are visible, and the length and texture of different subtitles have distinct 
characteristics. It can be seen that it is feasible to use video spatio-temporal subtitles to 
detect the moment of change of video subtitles.
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Fig. 3   Example of the spatio-temporal subtitles for a video
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3 � Video key frame extraction based on spatio‑temporal subtitle 
analysis

The subtitles stay of a lecture video usually lasts for more than a few seconds. The same 
subtitles reflect the same video content, and the moments when the subtitles alternate (i.e. 
appear and disappear) attract the most visual attention. Based on this observation, in order 
to ensure the stability of the extracted frames with subtitles, this paper selects the video 
frame at the middle position between the appearance and disappearance of the subtitle as 
the key frame. The SSPA values of the video can accurately reflect the changes of the video 
subtitles. Therefore, this paper is based on the spatio-temporal subtitle of the video to carry 
out the analysis. Firstly, a video spatio-temporal subtitle is built by using the spatio-tempo-
ral slice. Then, the projection method is used to construct the pixels accumulation curve of 
the spatio-temporal subtitle (SSPA). Finally, a steady-state key frame selection method for 
video is proposed by combining curve edge detection and subtitle existence threshold.

Based on the above analysis and the example presented in Sect. 2, it is clear that the 
video spatio-temporal subtitles image has obvious segmentation lines, which means that 
the changing state of the video subtitle presence can be clearly captured. Therefore, this 
section proposes a key frame extraction method based on saptio-temporal subtitle analysis. 
Figure 4 illustrates the framework of proposed method.

The details of these steps will be discussed as following.

(1)	 SSPA curve Establishment

After reading the input video and decomposing it into single frames, the spatio-tempo-
ral subtitles represented by S is obtained from the video sequence according to Eq. (1). The 
brightness of the pixel in the spatio-temporal subtitles characterizes the relative saliency of 
the subtitles, and the stronger the saliency, the higher the accumulated pixel value. Based 
on Eq. (1), the SSPA of the ith frame in video V(x, y, t) can be calculated by Eq. (2).

Among them, P
[
S
(
p
j

i

)]
 can be expressed by Eq. (3).

Among them, � is used to measure the pixel brightness of the spatio-temporal subti-
tles, and pixels with a brightness value lower than � will be regarded as interference and 
removed.

From Eq. (2), it can be known that the SSPA curve of the video can be formulated as the 
following Eq. (4).

The algorithm for the building of SSPA curve is shown in Algorithm 1. The schematic 
diagram of SSPA curve is shown in Fig. 5.

(2)	 Catastrophe-Point Detection

(2)SSPA(i) =

W∑
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=
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0, if S
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< 𝜏

1, otherwise

(4)SSPA = SSPA(1)U SSPA(2)ULSSPA(i)LUSSPA(L)
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There are time gaps between subtitles, so the appearance of a new subtitle can cause 
a sudden change in the SSPA curve. Therefore, by detecting the Catastrophe-Point of 
the SSPA curve, the moment of appearance or disappearance of the frame with subti-
tle can be obtained. For simplicity, Catastrophe-Points are presented through a map-
ping of Catastrophe-Point values, where Catastrophe-Point values (denoted as CP_v ) 

Fig. 4   Basic architecture of key frame extraction method based on spatio-temporal subtitles analysis. a 
Divide the input video into a series of single frame images according to the video frame rate. b Build the 
initial video spatio-temporal subtitle by using horizontal spatio-temporal slice techniques to extract the 
specific subtitle line pixels of a video image. c Establish SSPA curve by performing SSPA pixel statistics 
using the binarized processing maps of the initial spatio-temporal subtitle at a fixed threshold. d Extract the 
Catastrophe-Points of the SSPA curve in step c, and detect them by rising and falling edges, using the edge 
detection method of the cure. e Extract steady-state video key frames based on Catastrophe-Points and sub-
title presence threshold

Fig. 5   The schematic diagram of 
SSPA curve
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are calculated as shown in Eq.  (5). When the CP_v is greater than the value 1, the 
Catastrophe-Point is considered to exist.

Among them, w0 represents the threshold value of the significant difference between 
the SSPA value of the current subtitle frame and the previous subtitle frame. In order to 
select the key frame as comprehensively as possible, the proposed method defines the 
last frame of the video and the moment when the cumulative value of the pixel between 
the video frames is greater than the threshold w0 as the Catastrophe-Point of the curve, 
and treats the CP_v at this moment uniformly according to Eq. (5), recording the CP_v 
in the rest of the cases as 0.

(5)CP_v =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1 SSPA(L) > w0

�SSPA(i+1)−SSPA(i)�
w0

�SSPA(i + 1) − SSPA(i)� > w0

0 otherwise

Algorithm 1   Building SSPA curve
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In Sect. 1, we mentioned that this paper designed a method of steady-state key frame 
selection, that is, select the subtitle frame with CP_v as 1 interval segment as the key 
frame, as shown in Fig. 6.

4 � Experimental results and analysis

As discussed in Sect. 3, the proposed algorithm in this paper can quickly extract the steady- 
state key frames. In order to properly evaluate the performance of the proposed method in 
this paper, two aspects of the experiments were executed to verify its feasibility and superi-
ority over the other methods. The experiments were performed on a general-purposed com-
puter with Intel(R) Core(TM) i5-6200U processor with the main frequency of 2.30 GHz 
and the operating system is 64-bit Windows 10 Professional Edition, the algorithm experi-
ment platform is Matlab2016b.

To ensure the generality of the method, 8 publicly available standard test videos of dif-
ferent scenes such as lecture, education, movie, sport and new were used in the experi-
ments. These videos have embedded subtitles that facilitated identifying the difference 
among the tested key frame extraction methods. The detailed information of the video data 
set is shown in Table 1.

Section  4.1 verifies the feasibility of the proposed method by the test video example 
named video_T. Section 4.2 compares the objective performance of the proposed method 
with existing methods on 8 publicly available standard test videos and discusses the superi-
ority of the proposed method compared with other methods.

Fig. 6   The schematic diagram of 
CP curve

Table 1   Specific information of the video data set

No Video Name Video Types Number of Video 
Frame

Number of 
Key Frame

1 Bill Gates Lecture 1000 12
2 The Journey of the Machine Education 1434 19
3 Artificial Intelligence Lecture 1826 26
4 Computer Network technology Education 1205 16
5 Full River Red Movie 896 8
6 Boil it up! Narrator Sport 1102 13
7 Topics in Focus New 1425 11
8 World Express New 1228 18

5445Multimedia Tools and Applications (2024) 83:5437–5450 



	

1 3

4.1 � Algorithm feasibility

In order to verify the feasibility of the proposed method, we selected a video clip, 
denoted as video_T, from an open course of Shanghai Jiao Tong University for analy-
sis. The details of the video_T are as follows, with a duration of 15.9 s, a frame rate of 
30 frames per second, and a total of 479 frames. According to the key frames defined 
in Sect. 2, the key frames of video_T containing the subtitle information are 6 frames, 
which are manually observed and counted.

In addition, the CP curve is an ascending and descending alternating curve obtained 
by curve edge detection, reflecting the presence and disappearance of subtitles. In the 
video, the same subtitle can get the same SSPA value in the ideal state, so the curve 
tends to stabilize in the corresponding interval, and there are two different states, 
namely, the falling edge of the subtitle from existence to disappear (i. e., the CP_v from 
1 to 0), and the rising edge of the subtitle from disappearing to existence (i. e., the CP_v 
from 0 to 1).

Based on the above observation and analysis, there is obvious Catastrophe-Point in 
the SSPA curve of the video, which can be used as a basis for detecting subtitle changes. 
As can be seen from Fig. 7 that the SSPA curve of the video_T produces a momentary 
abrupt change at frames 19th, 112th, 117th, 220th, 229th, 310th, 379th, 388th, 421th, 430th 
of the video, that is, the Catastrophe-Points of the curve are located at these positions. 
Analysis and calculation conclude that the steady-stable key frames extracted based 

Fig. 7   Experimental results for the video_T
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on the method proposed in this paper are the 46th, 168th, 268th, and 348th, 405th, 464th 
frames of the video, a total of 6 frames, which further confirms the feasibility of the 
algorithm in this paper.

4.2 � Algorithm validity

The possible errors in key frame extraction are mainly manifested in the following three 
aspects: the first one is the missing selection,which the key frames extracted in the manual 
observation process are not extracted by the algorithm; the second one is the redundant 
selection, that is, the key frames containing key information can be represented by only a 
single frame, but the algorithm may select the same two or more frames, and the last one is 
the wrong selection, that means the key frames extracted by the algorithm do not contain 
the key information in the video.

For experiments on the key frame extraction of video, the number of missing selections, 
redundant and wrong selections of the key frame extraction are usually used to demonstrate 
the experimental results. In addition, this paper also uses four metrics, namely, precision, 
recall, F1-score and running time, to evaluate and analyze the performance of the algo-
rithm. The precision (Eq. (6)), recall (Eq. (7)), and F1-score (Eq. (8)) were used to evalu-
ated the performance of the proposed method.

Among them, the true positive (TP) represents the number of frames correctly detected 
from all key frames, false positive (FP) represents the number of frames incorrectly 
detected, when it is not a key frame, and false negative (FN) represents the number of 
frames missing detected, when it is a key frame.

In order to analyze the validity of the proposed method, the experiments are compared 
with the classic method based on K-means Clustering [28], the method based on the adja-
cent frame difference [24] and the method based on the multimodal features semantic simi-
larity [7]. The experimental results are shown in Table 2.

It can be seen from Table 2 that compared with other key frame extraction methods, 
the F1-score composite indexes on the 8 test videos is 1, 0.97, 0.98, 1, 0.94, 1, 0.95 and 
0.92, respectively. The average F1-score composite index can reach 0.97, among which the 
average precision can reach 0.97 and the average recall can reach 0.98. Therefore, the algo-
rithm in this paper can extract the key frames in steady-state and can represent the main 
contents of the video more comprehensively.

In terms of running time, the fastest running time of this algorithm is 9.12 s under video 
4, which is significantly reduced compared with the running time of other algorithms. The 
algorithm extracts the key frames by analyzing the spatio-temporal subtitle features of the 
video, that is, using the spatio-temporal slice technique to analyze the single line pixels of the 
video frame, which successfully reduces the computational amount and speeds up the running 
speed compared with other algorithms that analyze the global features of the video frames. 

(6)Precision =
TP

TP + FP

(7)Recall =
TP

TP + FN

(8)F1 − score =
2 × Precision × Recall

Precision + Recall
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In summary, the algorithm in this paper not only can effectively extract the key frames of the 
video and represent the video content more completely, but also achieves very high operation 
efficiency, and realize the key frames extraction of the lecture video, quickly and accurately.

5 � Conclusion

In this paper, we propose a key frame extraction method for lecture videos based on spatio-
temporal subtitle. The method uses spatio-temporal subtitle to analyze the video subtitles 
changes and selects the steady-state subtitle frames as key frames. With the SSPA curve, 

Table 2   Comparative experimental results of the tested methods

Video Algorithms Key Frame TP FN FP P R F1-score Time(s)

1 Method [28] 169 12 0 0 1 1 1 36.29
Method [24] 69 9 3 0 1 0.75 0.86 1071.3
Method [7] 15 8 2 0 1 0.8 0.89 598.9
Method of this paper 12 12 0 0 1 1 1 36.01

2 Method [28] 236 18 1 31 0.367 0.947 0.53 24.78
Method [24] 50 19 0 7 0.731 1 0.84 160.93
Method [7] 18 12 5 3 0.8 0.71 0.37 765.8
Method of this paper 19 18 0 1 0.97 1 0.97 11.24

3 Method [28] 150 10 16 17 0.37 0.385 0.38 13.53
Method [24] 138 26 0 30 0.464 1 0.63 171.97
Method [7] 30 21 0 8 0.724 1 0.42 811.6
Method of this paper 26 25 0 1 0.962 1 0.98 13.45

4 Method [28] 229 16 0 40 0.286 1 0.44 17.93
Method [24] 21 16 0 0 1 1 1 94.54
Method [7] 29 14 5 5 0.737 0.737 0.37 766
Method of this paper 16 16 0 0 1 1 1 9.12

5 Method [28] 126 8 0 21 0.276 1 0.432 33.58
Method [24] 13 8 0 3 0.727 0.625 0.842 72.9
Method [7] 18 5 3 6 0.455 1 0.526 329.4
Method of this paper 8 8 0 1 0.889 1 0.941 21.6

6 Method [28] 96 12 0 15 0.445 1 0.615 23.5
Method [24] 23 12 0 1 0.923 1 0.96 344.9
Method [7] 35 9 3 9 0.5 0.75 0.6 406.3
Method of this paper 12 12 0 0 1 1 1 19.4

7 Method [28] 114 9 0 23 0.281 1 0.9 37.7
Method [24] 53 7 2 3 0.7 0.778 0.737 252.3
Method [7] 65 6 5 3 0.667 0.545 0.6 362.2
Method of this paper 9 10 1 0 1 0.91 0.952 35.7

8 Method [28] 187 15 2 19 0.441 0.882 0.9 29.8
Method [24] 68 14 3 8 0.636 0.824 0.718 95.3
Method [7] 79 17 6 11 0.607 0.739 0.67 702.5
Method of this paper 17 17 2 1 0.944 0.895 0.92 26.1

5448 Multimedia Tools and Applications (2024) 83:5437–5450



1 3

the appearance and disappearance moments of video subtitles can be captured, and the key 
frames in steady-state are extracted based on curve edge detection and subtitle presence 
threshold. The test results of 8 videos demonstrate that the method in this paper outper-
forms existing methods with considerable effectiveness and robustness. Future work is to 
extend the algorithm of this paper to build adaptive spatio-temporal subtitles.
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