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#### Abstract

Let $I: \Omega \rightarrow \Re$ be a given bounded image function, where $\Omega$ is an open and bounded domain which belongs to $\Re^{n}$. Let us consider $n=2$ for the purpose of illustration. Also, let $S=\left\{x_{i}\right\}_{i} \in \Omega$ be a finite set of given points. We would like to find a contour $\Gamma \subset \Omega$, such that $\Gamma$ is an object boundary interpolating the points from $S$. We combine the ideas of the geodesic active contour (cf. Caselles et al. [7,8]) and of interpolation of points (cf. Zhao et al. [40]) in a level set approach developed by Osher and Sethian [33]. We present modelling of the proposed method, both theoretical results (viscosity solution) and numerical results are given.
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## 1. Introduction

In this paper, we aim at combining the ideas developed in the geodesic active contour approach [8] with a geometrical approach including interpolation constraints. These interpolation conditions can be well data in geophysics (see [3,22]) or can be used to help the segmentation process when it is needed because of the image (see, for instance, [29]).

This work will be done in the context of the level set approach, developed by Osher and Sethian ([32-34] or in $[1,9,11,12,25,26,30,31,36,37,39]$ and others), which consists in considering the problem in a higher dimension, and more precisely, considering the evolving curve as the zero level set of a function. When using this method, the topology changes, cusps, and corners are allowed. Moreover, we do not have to deal with the issue of parameterization anymore since we work on a fixed rectangular grid for the discretization. It is an intrinsic representation. The process exposed consists first in


Figure 1. Representation of the function $g$.
minimizing an energy which contains a term in connection with the a priori knowledge of the image and another term linked to the geometrical constraints. Edges are assumed to be pixels where the gradient intensity function varies abruptly. The Euler-Lagrange theorem gives us the partial differential equation satisfied by the function. The equation can be seen as a mean-curvature-flow-like problem, except that it includes a function linked to the geometrical and image information.

## 2. Statement of the problem

### 2.1. Model

Let $I: \Omega \rightarrow \Re$ be a given bounded image function, with $\Omega$ an open bounded subset of $\Re^{n}$. Let us consider $n=2$ for the purpose of illustration. As mentioned in the introduction, we plan to introduce a geometrical approach in this new method by adding interpolation constraints. Thus let $S=\left(x_{i}, y_{i}\right)_{i} \in \Omega$ be a finite set of given points close to the boundary we want to determine. We would like to find a contour $\Gamma \subset \Omega$ such that $\Gamma$ is the boundary of the object under consideration, interpolating the points from $S$ which belong to this boundary. Let $g:[0,+\infty[\rightarrow[0,+\infty[$ be an edge-function as in $[6,11,31]$, such that $g(0)=1, g$ is positive, strictly decreasing and $\lim _{s \rightarrow \infty} g(s)=0$. The function $g$ is applied to the gradient of the image $|\nabla I(x, y)|$. An example of such a function is given by

$$
g(s)=\frac{1}{1+s^{2}}
$$

so

$$
\begin{equation*}
g(|\nabla I(x, y)|)=\frac{1}{1+|\nabla I(x, y)|^{2}} \tag{1}
\end{equation*}
$$

Furthermore, to the set of points $S$, we associate the distance function $d(a)$ from every point $a \in \Omega$ to $S$

$$
\begin{equation*}
d(a)=\operatorname{distance}(a, S)=\min _{c \in S}|a-c| \tag{2}
\end{equation*}
$$

By definition, $d(a)=0$ if and only if $a \in S$. In order to find a contour $\Gamma$ such that $g \simeq 0$ or $d \simeq 0$ on $\Gamma$, we propose to minimize the following energy:

$$
\begin{equation*}
E(\Gamma)=\int_{\Gamma} d \cdot g(|\nabla I|) \mathrm{d} s \tag{3}
\end{equation*}
$$

We will start with an initial guess $\Gamma_{0}$ and we will apply gradient descent to the energy, in a level set approach. We will construct a family of curves $\Gamma(t)$ decreasing the energy as $t$ increases.

## 3. Method

### 3.1. The level set approach

The level set approach [32-34] consists in considering the evolving active contour $\Gamma=\Gamma(t)$ as the zero level set of a function $\Phi$, which is a Lipschitz continuous function defined by:

$$
\left\{\Phi: \begin{array}{l}
\Omega \times[0,+\infty[\longrightarrow \Re  \tag{4}\\
(x, y, t) \longmapsto \Phi(x, y, t)
\end{array}\right.
$$

such that

$$
\Gamma(t)=\{(x, y) \in \Omega: \Phi(x, y, t)=0\}
$$

and $\Phi(\cdot, \cdot, t)$ takes opposite signs on each side of $\Gamma(t)$. It enables us to re-write the energy in terms of $\Phi$ as follows

$$
F(\Phi)=\int_{\Omega} d(x, y) g(|\nabla I(x, y)|)|\nabla H(\Phi(x, y))| \mathrm{d} x \mathrm{~d} y
$$

where $H$ is the one-dimensional Heaviside function. By approximating $H$ by a $C^{1}$ or $C^{2}$ regularization $H_{\varepsilon}$, as $\varepsilon \rightarrow 0$ and letting $\delta_{\varepsilon}=H_{\varepsilon}^{\prime}$, the energy can be written as (see [12])

$$
\begin{equation*}
F_{\varepsilon}(\Phi)=\int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}(\Phi)|\nabla \Phi(x, y)| \mathrm{d} x \mathrm{~d} y \tag{5}
\end{equation*}
$$

where

$$
\int_{\Omega} \delta_{\varepsilon}(\Phi)|\nabla \Phi(x, y)| \mathrm{d} x \mathrm{~d} y
$$

is the length of the zero level set of $\Phi$.

### 3.2. Minimization of the energy

In this section, we minimize the energy $F_{\varepsilon}$ and we determine the associated partial differential equation satisfied by $\Phi$. To this end, we use variational calculus with the extension of the classical Euler-Lagrange theorem to a function that depends on two variables. Then, we propose a proof based on the Gâteaux derivative.

### 3.2.1. Using Euler-Lagrange theorem

Theorem 1 (Euler-Lagrange (Theorem 37.1.2 de Dubrovin et al. [18])). Let $D$ denote a region with piecewise smooth boundary $\partial D$, of the Euclidean space $\Re^{n}$ with Euclidean coordinates $x^{1}, \ldots, x^{n}$. Consider the linear space $F$ of smooth vector-functions $f\left(x^{1}, \ldots, x^{n}\right)=\left(f^{1}, \ldots, f^{k}\right)$ defined on $D$. Let $L\left(x^{\beta} ; p^{j} ; q_{\alpha}^{i}\right)$ be a smooth real-valued function of the three arguments $x^{\beta}, 1 \leqslant \beta \leqslant n, p^{j}, 1 \leqslant j \leqslant k, q_{\alpha}^{i}, 1 \leqslant i \leqslant k$, $1 \leqslant \alpha \leqslant n$. We construct a functional $I[f]$ defined on $F$ as follows:

$$
I[f]=\int_{D} L\left(x^{\beta} ; f^{j}\left(x^{\beta}\right) ; f_{x^{\alpha}}^{i}\left(x^{\beta}\right)\right) \mathrm{d} x^{1} \wedge \mathrm{~d} x^{2} \wedge \cdots \wedge \mathrm{~d} x^{n}
$$

A function $f_{0} \in F$ is extremal for the functional $I[f]$ if and only if it satisfies the system of equations

$$
\frac{\delta I[f]}{\delta f^{i}}=\frac{\partial L}{\partial f_{0}^{i}}-\sum_{\alpha=1}^{n} \frac{\partial}{\partial x^{\alpha}}\left(\frac{\partial L}{\partial f_{0, x^{\alpha}}^{i}}\right), \quad i \in\{1, \ldots, k\} .
$$

In the considered model, we have

$$
L\left(x, y, \Phi, \frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial y}\right)=\delta_{\varepsilon}(\Phi) d(x, y) g(|\nabla I(x, y)|)|\nabla \Phi(x, y)|
$$

It follows

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \Phi}=\delta_{\varepsilon}^{\prime}(\Phi) d(x, y) g(|\nabla I(x, y)|)|\nabla \Phi| \\
\frac{\partial L}{\partial p}=\delta_{\varepsilon}(\Phi) d(x, y) g(|\nabla I(x, y)|) \frac{\partial \Phi / \partial x}{|\nabla \Phi|} \\
\frac{\partial L}{\partial q}=\delta_{\varepsilon}(\Phi) d(x, y) g(|\nabla I(x, y)|) \frac{\partial \Phi / \partial y}{|\nabla \Phi|}
\end{array}\right.
$$

with $p=\partial \Phi / \partial x$ and $q=\partial \Phi / \partial y$.
Thus we get
$\frac{\partial L}{\partial \Phi}-\frac{\partial}{\partial x}\left[\frac{\partial L}{\partial p}\right]-\frac{\partial}{\partial y}\left[\frac{\partial L}{\partial q}\right]=0 \quad \Longleftrightarrow \quad \delta_{\varepsilon}(\Phi) \operatorname{div}\left(d(x, y) g(|\nabla I(x, y)|) \frac{\nabla \Phi}{|\nabla \Phi|}\right)=0$.
The related evolution equation is thus given by

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}=\delta_{\varepsilon}(\Phi) \operatorname{div}\left(\mathbf{d}(\mathbf{x}, \mathbf{y}) \mathbf{g}(|\nabla \mathbf{I}(\mathbf{x}, \mathbf{y})|) \frac{\nabla \Phi}{|\nabla \Phi|}\right) \tag{6}
\end{equation*}
$$

We now propose an alternative proof (using Gâteaux derivative) of the evolution equation (6) which will additionally give boundary conditions.

### 3.2.2. Gâteaux derivative

We recall that $F$ is differentiable in the Gâteaux sense at $\Phi \in X$ if the application

$$
x \longmapsto F_{\Phi}^{\prime}(\Psi)=\lim _{h \rightarrow 0} \frac{F(\Phi+h \Psi)-F(\Phi)}{h}
$$

is defined for any $\Psi \in X$ and if it is linear and continuous. In this case, Riesz theorem provides the existence of $F^{\prime}(\Phi) \in X$ such that $F_{\Phi}^{\prime}(\Psi)=\left\langle F^{\prime}(\Phi), \Psi\right\rangle, F^{\prime}(\Phi)$ being the gradient of $F$ at $\Phi$.

Coming back to the problem, let us determine the Gâteaux derivative of the en$\operatorname{ergy} F_{\varepsilon}$. The Gâteaux derivative of $F_{\varepsilon}$ with respect to $\Phi$ in the direction of $\Psi$ is

$$
F_{\varepsilon_{\Phi}}^{\prime}(\Psi)=\lim _{h \rightarrow 0} \frac{F_{\varepsilon}(\Phi+h \Psi)-F_{\varepsilon}(\Phi)}{h}
$$

where

$$
\begin{aligned}
F_{\varepsilon}(\Phi+h \Psi)-F_{\varepsilon}(\Phi)= & \int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}(\Phi+h \Psi)|\nabla \Phi+h \nabla \Psi| \mathrm{d} x \mathrm{~d} y \\
& -\int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}(\Phi)|\nabla \Phi| \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

Then

$$
\begin{aligned}
& F_{\varepsilon}(\Phi+h \Psi)-F_{\varepsilon}(\Phi) \\
&= \int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}(\Phi+h \Psi)|\nabla \Phi| \sqrt{1+h^{2} \frac{|\nabla \Psi|^{2}}{|\nabla \Phi|^{2}}+2 h \frac{\langle\nabla \Phi, \nabla \Psi\rangle}{|\nabla \Phi|^{2}}} \mathrm{~d} x \mathrm{~d} y \\
&-\int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}(\Phi)|\nabla \Phi| \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

and we use a Taylor development (on $h$ ) to linearize the square root. Taking the limit when $h \rightarrow 0$, we get

$$
\begin{aligned}
F_{\varepsilon_{\Phi}}^{\prime}(\Psi)= & \int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}^{\prime}(\Phi) \Psi|\nabla \Phi| \mathrm{d} x \mathrm{~d} y \\
& +\int_{\Omega} d(x, y) g(|\nabla I(x, y)|) \delta_{\varepsilon}(\Phi) \frac{\langle\nabla \Phi, \nabla \Psi\rangle}{|\nabla \Phi|} \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

Hence

$$
\begin{aligned}
F_{\varepsilon_{\Phi}}^{\prime}(\Psi)= & -\int_{\Omega} \delta_{\varepsilon}(\Phi) \operatorname{div}\left(d(x, y) g(|\nabla I(x, y)|) \frac{\nabla \Phi}{|\nabla \Phi|}\right) \Psi \mathrm{d} x \mathrm{~d} y \\
& +\int_{\partial \Omega} d(x, y) g(|\nabla I(x, y)|) \frac{\delta_{\varepsilon}(\Phi)}{|\nabla \Phi|} \Psi\left(\frac{\partial \Phi}{\partial x} v_{x} \mathrm{~d} \sigma+\frac{\partial \Phi}{\partial y} v_{y} \mathrm{~d} \sigma\right) \mathrm{d} \sigma
\end{aligned}
$$

and

$$
\begin{aligned}
F_{\varepsilon_{\Phi}}^{\prime}(\Psi)= & -\int_{\Omega} \delta_{\varepsilon}(\Phi) \operatorname{div}\left(d(x, y) g(|\nabla I(x, y)|) \frac{\nabla \Phi}{|\nabla \Phi|}\right) \Psi \mathrm{d} x \mathrm{~d} y \\
& +\int_{\partial \Omega} d(x, y) g(|\nabla I(x, y)|) \frac{\delta_{\varepsilon}(\Phi)}{|\nabla \Phi|} \frac{\partial \Phi}{\partial v} \Psi \mathrm{~d} \sigma .
\end{aligned}
$$

This expression must vanish for all $\Psi$ in order to satisfy the Euler-Lagrange equation. Therefore, we obtain the following problem:

$$
\left\{\begin{array}{l}
\delta_{\varepsilon}(\Phi) \operatorname{div}\left(d(x, y) g(|\nabla I(x, y)|) \frac{\nabla \Phi}{|\nabla \Phi|}\right)=0 \\
\text { with the boundary conditions } \frac{\delta_{\varepsilon}(\Phi)}{|\nabla \Phi|} \frac{\partial \Phi}{\partial v}=0
\end{array}\right.
$$

The evolution problem is thus the one given by (6).
As stressed by Zhao et al. [40], there is a balance between the potential force and the surface tension. A parallel can be drawn with the classical deformable models, a model which shows off an equilibrium between the regularization energy and the energy linked to the image. The closer we are to the finite set of points or on edges, the more important is the flexibility in the model, since in this case the expression $d(x, y) g(|\nabla I(x, y)|)$ vanishes.

Proposition 2. The energy $\mathrm{F}_{\varepsilon}(\Phi)$ is decreasing with time $t$.
Proof. We follow the same arguments as Zhao et al. [41].
We see in (6) that, when a local minimum is reached, then the quantity $\partial \Phi / \partial t$ tends to 0 , which means that the model converges. Indeed, the steady state is reached and the curve no longer evolves. A constant $\alpha$ can be added to the equation (6) to increase the speed of convergence, which is obtained from an additional area constraint as done in [12], and a rescaling can be made so that the motion is applied to all level sets by replacing $\delta_{\varepsilon}$ by $|\nabla \Phi|$. As stressed by Zhao et al. [40] and Alvarez et al. [2], it makes the flow independent of the scaling of $\Phi$. Thus the proposed model is, for any $(x, y) \in \Omega$

$$
\left\{\begin{array}{l}
\Phi(x, y, 0)=\Phi_{0}(x, y) \\
\frac{\partial \Phi}{\partial t}=|\nabla \Phi|\left[\operatorname{div}\left(d(x, y) g(|\nabla I(x, y)|) \frac{\nabla \Phi}{|\nabla \Phi|}\right)-\alpha\right]
\end{array}\right.
$$

This model is then an active contour model based on the mean curvature flow motion, to which we have included the interpolation constraints through the distance function. The evolution equation can be formally re-written as

$$
\begin{align*}
\frac{\partial \Phi}{\partial t}= & |\nabla \Phi| d(x, y) g(|\nabla I(x, y)|) \operatorname{div}\left(\frac{\nabla \Phi}{|\nabla \Phi|}\right) \\
& +\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle-\alpha|\nabla \Phi| \tag{7}
\end{align*}
$$

The parabolic problem with the associated boundary conditions $\partial \Phi / \partial v=0$ on $\partial \Omega$ (Neumann Condition) with $\nu$ denoting the unit exterior normal to the boundary of $\Omega$ is thus defined by

$$
\left\{\begin{array}{l}
\Phi(x, y, 0)=\Phi_{0}(x, y)  \tag{8}\\
\frac{\partial \Phi}{\partial t}=|\nabla \Phi| d(x, y) g(|\nabla I(x, y)|) \operatorname{div}\left(\frac{\nabla \Phi}{|\nabla \Phi|}\right) \\
\quad+\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle-\alpha|\nabla \Phi| \\
\frac{\partial \Phi}{\frac{\partial v}{\partial v}=0 \quad \text { on } \partial \Omega}
\end{array}\right.
$$

The term $\kappa=\operatorname{div}(\nabla \Phi /|\nabla \Phi|)$ being the level set representation of the mean curvature, equation (8) can be rewritten by

$$
\left\{\begin{array}{l}
\Phi(x, y, 0)=\Phi_{0}(x, y)  \tag{9}\\
\frac{\partial \Phi}{\partial t}=|\nabla \Phi| d(x, y)(|\nabla I(x, y)|) \kappa+\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle-\alpha|\nabla \Phi| \\
\frac{\partial \Phi}{\partial v}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

Some remarks can be formulated as regards the partial differential equation satisfied by $\Phi$.

1. For this remark, we refer the reader to the works of Caselles et al. [8]. For an ideal edge, we have $|\nabla I| \cong \infty, g=0$ and the curve stops, which is in practice unrealistic. Here, we have refined the criterion so that the curve stops with the term

$$
\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle
$$

which naturally appears in the model and that uses jointly the gradient of the edgefunction coupled with the distance function. This is more accurate than the mere gradient in particular if the variations of the gradient along a boundary are different (cf. [8]). Besides, it takes both, information linked with the image (whether we are or not on a boundary) and information linked with the geometrical constraints (whether we are near or not the set of given points).
2. We have

$$
\frac{\partial \Phi}{\partial t}=|\nabla \Phi|\left[\operatorname{div}\left(d(x, y) g(|\nabla I(x, y)|) \frac{\nabla \Phi}{|\nabla \Phi|}\right)-\alpha\right]
$$

All the level sets move according to

$$
\Gamma_{t}=d(x, y) g(|\nabla I(x, y)|) \kappa \vec{n}-\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \vec{n}\rangle \vec{n}-\alpha \vec{n}
$$

with $\kappa=\operatorname{div}(\nabla \Phi /|\nabla \Phi|)$ and $\vec{n}=-(\nabla \Phi /|\nabla \Phi|)$ (interior normal). Indeed, we have for all level sets, $\Phi(\Gamma(t), t)=$ constant.
Calculating the derivatives with respect to the variable $t$ yields

$$
\frac{\mathrm{d}}{\mathrm{~d} t}[\Phi(\Gamma(t), t)]=0 \quad \Longleftrightarrow \quad \Phi_{t}+\left\langle\nabla \Phi, \Gamma_{t}\right\rangle=0
$$

where $\Phi_{t}$ denotes $\partial \Phi / \partial t$ and $\Gamma_{t}, \partial \Gamma / \partial t$. Hence, using the definition of $\Gamma_{t}$ and $\vec{n}$, we get

$$
\Phi_{t}=d(x, y) g(|\nabla I(x, y)|) \kappa|\nabla \Phi|+\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle-\alpha|\nabla \Phi|
$$

3. In the right-hand side of equation (8), $\nabla(d(x, y) g(|\nabla I(x, y)|))$ is well-defined, except at the points that are equidistant from at least two points of the given finite set $S$. Indeed, the function $d(a)=d(a, S)$ is continuous as the inf of a finite number of continuous functions but at these equidistant points the solution is nondifferentiable and the gradient is not defined.
The distance function $d$ satisfies the Eikonal equation $|\nabla d|=1$. In the theoretical part devoted to the existence and uniqueness of the solution to the considered problem, we need a certain smoothness on the distance function $d$. Using the curvature as a regularizing or smoothing term enables us to get the desired properties on $d$. What follows is taken from Sethian's book [34]: the main conclusion that we use here is that " $a$ front propagating at the speed $1-\varepsilon \kappa$ for $\varepsilon>0$ does not form corners and remains smooth for all time. Furthermore, as the dependence on curvature vanishes, the limit of this motion is the entropy-satisfying solution obtained for the constant speed case".

In the next section, we aim at proving the existence and uniqueness of the solution to this parabolic problem, with the theory of viscosity.

### 3.3. Existence, uniqueness of the solution to the problem - Viscosity theory

### 3.3.1. General background

In this section, we recall the notion of viscosity solutions. The general background is widely taken from the 'User's guide to viscosity solutions' (by Crandall et al. [17]). This theory applies to some partial differential equations that can formally be written in the form $F\left(x, u, D u, D^{2} u\right)$ where $D u$ denotes the gradient and $D^{2} u$ the Hessian matrix (which is symmetric). In general, $F$ is defined as

$$
F: \Re^{n} \times \mathfrak{R} \times \mathfrak{R}^{n} \times S(n) \longrightarrow \Re
$$

where $S(n)$ denotes the set of symmetric $(n \times n)$ matrices.
In our case, $F$ will be defined by $F: \Omega \times \Re \times \mathfrak{R}^{2} \times S(2) \rightarrow \mathfrak{R}$. Two conditions (monotonicity conditions) are necessary to apply this theory to an equation of the type $F=0$, namely:

1. $F(x, r, p, X) \leqslant F(x, s, p, X)$ with $r \leqslant s$.
2. $F(x, r, p, Y) \leqslant F(x, r, p, X)$ with $Y \geqslant X$.

The second condition is called degenerate ellipticity. When both conditions hold, $F$ is said to be proper. Coming back to the problem, we plan to check if these conditions are satisfied by the model. We note that for parabolic problems, if $(x, r, p, X) \rightarrow$
$F(t, x, r, p, X)$ is proper for a fixed $t \in[0, T]$, then so is the associated parabolic problem:

$$
u_{t}+F\left(t, x, u, D u, D^{2} u\right)=0
$$

In our case, we have

$$
\begin{aligned}
\Phi_{t} & -|\nabla \Phi| d(x, y) g(|\nabla I(x, y)|) \operatorname{div}\left(\frac{\nabla \Phi}{|\nabla \Phi|}\right) \\
& -\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle+\alpha|\nabla \Phi|=0 .
\end{aligned}
$$

Carrying out the differentiations yields

$$
\begin{aligned}
\Phi_{t} & -|\nabla \Phi| d(x, y) g(|\nabla I(x, y)|) \\
& \times\left(\frac{\frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}}}{|\nabla \Phi|}-\frac{\left(2 \frac{\partial \Phi}{\partial x} \frac{\partial \Phi}{\partial y} \frac{\partial^{2} \Phi}{\partial x \partial y}+\left(\frac{\partial \Phi}{\partial y}\right)^{2} \frac{\partial^{2} \Phi}{\partial y^{2}}+\left(\frac{\partial \Phi}{\partial x}\right)^{2} \frac{\partial^{2} \Phi}{\partial x^{2}}\right)|\nabla \Phi|^{-1}}{|\nabla \Phi|^{2}}\right) \\
& -\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), \nabla \Phi\rangle+\alpha|\nabla \Phi|=0
\end{aligned}
$$

For $p=\binom{p_{1}}{p_{2}} \in \mathfrak{R}^{2}$, we denote by $(p \otimes p) /|p|^{2}$ the matrix defined by

$$
\frac{p \otimes p}{|p|^{2}}=\frac{1}{|p|^{2}}\left(\begin{array}{cc}
p_{1}^{2} & p_{1} p_{2} \\
p_{1} p_{2} & p_{2}^{2}
\end{array}\right)
$$

We have

$$
\begin{aligned}
F(x, y, r, p, X)= & -d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}(X) \\
& +d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}\left(\frac{p \otimes p}{|p|^{2}} X\right) \\
& -\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), p\rangle+\alpha|p| .
\end{aligned}
$$

We then get

$$
\begin{aligned}
F(x, y, r, p, X)= & -d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}\left(\left(I-\frac{p \otimes p}{|p|^{2}}\right) X\right) \\
& -\langle\nabla(d(x, y) g(|\nabla I(x, y)|)), p\rangle+\alpha|p|
\end{aligned}
$$

It is obvious that the first condition is satisfied since it does not depend explicitly on $r$, so $F(x, y, r, p, X)=F(x, y, p, X)$. Let us analyze the degenerate ellipticity. We have then to compare $F(x, y, p, X)$ and $F(x, y, p, Y)$ when $Y \geqslant X$, that is to compare

$$
-d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}\left(\left(I d-\frac{p \otimes p}{|p|^{2}}\right) X\right)
$$

and

$$
-d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}\left(\left(I d-\frac{p \otimes p}{|p|^{2}}\right) Y\right)
$$

when the inequality holds for $X$ and $Y$. The set of symmetric matrices is equipped with the usual order, which means that

$$
X \leqslant Y \quad \Longleftrightarrow \quad \forall \xi \in \mathfrak{R}^{2}-\left\{0_{\mathfrak{N}^{2}}\right\}, \quad \xi^{\mathrm{T}} X \xi \leqslant \xi^{\mathrm{T}} Y \xi
$$

Let us denote by $A(p)$ the matrix defined by

$$
A(p)=I d-\frac{p \otimes p}{|p|^{2}}
$$

which corresponds to

$$
A=\left(\begin{array}{cc}
\frac{p_{2}^{2}}{|p|^{2}} & -\frac{p_{1} p_{2}}{|p|^{2}} \\
-\frac{p_{1} p_{2}}{|p|^{2}} & \frac{p_{1}^{2}}{|p|^{2}}
\end{array}\right)
$$

We suppose as well that $p \neq 0$ since we have a singularity for $p=0$. The marix $A(p)$ is positive because

$$
\begin{aligned}
& \forall \xi \in \mathfrak{R}^{2}-\left\{0_{\mathfrak{F}}\right\} \quad \text { such that } \xi=\binom{\xi_{1}}{\xi_{2}}: \\
& \xi^{\mathrm{T}} A(p) \xi=\frac{1}{|p|^{2}}\left(\xi_{1} p_{2}-\xi_{2} p_{1}\right)^{2} \geqslant 0 .
\end{aligned}
$$

The matrix $A(p)$ is symmetric positive. Its eigenvalues are positive and there exists an orthonormal basis such that $D=P^{\mathrm{T}} A P$, with $P$ an orthogonal matrix and $D$ a diagonal matrix with positive values. Thus one can write $A=\sigma \sigma^{\mathrm{T}}$, with $\sigma$ the matrix defined by $\sigma=P D^{1 / 2}$. Coming back to our problem, we have, with the following notations:

$$
\operatorname{trace}(A X)=\operatorname{trace}\left(\sigma \sigma^{\mathrm{T}} X\right)=\operatorname{trace}\left(\sigma^{\mathrm{T}} X \sigma\right)
$$

and

$$
\operatorname{trace}(A X)=\sum_{i=1}^{2} \sigma_{i}^{\mathrm{T}} X \sigma_{i}, \quad \text { with } \sigma_{i} \text { the } i \text { th column of } \sigma
$$

Suppose that $Y \geqslant X$. We can easily deduce that

$$
\forall i \in\{1,2\}, \quad \sigma_{i}^{\mathrm{T}} X \sigma_{i} \leqslant \sigma_{i}^{\mathrm{T}} Y \sigma_{i} .
$$

The functions $d$ and $g$ being positive, we conclude that:

$$
\begin{equation*}
-d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}(A(p) X) \geqslant-d(x, y) g(|\nabla I(x, y)|) \operatorname{trace}(A(p) Y) . \tag{10}
\end{equation*}
$$

We have then proved that for $p \neq 0, F$ is degenerate elliptic.
This is the general framework in which the viscosity theory has been first introduced. We then suppose that for all theorems stated below, $F$ is proper and continuous.

In [17] and [5], the notion of viscosity is introduced, with an example using the maximum principle, as follows: $F$ is proper, as already said. Suppose that $u \in C^{2}(O)$ and that

$$
F\left(x, u(x), D u(x), D^{2} u(x)\right) \leqslant 0 \quad \forall x \in \Re^{n}
$$

Suppose that $\varphi$ is also $C^{2}(O)\left(O\right.$ being an open subset of $\left.\mathfrak{R}^{n}\right)$ and $\hat{x} \in O$ is a local maximum of $u-\varphi$. This implies that $D(u-\varphi)(\hat{x})=0$ and $D^{2}(u-\varphi)(\hat{x}) \leqslant 0$, so

$$
\left\{\begin{array}{l}
D u(\hat{x})=D \varphi(\hat{x}), \\
D^{2} u(\hat{x}) \leqslant D^{2} \varphi(\hat{x})
\end{array}\right.
$$

Using the property of degenerate ellipticity of $F$, we get

$$
F\left(\hat{x}, u(\hat{x}), D \varphi(\hat{x}), D^{2} \varphi(\hat{x})\right) \leqslant F\left(\hat{x}, u(\hat{x}), D u(\hat{x}), D^{2} u(\hat{x})\right) \leqslant 0
$$

We can now give a definition of viscosity solutions:

Definition 1. Let $u \in C(O)$, then it is a viscosity solution to $F=0$ if and only if:
$\forall \Phi \in C^{2}(O), \quad$ if $x_{0}$ is a local maximum of $u-\Phi$, we have the relation $F\left(x_{0}, u\left(x_{0}\right), D \Phi\left(x_{0}\right), D^{2} \Phi\left(x_{0}\right)\right) \leqslant 0$
and
$\forall \Phi \in C^{2}(O), \quad$ if $x_{0}$ is a local minimum of $u-\Phi$, we have the relation $F\left(x_{0}, u\left(x_{0}\right), D \Phi\left(x_{0}\right), D^{2} \Phi\left(x_{0}\right)\right) \geqslant 0$.

If $u$ only satisfies the first (second) inequality, then $u$ is said to be a viscosity subsolution (viscosity supersolution).

Crandall et al. [17] and Barles [5] give another definition based on the notions of superjet and subjet. In view of the above, we have for $x$ near $\hat{x}$,

$$
u(x) \leqslant u(\hat{x})-\varphi(\hat{x})+\varphi(x)
$$

and Taylor expansion gives ( $\varphi$ being $C^{2}$ )

$$
\begin{equation*}
u(x) \leqslant u(\hat{x})+\langle p, x-\hat{x}\rangle+\frac{1}{2}\langle X(x-\hat{x}), x-\hat{x}\rangle+\mathrm{o}\left(|x-\hat{x}|^{2}\right), \quad x \longrightarrow \hat{x} \tag{11}
\end{equation*}
$$

where $p=D \varphi(\hat{x})$ and $X=D^{2} \varphi(\hat{x})$. We say that if $u: O \rightarrow \Re, \hat{x} \in O$ and (11) is satisfied as $O \ni x \rightarrow \hat{x},(p, X) \in J_{O}^{2,+} u(\hat{x}), J_{O}^{2,+} u(\hat{x})$ being the second order superjet of $u$ at $\hat{x}$.

Definition 2. A viscosity subsolution to $F=0$ on $O$ is a function $u \in U S C(O)$ such that:

$$
F(x, u(x), p, X) \leqslant 0 \quad \forall x \in O,(p, X) \in J_{O}^{2,+} u(x)
$$

A viscosity supersolution to $F=0$ on $O$ is a function $v \in L S C(O)$ such that:

$$
F(x, v(x), p, X) \geqslant 0 \quad \forall x \in O,(p, X) \in J_{O}^{2,-} v(x)
$$

We say that $u$ is a viscosity solution if it is both a subsolution and a supersolution. $\operatorname{USC}(O)$ is the set of upper semicontinuous functions on $O$ and $\operatorname{LSC}(O)$ is the set of lower semicontinuous functions on $O$.

Consider the following parabolic problem:

$$
u_{t}+F\left(t, x, u, D u, D^{2} u\right)=0
$$

For parabolic problems, Crandall et al. [17] extend these definitions. Here we assume that $D u$ and $D^{2} u$ stand for $D_{x} u(t, x)$ and $D_{x}^{2} u(t, x)$. Instead of working on $O$, we work on $\left.O_{T}=\right] 0, T[\times O$.

In [17], the parabolic variants of $J_{O}^{2,+}$ and $J_{O}^{2,-}$ are denoted by $P_{O}^{2,+}, P_{O}^{2,-}$, respectively. Thus $P_{O}^{2,+} u$ is defined as follows: $(a, p, X) \in \Re \times \Re^{n} \times S(n)$ lies in $P_{O}^{2,+} u(s, z)$ if $(s, z) \in O_{T}$ and

$$
\begin{aligned}
u(t, x) \leqslant & u(s, z)+a(t-s)+\langle p, x-z\rangle+\frac{1}{2}\langle X(x-z), x-z\rangle \\
& +\mathrm{o}\left(|t-s|+|x-z|^{2}\right) \quad \text { as } O_{T} \ni(t, x) \longrightarrow(s, z)
\end{aligned}
$$

We will use the following definition of [17].
Definition 3. A subsolution to the parabolic equation on $O_{T}$ is a function $u \in U S C\left(O_{T}\right)$ such that

$$
a+F(t, x, u(t, x), p, X) \leqslant 0 \quad \text { for }(t, x) \in O_{T} \text { and }(a, p, X) \in P_{O}^{2,+} u(t, x)
$$

A supersolution to the parabolic equation on $O_{T}$ is a function $v \in \operatorname{LSC}\left(O_{T}\right)$ such that

$$
a+F(t, x, v(t, x), p, X) \geqslant 0 \quad \text { for }(t, x) \in O_{T} \text { and }(a, p, X) \in P_{o}^{2,-} v(t, x)
$$

### 3.3.2. Existence and uniqueness of the solution to the problem: proof based on Ishii and <br> Sato's work

Here is a first result that will be used in the sequel.
Preliminary. Let $p, q \in \mathfrak{R}^{n} \backslash\{0\}$, then

$$
\left|\frac{p}{|p|}-\frac{q}{|q|}\right| \leqslant \frac{|p-q|}{\min (|p|,|q|)}
$$

Proof. Suppose that $\min (|p|,|q|)=|p|$. Hence, the preliminary result is equivalent to

$$
\left|p-\frac{|p|}{|q|} q\right|^{2} \leqslant|p-q|^{2}
$$

We propose to prove that

$$
2\left(1-\frac{|p|}{|q|}\right)(p, q) \leqslant|q|^{2}-|p|^{2} .
$$

Recall that $(1-|p| /|q|) \in[0,1]$, so using Cauchy-Schwartz inequality, we get

$$
2\left(1-\frac{|p|}{|q|}\right)(p, q) \leqslant 2|p|(|q|-|p|) .
$$

We deduce that

$$
2\left(1-\frac{|p|}{|q|}\right)(p, q) \leqslant|q|^{2}-|p|^{2},
$$

since $|p| \leqslant|q|$ and so $2|p|(|q|-|p|) \leqslant|q|^{2}-|p|^{2}$. The proposition is then proved.
We use here the existence theorem for viscosity solutions introduced by Ishii and Sato in [23]. This article treats the difficult case of singular parabolic equations with non-linear oblique derivative boundary conditions while we wish to apply it to a problem with homogeneous Neumann boundary conditions. As formerly done in their article, we denote by

$$
\rho(p, q)=\min \left(\frac{|p-q|}{\min (|p|,|q|)}, 1\right) .
$$

We assume that $\Omega$ is a bounded domain in $\Re^{n}$ with a $C^{1}$ boundary. Let us consider the following conditions:

1. $F \in C\left([0, T] \times \bar{\Omega} \times \Re \times\left(\Re^{n}-\{0\}\right) \times S^{n}\right)$, where $S^{n}$ denotes the space of $n \times n$ symmetric matrices equipped with the usual ordering.
2. There exists a constant $\gamma \in \Re$ such that for each $(t, x, p, X) \in[0, T] \times \bar{\Omega} \times$ $\left(\Re^{n}-\{0\}\right) \times S^{n}$, the function $u \mapsto F(t, x, u, p, X)-\gamma u$ is non decreasing on $\Re$.
3. For each $R>0$, there exists a continuous function $w_{R}:[0, \infty[\rightarrow[0, \infty[$ satisfying $w_{R}(0)=0$ such that if $X, Y \in S^{n}$ and $\mu_{1}, \mu_{2} \in[0, \infty[$ satisfy:

$$
\left(\begin{array}{cc}
X & 0  \tag{12}\\
0 & Y
\end{array}\right) \leqslant \mu_{1}\left(\begin{array}{cc}
I & -I \\
-I & I
\end{array}\right)+\mu_{2}\left(\begin{array}{cc}
I & 0 \\
0 & I
\end{array}\right)
$$

then

$$
\begin{aligned}
& F(t, x, u, p, X)-F(t, y, u, q,-Y) \\
& \quad \geqslant-w_{R}\left(\mu_{1}\left(|x-y|^{2}+\rho(p, q)^{2}\right)+\mu_{2}+|p-q|+|x-y|(1+\max (|p|,|q|))\right)
\end{aligned}
$$

for all $t \in[0, T], x, y \in \bar{\Omega}, u \in \mathfrak{R}$ with $|u| \leqslant R$ and $p, q \in \Re^{n} \backslash\{0\}$.
4. $B \in C\left(\Re^{n} \times \Re^{n}\right) \cap C^{1,1}\left(\Re^{n} \times\left(\Re^{n} \backslash\{0\}\right)\right)$.
5. For each $x \in \Re^{n}$, the function $p \mapsto B(x, p)$ is positively homogeneous of degree one in $p$, i.e., $B(x, \lambda p)=\lambda B(x, p), \forall \lambda \geqslant 0, p \in \Re^{n} \backslash\{0\}$.
6. There exists a positive constant $\theta$ such that $\left\langle\nu(z), D_{p} B(z, p)\right\rangle \geqslant \theta$ for all $z \in \partial \Omega$ and $p \in \Re^{n}-\{0\}$. Here $v(z)$ denotes the unit outer normal vector of $\Omega$ at $z \in \partial \Omega$.

We recall the following theorem taken from [23].
Theorem 3. Consider the following problem:

$$
\begin{cases}u_{t}+F\left(t, x, u, D u, D^{2} u\right)=0 & \text { in }] 0, T[\times \Omega  \tag{13}\\ B(x, D u)=0 & \text { in }] 0, T[\times \partial \Omega\end{cases}
$$

satisfying $u(0, x)=g(x)$ for $x \in \bar{\Omega}$. Assume that conditions $1-6$ hold. Then for each $g \in C(\bar{\Omega})$ there is a unique viscosity solution $u \in C([0, T[\times \bar{\Omega})$ of (13) satisfying $u(0, x)=g(x)$ for $x \in \bar{\Omega}$.

We apply this theorem to the considered problem. $F$ is defined by

$$
\begin{aligned}
F(t, x, u, p, X)= & -\operatorname{trace}\left(d(x) g(|\nabla I(x)|)\left(I-\frac{p \otimes p}{|p|^{2}}\right) X\right) \\
& -\langle\nabla(d(x) g(|\nabla I(x)|)), p\rangle .
\end{aligned}
$$

Denoting by $A(x, p)$ the symmetric positive matrix defined by

$$
A(x, p)=d(x) g(|\nabla I(x)|)\left(I-\frac{p \otimes p}{|p|^{2}}\right)
$$

we get

$$
F(t, x, u, p, X)=-\operatorname{trace}(A(x, p) X)-\langle\nabla(d(x) g(|\nabla I(x)|)), p\rangle .
$$

$F$ presents a singularity for $p=0$ but is continuous otherwise. The first point is satisfied. $F$ does not depend explicitly on $u$ so any negative constant $\gamma$ satisfies the second condition.

For the third point, the inequality (12) gives us that for all $r, s \in \mathfrak{R}^{2}$,

$$
(X r, r)+(Y s, s) \leqslant \mu_{1}|r-s|^{2}+\mu_{2}\left(|r|^{2}+|s|^{2}\right) .
$$

Taking successively $r=\sigma(x, p) e_{i}$ and $s=\sigma(y, q) e_{i}$ with $\left(e_{i}\right)_{i}$ an orthonormal basis of $\mathfrak{R}^{2}$ (as done in [21], $A(x, p)=\sigma(x, p) \sigma^{\mathrm{T}}(x, p)$ ), we get

$$
\begin{aligned}
& \operatorname{trace}(A(x, p) X)+\operatorname{trace}(A(y, q) Y) \\
& \quad \leqslant \mu_{1} \operatorname{trace}\left((\sigma(x, p)-\sigma(y, q))(\sigma(x, p)-\sigma(y, q))^{\mathrm{T}}\right) \\
& \quad+\mu_{2}(d(x) g(|\nabla I(x)|)+d(y) g(|\nabla I(y)|))
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \operatorname{trace}(A(x, p) X)+\operatorname{trace}(A(y, q) Y) \\
& \quad \leqslant \mu_{1}\left|\sqrt{d(x) g(|\nabla I(x)|} \frac{p}{|p|}-\sqrt{d(y) g(|\nabla I(y)|)} \frac{q}{|q|}\right|^{2}+2 \theta \mu_{2} .
\end{aligned}
$$

The function $x \mapsto d(x) g(|\nabla I(x)|)$ is bounded by $\theta$.
Moreover, one has:

$$
\begin{aligned}
& \left|\sqrt{d(x) g(|\nabla I(x)|)} \frac{p}{|p|}-\sqrt{d(y) g(|\nabla I(y)|)} \frac{q}{|q|}\right|^{2} \\
& =\left\lvert\,(\sqrt{d(x) g(|\nabla I(x)|)}-\sqrt{d(y) g(|\nabla I(y)|)}) \frac{p}{|p|}\right. \\
& \quad+\left.\sqrt{d(y) g(|\nabla I(y)|)}\left(\frac{p}{|p|}-\frac{q}{|q|}\right)\right|^{2} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left|\sqrt{d(x) g(|\nabla I(x)|)} \frac{p}{|p|}-\sqrt{d(y) g(|\nabla I(y)|)} \frac{q}{|q|}\right|^{2} \\
& \quad \leqslant 2(\sqrt{d(x) g(|\nabla I(x)|)}-\sqrt{d(y) g(|\nabla I(y)|)})^{2}+2 d(y) g(|\nabla I(y)|)\left|\frac{p}{|p|}-\frac{q}{|q|}\right|^{2}
\end{aligned}
$$

Using the preliminary and properties of the functions $x \mapsto d(x) g(|\nabla I(x)|)$ and $x \mapsto$ $\sqrt{d(x) g(|\nabla I(x)|)}$ as in [21], we can conclude that

$$
\operatorname{trace}(A(x, p) X)+\operatorname{trace}(A(y, q) Y) \leqslant \mu_{1}\left(2 \zeta|x-y|^{2}+8 \theta \rho(p, q)^{2}\right)+2 \theta \mu_{2} .
$$

Next, we have to evaluate the expression

$$
\begin{aligned}
& F(t, x, u, p, X)-F(t, y, u, q,-Y) \\
& =-(\operatorname{trace}(A(x, p) X)+\operatorname{trace}(A(y, q) Y)) \\
& \quad-(|\nabla(d(x) g(|\nabla I(x)|)), p\rangle-\langle\nabla(d(y) g(|\nabla I(y)|)), q\rangle) .
\end{aligned}
$$

Using the same arguments as in [21], we have

$$
\begin{aligned}
& |\langle\nabla(d(x) g(|\nabla I(x)|)), p\rangle-\langle\nabla(d(y) g(|\nabla I(y)|)), q\rangle| \\
& \quad \leqslant \kappa|x-y| \max (|p|,|q|)+C_{2}|p-q|,
\end{aligned}
$$

from which we deduce

$$
\begin{aligned}
& -(F(t, x, u, p, X)-F(t, y, u, q,-Y)) \\
& \quad \leqslant \mu_{1}\left[2 \zeta|x-y|^{2}+8 \theta \rho(p, q)^{2}\right]+2 \theta \mu_{2}+\kappa|x-y| \max (|p|,|q|)+C_{2}|p-q|
\end{aligned}
$$

and

$$
\begin{aligned}
& -(F(t, x, u, p, X)-F(t, y, u, q,-Y)) \\
& \quad \leqslant \max \left(2 \zeta, 8 \theta, C_{2}, \kappa\right)\left(\mu_{1}\left(\rho(p, q)^{2}+|x-y|^{2}\right)\right. \\
& \left.\quad+\mu_{2}+|p-q|+|x-y|(1+\max (|p|,|q|))\right) .
\end{aligned}
$$

We just have to take $w_{R}(l)=\max \left(2 \zeta, 8 \theta, C_{2}, \kappa\right) l . w_{R}(0)=0$ and $w_{R}$ is nondecreasing on $[0, \infty[$.


Figure 2. Initial condition.


Figure 3. Using classical tool (snakes), we obtain the following result.
The fourth point is fulfilled with assumptions on $v$ (14).
Then, it is easy to check that $B$ is positively homogeneous of degree one. For the last point, one can easily see that

$$
\begin{equation*}
B(z, p)=\langle v(z), p\rangle \tag{14}
\end{equation*}
$$

and

$$
\left\langle v(z), D_{p} B(z, p)\right\rangle=|v(z)|^{2}=1
$$

We take $\theta=1$ and the last assumption is fulfilled.

## 4. Numerical results

In order to illustrate the proposed method, we give a numerical example. The interpolation conditions are useful in order to help the process when some image data are missing as shown in [29]. But the interpolation conditions also permit us to choose an initial condition which is far from the final result as shown in the following numerical example (image coming from Matlab).


Figure 4. Interpolation conditions (6 points).


Figure 5. Final result using interpolation conditions of figure 4 and from the initial condition of figure 2.

In order to help the process, we give some interpolation conditions (6 points): We use the method proposed in this paper knowing that:

- The criterion that makes the algorithm stop can be either a preset number of iterations or a check that the solution is stationary.
- The distance is computed using the Fast Marching Method (see, for instance, [34]).
- The distance is normalized in order to have the same weight between a priori information of the image and geometrical constraints.
- The discretization is made using finite differences as done in [12].
- We have taken $\delta t=0.1$. The regularization term is equal to 0.8 . The number of iterations is 20 in this numerical example.

We obtain the result given in figure 5, which gives a good segmentation of the considered zone. Other numerical examples are given in [28].
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