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#### Abstract

In the mid-1980s Parsons (SIAM J. Numer. Anal. 24, 188-198, 1987), and the author (Gutknecht, Numer. Math. 56, 179-213, 1989) independently had the idea to generalize linear stationary $k$-step methods to stationary ( $k, \ell$ )-step methods, which were further generalized to nonstationary and even nonlinear $(k, \ell)$-step methods. Later, conjugate-gradient-type methods that are $(k, \ell)$-step methods of a similar sort were introduced and investigated in the PhD thesis of Barth (1996) under T. A. Manteuffel. Recently, the family of Induced Dimension Reduction (IDR) methods (Sonneveld and van Gijzen, SIAM J. Sci. Comp. 31, 1035-1062, 2008) aroused some interest for the class of linear nonstationary $(k, \ell)$-step methods because $\operatorname{IDR}(s)$ fits into it and belongs to a somewhat special subclass; see Gutknecht (ETNA 36, 126-148, 2010). In this paper we first reformulate and review the class of nonlinear nonstationary $(k, \ell)$-step methods and a basic theoretical result obtained in the author's 1989 article. Then we specialize to linear methods and introduce alternative iterations that can be used to implement them and compare them with the iterations suggested and investigated by Barth and Manteuffel.
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## 1 Introduction

In Gutknecht [15], the class of $(k, \ell)$-step methods was introduced for the abstract framework of solving a fixed point equation $\mathbf{x}=\Phi \mathbf{x}$ of a Fréchet differentiable selfmapping ${ }^{1} \Phi$ defined on some subset $\mathcal{D}_{\Phi}$ of a complex Banach space $(\mathcal{B},\|\|$.$) . The$ main target, however, were the cases where $\mathcal{B}:=\mathbb{C}^{N}\left(\right.$ or even $\left.\mathcal{B}:=\mathbb{R}^{N}\right)$ and $\Phi$ is an affine mapping $\Phi \mathbf{x}:=\mathbf{F} \mathbf{x}+\mathbf{b}$ with a square matrix $\mathbf{F} \in \mathbb{C}^{N \times N}$ whose spectrum does not contain 1 and a "right-hand side" $\mathbf{b}$. Alternatively, one may choose formulations with a nonlinear equation $\Psi \mathbf{x}=\mathbf{0}$ and a nonsingular linear system of equations $\mathbf{A x}=\mathbf{b}$ :

$$
\begin{array}{llll}
\mathbf{x}=\Phi \mathbf{x} & \Longleftrightarrow \Psi \mathbf{x}=\mathbf{0} \quad \text { if } \quad \Psi:=\mathbf{I}-\Phi, \\
\mathbf{x}=\mathbf{F} \mathbf{x}+\mathbf{b} & \Longleftrightarrow \mathbf{A x}=\mathbf{b} \quad \text { if } \quad \mathbf{A}:=\mathbf{I}-\mathbf{F} . \tag{2}
\end{array}
$$

Interestingly, already in the 1960 book of Faddeev and Faddeeva [10] the parallel treatment of iterative methods applied to both the linear fixed point equation and the standard form of a linear equation in $\mathbb{R}^{N}$ was stressed. In [15] and [35] both paradigms were mentioned, but the derivation of the methods and the theoretical results were based on the fixed point equation paradigm. The latter is also true for the foregoing work of Niethammer, Schemp, and Varga [30, 32, 33], Gutknecht, Niethammer, and Varga [21], and Gutknecht and Kaiser [20] on $k$-step methods, which long before had been labeled as "semiiterative" [40]. Despite the well-known fact that these methods created approximations $\mathbf{x}_{n}$ from an affine Krylov space, that is,

$$
\mathbf{x}_{n}-\mathbf{x}_{0} \in \mathcal{K}_{n}, \quad \text { where } \quad \mathcal{K}_{n}:=\mathcal{K}_{n}\left(\mathbf{A}, \mathbf{r}_{0}\right):=\operatorname{span}\left(\mathbf{r}_{0}, \mathbf{A} \mathbf{r}_{0}, \ldots, \mathbf{A}^{n-1} \mathbf{r}_{0}\right),
$$

some of the most helpful tools in the treatment of such methods were not optimally used in the above mentioned publications except [15]. We mention in particular the introduction of the matrices that contain the iterates, the residuals, or the search directions as their columns and which allow us to write the total of all iterations in compact notation. An example is the so-called Arnoldi relation which gathers all iterations of the Arnoldi process and yields the interpretation of the Hessenberg matrix that contains the recurrence coefficients as a projection of $\mathbf{A}$; see, e.g., [36]. This relation is also the key to a simple derivation of the MinRES and GMRES methods [34, 37]. In a more general situation, it can be traced back to Hessenberg [24], so it is appropriate to refer to such a relationship as a Hessenberg relation in general. Analogous "shorthand notation" was also the key concept in describing the relations between various biconjugate gradient (BICG) algorithms [18] and various generalized conjugate gradient (GCG) and generalized conjugate residual (GCR) algorithms [17].

In Gutknecht [15], such "shorthand notation" was used to describe the recurrences for the iterates and the relationships between equivalent recurrences (defined below in Section 3). But, firstly, in some details, the treatment differed from how we would do it now. Secondly, there was no emphasis on the residual recurrences, which are fundamental for the analysis of the methods, though they are not really needed in the implementation of parameter-dependent $(k, \ell)$-step methods. (To some

[^1]extent this was compensated by looking at the recurrences for the residual polynomials.) Thirdly, the presentation in [15] was mainly based on the fixed point equation paradigm, while, at least in the linear case, we definitely prefer the $\mathbf{A x}=\mathbf{b}$ form now. So, our goal here is to present these methods in the notation and with the tools that we naturally would apply today, nearly 30 years later. ${ }^{2}$ Furthermore, using and generalizing a terminology introduced by Young and Jea [42] we notice that the resulting recurrences are of ORTHORES-type, but we can readily introduce normally equivalent recurrences that are of ORTHOMIN-type or ORTHODIR-type. It turns out that short recurrences are preserved by the transformation to Ortho-Min-type, but, surprisingly, in general not for OrthoDir-type. On the other hand, Barth and Manteuffel [2-5] investigated thoroughly similar short OrTHODIR-type recurrences for CG-type methods (satisfying an error minimizing property), which they called ( $s, t$ )-recursions. So, we conclude that in general their $(s, t)$-recursions are not short recurrence $(k, \ell)$-step methods, and vice versa. This is of particular interest because the short recurrences for unitary matrices introduced in 1982 by Gragg [12, 13] and adapted to shifted unitary matrices by Jagels and Reichel [26, 27] can be seen to be $(s, t)$-recursions with $(s, t)=(0,1)$ and $(s, t)=(1,1)$, respectively [2-4].

## 2 Definition of $(k, \ell)$-step methods

In the framework of a possibly nonlinear fixed point equation $\mathbf{x}=\Phi \mathbf{x}$ a $(k, \ell)$-step method is defined by a recurrence of the form

$$
\begin{equation*}
\mathbf{x}_{m}:=\left[\Phi\left(\sum_{i=1}^{\min \{\ell, m\}} \mathbf{x}_{m-i} \gamma_{m-i, m-1}\right)-\sum_{j=1}^{\min \{k, m\}} \mathbf{x}_{m-j} \beta_{m-j, m}\right] \frac{1}{\beta_{m, m}}, \tag{3}
\end{equation*}
$$

$$
m=1,2, \ldots, M(\leq \infty)
$$

with

$$
\begin{gather*}
\beta_{m, m} \neq 0, \quad \sum_{j=0}^{\min \{k, m\}} \beta_{m-j, m}=1, \quad m=1, \ldots, M,  \tag{4a}\\
\gamma_{m-1, m-1} \neq 0, \quad \tag{4b}
\end{gather*} \sum_{i=1}^{\min \{\ell, m\}} \gamma_{m-i, m-1}=1, \quad m=1, \ldots, M . \quad .
$$

Here $k, \ell$, and $M$ are positive integers, except that we allow them to be $\infty$. For example, an $(\infty, \infty)$-step method is one where in both sums of (3) the upper index

[^2]bound is $m$, which means that in both sums all previously computed iterates $\mathbf{x}_{m-i}$ back to $\mathbf{x}_{0}$ may appear. Similarly, an $(\infty, 1)$-step method is one where in the first sum only the term with $\mathbf{x}_{m-1}$ exists, while in the second sum all previously computed iterates may appear. The conditions (4a) and (4b) guarantee that any fixed point of the equation is also a fixed point of the iteration.

If $k$ and $\ell$ are finite, the number of steps $M$ will normally exceed them, so we will assume that $M \geq \max \{k, \ell\}$. Formally, every $(k, \ell)$-step method that converges in at most $M$ steps can be appended by simple steps $\mathbf{x}_{m}:=\Phi\left(\mathbf{x}_{m-1}\right)$ for $m>M$ if $M \neq \infty$ in the original definition. So, we may assume that $M=\infty$ when convenient, although the iteration may converge in a finite number of steps.

Every $(k, \ell)$-step method requires just one evaluation of the function $\Phi$ in each step. On the other hand, the amount of memory required depends essentially only on $\max \{k, \ell\}$. So, the challenge is to find fast converging methods where $\max \{k, \ell\}$ is small, that is, methods with short recurrences. Once we will have translated recurrence (3) into a form suitable for $\mathbf{A x}=\mathbf{b}$, we will see that nearly all well-known Krylov subspace methods for linear systems have $\ell=$ 1 , while $k$ is either 1,2 , or $\infty$. In particular, CG and BICG are $(2,1)-$ step methods.

## 3 "Shorthand notation" and the equivalence theorem

The coefficients $\beta_{m-j, m}$ and $\gamma_{m-i, m-1}$ that appear in (3), supplemented by $\beta_{0,0}:=1$, can be gathered into banded upper triangular square matrices (filled up with zeros) of the order $M+1$ :

$$
\mathbf{B}:=\left(\beta_{j, m}\right)_{j, m=0}^{M}, \quad \mathbf{C}:=\left(\gamma_{i, m}\right)_{i, m=0}^{M} .
$$

Actually, to $\mathbf{C}$ we added an extra column that does not yet appear in (3), but will be needed in the sequel.

Note that $\beta_{m-j, m}=0$ for $j>k$ and $\gamma_{m-i, m}=0$ for $i \geq \ell$, so $\mathbf{B}$ has upper bandwidth $k$ while $\mathbf{C}$ has upper bandwidth $\ell-1$ (total bandwidth $k+1$ and $\ell$, respectively). From now on we need no longer express the finiteness of $k$ or $\ell$ explicitly in all formulas. Due to $\beta_{m, m} \neq 0$ and $\gamma_{m, m} \neq 0$ both matrices are nonsingular, and due to their triangularity, any leading principal submatrix of their inverses can be computed from the leading principal submatrix of the same size of $\mathbf{B}$ and $\mathbf{C}$, respectively, even if $M=\infty$. Finally, according to (4a) and (4b), $\mathbf{B}$ and $\mathbf{C}$ have column sums 1 , a property one can express by $\mathbf{e}^{\top} \mathbf{B}=\mathbf{e}^{\top}, \mathbf{e}^{\top} \mathbf{C}=\mathbf{e}^{\top}$, where $\mathbf{e}:=[1 \ldots 1]^{\top}$. In [15] we called finite or infinite nonsingular upper triangular matrices with this property sequence transformation (ST) matrices. It is easy to verify that those of fixed order form a group under multiplication.

As in [15] we further introduce the auxiliary iterates

$$
\begin{equation*}
\mathbf{y}_{0}:=\mathbf{x}_{0}, \quad \mathbf{y}_{m}:=\sum_{i=0}^{m} \mathbf{x}_{i} \gamma_{i, m}, \quad m=1, \ldots, M \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{z}_{0}:=\mathbf{x}_{0}, \quad \mathbf{z}_{m}:=\Phi \mathbf{y}_{m-1}, \quad m=1, \ldots, M \tag{6}
\end{equation*}
$$

and the "formal matrices"

$$
\begin{aligned}
& \mathbf{X}:=\left[\begin{array}{llll}
\mathbf{x}_{0} & \mathbf{x}_{1} & \ldots & \mathbf{x}_{M}
\end{array}\right] \\
& \mathbf{Y}:=\left[\begin{array}{llll}
\mathbf{y}_{0} & \mathbf{y}_{1} & \ldots & \mathbf{y}_{M}
\end{array}\right], \\
& \mathbf{Z}:=\left[\begin{array}{llll}
\mathbf{z}_{0} & \mathbf{z}_{1} & \ldots & \mathbf{z}_{M}
\end{array}\right], \\
& \boldsymbol{\Phi}(\mathbf{Y}):=\left[\begin{array}{llll}
\mathbf{y}_{0} & \Phi & \mathbf{y}_{0} & \Phi \\
\mathbf{y}_{1} & \ldots & \Phi \mathbf{y}_{M}
\end{array}\right],
\end{aligned}
$$

where on the last line we have at left a boldface upper case phi, which does not just mean a componentwise application of $\Phi$, but also incorporates a shift in the index. ${ }^{3}$ In the general setting, the columns of these "formal matrices" are elements of $\mathcal{B}$, but when $\mathcal{B}=\mathbb{C}^{N}$ the "formal matrices" become ordinary complex $N \times(M+1)$ matrices. Moreover, in the affine case where $\Phi \mathbf{y}=\mathbf{F} \mathbf{y}+\mathbf{b}$, we have

$$
\begin{equation*}
\Phi(\mathbf{Y})=\mathbf{F Y S}+\mathbf{E}_{\mathbf{b}} \tag{7}
\end{equation*}
$$

where $\mathbf{E}_{\mathbf{b}}:=\left[\begin{array}{lllll}\mathbf{y}_{0} & \mathbf{b} & \mathbf{b} & \ldots & \mathbf{b}\end{array}\right]$, and where

$$
\mathbf{S}:=\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & & 0 & 0 \\
\vdots & & & \ddots & & \vdots \\
0 & 0 & 0 & & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right]
$$

denotes a right-shift matrix of appropriate size; here of size $(M+1) \times(M+1)$. Finally, we denote by $\mathbf{D}$ the diagonal of $\mathbf{B}$ and by

$$
\mathbf{G}:=\mathbf{B}-\mathbf{D}
$$

the strictly upper triangular part of $\mathbf{B}$.
With all this notation we quickly see that recursion (3), which defines a $(k, \ell)$-step method, implies the three identities

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \mathbf{C}, \quad \mathbf{Z}=\boldsymbol{\Phi}(\mathbf{Y}), \quad \mathbf{X B}=\mathbf{Z} \tag{8}
\end{equation*}
$$

the last of which can be written as

$$
\begin{equation*}
\mathbf{X D}=\mathbf{Z}-\mathbf{X G} \tag{9}
\end{equation*}
$$

Eliminating $\mathbf{Y}$ and $\mathbf{Z}$ from these three identities yields a "shorthand form" of the recursion (3) for $\mathbf{x}_{m}$,

$$
\begin{equation*}
\mathbf{X}=[\boldsymbol{\Phi}(\mathbf{X C})-\mathbf{X G}] \mathbf{D}^{-1} \tag{10}
\end{equation*}
$$

Likewise, eliminating $\mathbf{X}$ and $\mathbf{Y}$ yields the "shorthand form" of a recursion for $\mathbf{z}_{m}$,

$$
\begin{equation*}
\mathbf{Z}=\boldsymbol{\Phi}(\mathbf{Z} \widehat{\mathbf{C}}), \quad \text { where } \quad \widehat{\mathbf{C}}:=\mathbf{B}^{-1} \mathbf{C} \tag{11}
\end{equation*}
$$

[^3]while eliminating $\mathbf{X}$ and $\mathbf{Z}$ leads first to $\mathbf{Y C}^{-1} \mathbf{B}=\Phi(\mathbf{Y})$. Then splitting up $\widehat{\mathbf{B}}:=$ $\mathbf{C}^{-1} \mathbf{B}$ into its diagonal part $\widehat{\mathbf{D}}$ and its strictly upper triangular part $\widehat{\mathbf{G}}$, we obtain the "shorthand form" of a recursion for $\mathbf{y}_{m}$,
\[

$$
\begin{equation*}
\mathbf{Y}=[\boldsymbol{\Phi}(\mathbf{Y})-\mathbf{Y} \widehat{\mathbf{G}}] \widehat{\mathbf{D}}^{-1}, \quad \text { where } \quad \widehat{\mathbf{D}}+\widehat{\mathbf{G}}:=\widehat{\mathbf{B}}:=\mathbf{C}^{-1} \mathbf{B} \tag{12}
\end{equation*}
$$

\]

Note that due to the group property $\widehat{\mathbf{B}}$ and $\widehat{\mathbf{C}}$ are also ST-matrices.
Clearly, (11) and (12) can be viewed as special cases of (10), namely with $\mathbf{B}=\mathbf{D}$ (i.e., $\mathbf{G}=\mathbf{O}$ ) or, essentially, $\mathbf{B}=\mathbf{I}$ (i.e., $\mathbf{C}=\widehat{\mathbf{C}}, \mathbf{D}=\mathbf{I}, \mathbf{G}=\mathbf{O}$ ) in case of (11) and with $\mathbf{C}=\mathbf{I}$ (i.e., $\mathbf{B}=\widehat{\mathbf{B}}, \mathbf{D}=\widehat{\mathbf{D}}, \mathbf{G}=\widehat{\mathbf{G}}$ ) in case of (12).

Expressing the recurrences for $\mathbf{z}_{m}$ and $\mathbf{y}_{m}$ in the usual way, we obtain

$$
\begin{equation*}
\mathbf{z}_{m}:=\Phi\left(\sum_{i=0}^{m-1} \mathbf{z}_{i} \widehat{\gamma}_{i, m-1}\right), \quad m=1,2, \ldots, M \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{y}_{m}:=\left[\Phi\left(\mathbf{y}_{m-1}\right)-\sum_{j=0}^{m-1} \mathbf{y}_{j} \widehat{\beta}_{j, m}\right] \frac{1}{\widehat{\beta}_{m, m}}, \quad m=1,2, \ldots, M \tag{14}
\end{equation*}
$$

Here, $\widehat{\beta}_{j, m}$ and $\widehat{\gamma}_{j, m}$ are the elements of $\widehat{\mathbf{B}}$ and $\widehat{\mathbf{C}}$, respectively.
Definition [15]. Two $(\infty, \infty)$-step methods are called equivalent if, for any suitable mapping $\Phi$ and any suitable starting point $\mathbf{x}_{0}$, the sequence

$$
\mathbf{y}_{m}:=\sum_{i=0}^{m} \mathbf{x}_{i} \gamma_{i, m}, \quad m=0,1, \ldots, M
$$

that $\Phi$ is applied to is identical for both methods if both are started with the same $\mathbf{x}_{0}$.

Of course, the sequences $\mathbf{z}_{m}=\Phi\left(\mathbf{y}_{m}\right)$ produced by two equivalent methods will also be identical, but as pointed out in [15], this need not be true for the sequences $\mathbf{x}_{m}$ that they produce. Surprisingly, even if the iterations converge, $\mathbf{x}_{m}$ may converge to another limit than $\mathbf{y}_{m}$ and $\mathbf{z}_{m}$. For example, if $\mathbf{B}=\mathbf{C}$, then $\mathbf{y}_{m}=\mathbf{z}_{m}$, and $\mathbf{y}_{m}$ is obtained by Picard iteration $\mathbf{y}_{m}=\Phi\left(\mathbf{y}_{m-1}\right)$; but if we choose $\mathbf{B}=\mathbf{C}$ with diagonal elements $1 / m$, first row elements $(m-1) / m$, and zeros elsewhere, then $\mathbf{x}_{m} \rightarrow \mathbf{x}_{0}$ independent of the convergence or divergence of the Picard iteration.

One of the main results of [15] was the following Equivalence Theorem, which results now easily from the foregoing:

Theorem 1 To every ( $\infty, \infty$ )-step method as defined by (3) (or, in short, by (10)), where $\mathbf{B}=\left(\beta_{j, m}\right)_{j=0}^{M}$ and $\mathbf{C}=\left(\gamma_{i, m}\right)_{i=0}^{M}$ are ST-matrices, there exists an equivalent $(1, \infty)$-step method of the form (13), which can be expressed by (11), where $\widehat{\mathbf{C}}=$ $\mathbf{B}^{-1} \mathbf{C}$ is again an ST-matrix, and there also exists an equivalent $(\infty, 1)-$ step method of the form (14), which can be expressed by (12), where $\widehat{\mathbf{B}}=\widehat{\mathbf{D}}+\widehat{\mathbf{G}}=\mathbf{C}^{-1} \mathbf{B}$ is also an ST-matrix.

Conversely, if $\widehat{\mathbf{C}}$ is an ST-matrix defining an $(1, \infty)$-step method, and if

$$
\widehat{\mathbf{C}}=\mathbf{B}^{-1} \mathbf{C}
$$

is any factorization of $\widehat{\mathbf{C}}$ into the inverse of an ST-matrix $\mathbf{B}$ times an ST-matrix $\mathbf{C}$, then $\mathbf{B}$ and $\mathbf{C}$ define an equivalent $(\infty, \infty)$-step method (3). Likewise, if $\widehat{\mathbf{B}}$ is an ST-matrix defining an ( $\infty, 1$ )-step method, and if

$$
\widehat{\mathbf{B}}=\mathbf{C}^{-1} \mathbf{B}
$$

is any factorization of $\widehat{\mathbf{B}}$ into the inverse of an ST-matrix $\mathbf{C}$ times an ST-matrix $\mathbf{B}$, then $\mathbf{B}$ and $\mathbf{C}$ define again an equivalent $(\infty, \infty)$-step method (3).

In particular, to every $(1, \infty)$-step method there belongs an equivalent $(\infty, 1)-$ step method, the two being related by $\widehat{\mathbf{B}}=\widehat{\mathbf{C}}^{-1}$.

Two $(\infty, \infty)$-step methods given by $\mathbf{B}, \mathbf{C}$ and $\widetilde{\mathbf{B}}, \widetilde{\mathbf{C}}$, respectively, are equivalent if and only if $\mathbf{C}^{-1} \mathbf{B}=\widetilde{\mathbf{C}}^{-1} \widetilde{\mathbf{B}}$, i.e., if and only if $\widetilde{\mathbf{C}} \mathbf{C}^{-1}=\widetilde{\mathbf{B}} \mathbf{B}^{-1}$.

## 4 Reformulation for linear systems of equations: OrthoRes-type recurrences

Let us now turn from the fixed point equation paradigm to the paradigm for $\Psi \mathbf{x}=\mathbf{0}$, which is still a possibly nonlinear equation in a Banach space. Since $\Phi=\mathbf{I}-\Psi$, it is easy to rephrase all we have done so far in terms of $\Psi$. In particular, the basic recursion (3) of a ( $k, \ell$ )-step method turns into

$$
\begin{array}{r}
\mathbf{x}_{m}:=\left[\Psi\left(\sum_{i=1}^{\min \{\ell, m\}} \mathbf{x}_{m-i} \gamma_{m-i, m-1}\right)-\sum_{j=1}^{\min \left\{k^{\circ}, m\right\}} \mathbf{x}_{m-j} \beta_{m-j, m}^{\circ}\right] \frac{1}{\beta^{\circ}{ }_{m, m}}, \\
m=1,2, \ldots, M(\leq \infty), \tag{15}
\end{array}
$$

or

$$
\begin{equation*}
\mathbf{x}_{m}:=\left[\Psi\left(\mathbf{y}_{m-1}\right)-\sum_{j=1}^{\min \left\{k^{\circ}, m\right\}} \mathbf{x}_{m-j} \beta_{m-j, m}^{\circ}\right] \frac{1}{\beta_{m, m}^{\circ}}, \quad m=1,2, \ldots, M \tag{16}
\end{equation*}
$$

where, in general, $k^{\circ}:=\max \{k, \ell\}$ and

$$
\begin{equation*}
\beta_{j, m}^{\circ}:=\gamma_{j, m-1}-\beta_{j, m} \quad(0 \leq j<m), \quad \beta_{m, m}^{\circ}:=-\beta_{m, m} \quad(m>0) . \tag{17}
\end{equation*}
$$

Due to cancellation in $\gamma_{j, m-1}-\beta_{j, m}$ it can happen that $k^{\circ}<\max \{k, \ell\}$.
In matrix notation, $\mathbf{B}:=\left(\beta_{j, m}\right)_{j, m=0}^{M}$ is replaced by $\mathbf{B}^{\circ}:=\left(\beta_{j, m}^{\circ}\right)_{j, m=0}^{M}$, which is related by ${ }^{4}$

$$
\begin{equation*}
\mathbf{B}^{\circ}=\mathbf{C S}-\mathbf{B}+\mathbf{e}_{0} \mathbf{e}_{0}^{\top}, \tag{18}
\end{equation*}
$$

where $\mathbf{e}_{0}$ denotes the first column of the unit matrix of order $M+1 . \mathbf{B}^{\circ}$ is a nonsingular upper triangular matrix with column sums 0 (indicated by ${ }^{\circ}$ ), which has upper bandwidth $k^{\circ}$ if this number is finite. So, in particular, $\mathbf{e}^{\top} \mathbf{B}^{\circ}=\mathbf{o}^{\top}$. Hence, for

[^4]a $(k, \ell)$-step method (3) this reformulation has the effect that it becomes a $\left(k^{\circ}, \ell\right)$ step method of type (15), where $k^{\circ} \leq \max \{k, \ell\}$. Conversely a ( $k^{\circ}, \ell$ )-step method of type (15) can be turned into a ( $k, \ell$ )-step method (3) with $k \leq \max \left\{k^{\circ}, \ell\right\}$. However, generically, equality holds in both inequalities, and therefore, the memory requirements are the same in both paradigms.

The vector

$$
\begin{equation*}
\mathbf{r}_{m}:=-\Psi \mathbf{x}_{m} \tag{19}
\end{equation*}
$$

is called the $m$ th residual (associated with the iterate $\mathbf{x}_{m}$ ). So, in the recurrence (15)(16) we actually compute a residual associated with the auxiliary iterate $\mathbf{y}_{m-1}$.

But when we now turn to the affine case, where

$$
\begin{equation*}
\mathbf{r}_{m}=-\Psi \mathbf{x}_{m}=\Phi \mathbf{x}_{m}-\mathbf{x}_{m}=\mathbf{F} \mathbf{x}_{m}-\mathbf{x}_{m}+\mathbf{b}=\mathbf{b}-\mathbf{A} \mathbf{x}_{m} \tag{20}
\end{equation*}
$$

the $\Psi$-value in (15) can be written as a weighted sum of residuals:

$$
\begin{array}{r}
\mathbf{x}_{m}:=-\left[\sum_{i=1}^{\min \{\ell, m\}} \mathbf{r}_{m-i} \gamma_{m-i, m-1}+\sum_{j=1}^{\min \left\{k^{\circ}, m\right\}} \mathbf{x}_{m-j} \beta_{m-j, m}^{\circ}\right] \frac{1}{\beta_{m, m}^{\circ}}, \\
m=1,2, \ldots, M . \tag{21}
\end{array}
$$

As usual, due to $\sum_{j=0}^{m-1} \mathbf{b} \beta_{j, m}^{\circ}=\mathbf{b} \sum_{j=0}^{m-1} \beta_{j, m}^{\circ}=\mathbf{o}$, it is easy to verify that there is an associated recurrence for the residuals,

$$
\begin{array}{r}
\mathbf{r}_{m}:=\left[\sum_{i=1}^{\min \{\ell, m\}} \mathbf{A} \mathbf{r}_{m-i} \gamma_{m-i, m-1}-\sum_{j=1}^{\min \left\{k^{\circ}, m\right\}} \mathbf{r}_{m-j} \beta_{m-j, m}^{\circ}\right] \frac{1}{\beta_{m, m}^{\circ}}, \\
m=1,2, \ldots, M . \tag{22}
\end{array}
$$

In the next step we introduce a "formal matrix" for the residuals,

$$
\mathbf{R}_{M+1}:=\left[\begin{array}{llll}
\mathbf{r}_{0} & \mathbf{r}_{1} & \ldots & \mathbf{r}_{M}
\end{array}\right],
$$

so that we can write the recurrence (22) for $\mathbf{r}_{m}$ in "shorthand notation". We have to take into account that in the first sum the column index of $\mathbf{C}=\left(\gamma_{i, m}\right)_{i, m=0}^{M}$ is shifted by one, a fact that was in (10) concealed by the somewhat unusual way of defining $\boldsymbol{\Phi}(\mathbf{Y})$, while here it requires an extra factor $\mathbf{S}$ :

$$
\begin{equation*}
\mathbf{A R}_{M+1} \mathbf{C S}=\mathbf{R}_{M+1} \mathbf{B}^{\circ} \tag{23}
\end{equation*}
$$

This looks similar to a Hessenberg relation $\mathbf{A} \mathbf{R}_{M}=\mathbf{R}_{M+1} \underline{\mathbf{H}}_{M}$ with an extended Hessenberg matrix $\underline{\mathbf{H}}_{M}$, but we still need some adjustments. We note that

$$
\mathbf{C S}=\left[\begin{array}{c|c}
\mathbf{o} & \mathbf{C}_{M} \\
\hline 0 & \mathbf{o}^{\top}
\end{array}\right],
$$

where $\mathbf{C}_{M}$ is the $M \times M$ leading principal submatrix of the $(M+1) \times(M+1)$ upper triangular matrix $\mathbf{C}$. Hence, $\mathbf{C}_{M}$ is also an ST-matrix, which is in accordance with the fact that in (18) $\mathbf{B}^{\circ}$ has column sums 0 . On the right-hand side of (23) the first
column of $\mathbf{B}^{\circ}$ is also zero (due to the rank-one modification in (18)), so that we can delete the first column on both sides. Writing

$$
\begin{equation*}
\mathbf{B}^{\circ}=\left[\mathbf{0} \mid \underline{\mathbf{H}}_{M}^{\circ}\right] \tag{24}
\end{equation*}
$$

with an irreducible, $(M+1) \times M$ extended Hessenberg matrix $\underline{\mathbf{H}}_{M}^{\circ}$, we get for the residual recurrence the alternative "shorthand notation"

$$
\begin{equation*}
\mathbf{A} \mathbf{R}_{M} \mathbf{C}_{M}=\mathbf{R}_{M+1} \underline{\mathbf{H}}_{M}^{\circ}, \tag{25}
\end{equation*}
$$

which finally can be transformed into

$$
\begin{equation*}
\mathbf{A} \mathbf{R}_{M}=\mathbf{R}_{M+1} \underline{\mathbf{H}}_{M}^{\boldsymbol{\nabla}}, \quad \text { where } \quad \underline{\mathbf{H}}_{M}^{\boldsymbol{\nabla}}:=\underline{\mathbf{H}}_{M}^{\circ} \mathbf{C}_{M}^{-1} \tag{26}
\end{equation*}
$$

and where ${ }^{\boldsymbol{V}}$ is supposed to indicate that $\underline{\mathbf{H}}_{M}^{\boldsymbol{V}}$ is typically no longer banded when $k$ and $\ell$ are finite. This is now a Hessenberg relation. But we need to stress that in contrast to (25) it is no longer the direct "shorthand notation" of our original residual recurrence, but a consequence of it. In fact, it describes the residual recurrence of an equivalent $(\infty, 1)$-step method, which may be, but is unlikely to be a $(k, 1)$-step method for some finite $k$. Neither $\underline{\mathbf{H}}_{M}^{\boldsymbol{\nabla}}$ nor the inverse $\mathbf{C}_{M}^{-1}$ is used in or needed for the original recurrence (15). The generalized Hessenberg relation (25) with the extended Hessenberg pencil $\left(\underline{\mathbf{H}}_{M}^{\circ}, \mathbf{C}_{M}\right)$ is what represents the original residual recurrence, and it is this relation that we have been looking for. It may describe short recurrences when those of (26) are long. This is the main point of $(k, \ell)$-step methods. In fact, $\mathbf{C}_{M}$ has upper bandwidth $\ell-1$ like $\mathbf{C}$, and $\underline{\mathbf{H}}_{M}^{\circ}$ has upper bandwidth $k-1$ since the diagonal of $\mathbf{B}_{M}$ has turned into the lower bidiagonal of $\underline{\mathbf{H}}_{M}^{\circ}$.

Note that $\mathbf{e}^{\top} \mathbf{B}^{\circ}=\mathbf{o}^{\top}$ implies that $\mathbf{e}^{\top} \underline{\mathbf{H}}_{M}^{\circ}=\mathbf{o}^{\top}$ and $\mathbf{e}^{\top} \underline{\mathbf{H}}_{M}^{\boldsymbol{\top}}=\mathbf{e}^{\top} \underline{\mathbf{H}}_{M}^{\circ} \mathbf{C}_{M}^{-1}=\mathbf{o}^{\top}$. Hessenberg matrices with this property are said to be of Orthores-type, since they define a residual recurrence that is typical for an "idealized generalized conjugate gradient acceleration procedure" of type Orthores, as defined in [42].

Conversely: given an irreducible extended Hessenberg matrix $\underline{\mathbf{H}}_{M}^{\boldsymbol{}}$ with column sums 0 , any $M \times M$ ST-matrix $\mathbf{C}_{M}$ yields by setting $\underline{\mathbf{H}}_{M}^{\circ}:=\underline{\mathbf{H}}_{M}^{\boldsymbol{}} \mathbf{C}_{M}$ an $(\infty, \infty)$-step method, which may or may not be a $(k, \ell)$-step method for some finite $k$ and $\ell$.

Due to the zero column sum property the "shorthand notation" for the recurrences (21) for the iterates $\mathbf{x}_{n}$ are immediately obtained from the ones for the residuals by inserting the identity $\mathbf{R}_{M+1}=\mathbf{b e}^{\top}-\mathbf{A} \mathbf{X}_{M+1}$ into (25), subtracting $\mathbf{b e}^{\top} \underline{\mathbf{H}}_{M}^{\circ}=\mathbf{o}^{\top}$, and multiplying from the left by $-\mathbf{A}^{-1}$ to obtain

$$
\begin{equation*}
\mathbf{X}_{M+1} \underline{\mathbf{H}}_{M}^{\circ}=-\mathbf{R}_{M} \mathbf{C}_{M} . \tag{27}
\end{equation*}
$$

Further note that the two extreme cases in the fixed point paradigm, namely the $(\infty, 1)$-step methods with $\mathbf{B}=\widehat{\mathbf{B}}$ and $\mathbf{C}=\mathbf{I}$ and the $(1, \infty)$-step methods with $\mathbf{B}=\mathbf{I}$ and $\mathbf{C}=\widehat{\mathbf{C}}$ now translate into methods with

$$
\mathbf{B}^{\circ}=\mathbf{S}-\widehat{\mathbf{B}}+\mathbf{e}_{0} \mathbf{e}_{0}^{\top}, \quad \mathbf{C}_{M}=\mathbf{I}
$$

and

$$
\mathbf{B}^{\circ}=\widehat{\mathbf{C}} \mathbf{S}-\mathbf{I}+\mathbf{e}_{0} \mathbf{e}_{0}^{\top}, \quad \mathbf{C}_{M}=\widehat{\mathbf{C}}_{M}
$$

respectively. In view of (24), these formulas also yield the corresponding extended Hessenberg pencils $\left(\underline{\mathbf{H}}_{M}^{\circ}, \mathbf{C}_{M}\right)$.

In [15], a class of stationary $(k, \ell)$-step methods that can be brought into the form of (25) and (27) is constructed in a way where the recurrence coefficient, i.e., the coefficients of the extended pencil $\left(\underline{\mathbf{H}}_{M}^{\circ}, \mathbf{C}_{M}\right)$, are drawn from a rational approximation of a conformal mapping of a simply-connected domain in the complex plain that is known to contain no eigenvalues of $\mathbf{A}$. This construction was following the spirit of its time; see [10, Sections 95-97] and, e.g., [6, 30-33, 35]. For most users who need to solve a large linear system such a process is too complicated, however. Parsons [35] introduced stationary ( $k, k$ )-step methods for linear systems of equations. Other subclasses of linear parameter-dependent $(k, \ell)$-step methods were discussed in [16].

Of much more interest are methods where $\left(\mathbf{H}_{M}^{\circ}, \mathbf{C}_{M}\right)$ is partly or fully determined by a suitable Galerkin or Petrov-Galerkin condition. An example is the promising $\operatorname{IDR}(s)$ method [38], which can be seen to be a $(s+1, s+1)$-step method [19]. There the elements of $\left(\underline{\mathbf{H}}_{M}^{\circ}, \mathbf{C}_{M}\right)$ are partly determined by a Petrov-Galerkin condition and partly by smoothing factors that come from a local residual minimization condition. In this case, the representation (25) justifies the approximation of some of the eigenvalues of $\mathbf{A}$ by the spectrum of the pencil $\left(\mathbf{H}_{M}^{\circ}, \mathbf{C}_{M}\right)$, where $\mathbf{H}_{M}^{\circ}$ denotes the upper part of $\underline{\mathbf{H}}_{M}^{\circ}$. In $\operatorname{IDR}(s)$ it is possible to separate those eigenvalues of the pencil that are determined by the Petrov-Galerkin condition from those imposed by the smoothing factors. To achieve this, the pencil has to be "purified", "eliminated", and "deflated"; see [23]. The former set contains the relevant eigenvalues that approximate eigenvalues of $\mathbf{A}$.

It has been shown by Sonneveld and van Gijzen [38], see also [19], that when $s=1, \operatorname{IDR}(s)$ is mathematically equivalent to BICGStab [39]. Consequently, BICGSTAB is mathematically equivalent to a (2,2)-step method. However, its standard implementation is not based on the ORTHORES-type recurrences (21)-(22).

We will return in the next section to the idea of determining all coefficients by a Galerkin condition imposed by residual minimization. This topic has been investigated first by Barth and Manteuffel [2-5]. But it will turn out that the class of short recurrence methods they considered is different from ours.

## 5 OrthoMin-type and OrthoDir-type recurrences

An ORTHoRes recurrence involving only the residuals $\mathbf{r}_{n}$ and complemented by an analogous recurrence for the iterates $\mathbf{x}_{n}$ is just one way of implementing the classical conjugate gradient and conjugate residual methods and their generalizations. Alternatives are ORTHOMIN recurrences that involve both residual and direction vectors, and OrthoDir recurrences involving only direction vectors [42]. Orthomin recurrences are the standard for implementing the classical conjugate gradient (CG) method [25] and the classical biconjugate gradient (BICG) method [11, 28] and are known to yield ultimately a more accurate numerical solution; see [14, 22]. There are well-known relations between the "shorthand notation" for the three types of recurrences; see [1, 17].

We now assume that all the leading principal submatrices $\mathbf{H}_{m}^{\circ}$ of the extended Hessenberg matrix $\underline{\mathbf{H}}_{M}^{\circ}$ are nonsingular so that $\underline{\mathbf{H}}_{M}^{\circ}$ has an LU decomposition without pivoting,

$$
\begin{equation*}
\underline{\mathbf{H}}_{M}^{\circ}=\underline{\mathbf{L}}_{M}^{\circ} \mathbf{U}_{M} . \tag{28}
\end{equation*}
$$

Here, $\underline{\mathbf{L}}_{M}^{\circ}$ is lower bidiagonal and has vanishing column sums, that is, it has the form

$$
\underline{\mathbf{L}}_{M}^{\circ}=:\left[\begin{array}{ccccc}
\omega_{0}^{-1} & & & &  \tag{29}\\
-\omega_{0}^{-1} & \omega_{1}^{-1} & & & \\
& -\omega_{1}^{-1} & \omega_{2}^{-1} & & \\
& & \ddots & \ddots & \\
& & & -\omega_{M-2}^{-1} & \omega_{M-1}^{-1} \\
& & & & \\
& & & & \\
& & \\
& & \\
& &
\end{array}\right]
$$

$\mathbf{U}_{M}$ is unit upper triangular and of upper bandwidth $k-1$. Let us denote its elements by $\psi_{k, n}$ :

$$
\mathbf{U}_{M}=\left[\begin{array}{cccccc}
1 & \psi_{0,1} & \cdots & \psi_{0, k-1} & 0 & \cdots  \tag{30}\\
& 1 & \ddots & \vdots & \ddots & \ddots \\
& & \ddots & \psi_{k-2, k-1} & & \psi_{M-k, M-1} \\
& & & 1 & \ddots & \vdots \\
& & & & \ddots & \psi_{M-2, M-1} \\
& & & & & 1
\end{array}\right]
$$

We now define search directions $\mathbf{v}_{n}$ (or, direction vectors) and a corresponding matrix $\mathbf{V}_{M}$ by

$$
\left[\begin{array}{llll}
\mathbf{v}_{0} & \mathbf{v}_{1} & \cdots & \mathbf{v}_{M-1} \tag{31}
\end{array}\right]:=\mathbf{V}_{M}:=\mathbf{R}_{M} \mathbf{C}_{M} \mathbf{U}_{M}^{-1},
$$

so that (25), $\mathbf{A} \mathbf{R}_{M} \mathbf{C}_{M}=\mathbf{R}_{M+1} \underline{\mathbf{H}}_{M}^{\circ}$, becomes equivalent to the coupled identities

$$
\begin{equation*}
\mathbf{V}_{M} \mathbf{U}_{M}=\mathbf{R}_{M} \mathbf{C}_{M}, \quad \mathbf{A} \mathbf{V}_{M}=\mathbf{R}_{M+1} \underline{\mathbf{L}}_{M}^{\circ} \tag{32}
\end{equation*}
$$

The second one implies further that the iterates satisfy

$$
\begin{equation*}
\mathbf{V}_{M}=-\mathbf{X}_{M+1} \underline{\mathbf{L}}_{M}^{\circ}, \tag{33}
\end{equation*}
$$

which explains the terminology "direction vectors" or "search directions", see (34b) below. (32) and (33) are the "shorthand notation" for the OrTHOMIN-type recursions of a linear $(k, \ell)$-step method.

If the assumed factorization (28) of $\underline{\mathbf{H}}_{M}^{\circ}$ does not exist, there is no OrthoMintype realization of the $(k, \ell)$-step method considered. This fact is equivalent to a pivot breakdown of the BICG method, see [18].

Written out in full, these OrthoMin-type recursions are

$$
\begin{align*}
& \mathbf{r}_{m}:=\mathbf{r}_{m-1}-\mathbf{A} \mathbf{v}_{m-1} \omega_{m-1},  \tag{34a}\\
& \mathbf{v}_{m}:=\sum_{i=0}^{\min \{\ell-1, m\}} \mathbf{r}_{m-i} \gamma_{m-i, m}-\sum_{j=1}^{\min \{k-1, m\}} \mathbf{v}_{m-j} \psi_{m-j, m}, \tag{34b}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{x}_{m+1}:=\mathbf{x}_{m}+\mathbf{v}_{m} \omega_{m}, \quad m=1, \ldots, M-1 . \tag{34c}
\end{equation*}
$$

At the start we use $\mathbf{v}_{0}:=\mathbf{r}_{0}$ and $\mathbf{x}_{1}:=\mathbf{x}_{0}+\mathbf{v}_{0} \omega_{0}$.
Finally, let us turn to ORTHODIR-type recursions: eliminating $\mathbf{R}_{M+1}$ from (32) by extending (31) to $\mathbf{V}_{M+1}:=\mathbf{R}_{M+1} \mathbf{C}_{M+1} \mathbf{U}_{M+1}^{-1}$ and defining

$$
\begin{equation*}
\underline{\mathbf{H}}_{M}^{\mathbf{\Delta}}: \equiv \mathbf{U}_{M+1} \mathbf{C}_{M+1}^{-1} \underline{\mathbf{L}}_{M}^{\circ} \tag{35}
\end{equation*}
$$

yields

$$
\begin{equation*}
\mathbf{A} \mathbf{V}_{M}=\mathbf{V}_{M+1} \underline{\mathbf{H}}_{M}^{\mathbf{A}}, \tag{36}
\end{equation*}
$$

which, together with (33), defines the ( $\infty, 1$ )-step ORTHODIR-type recursions of a linear $(k, \ell)$-step method. However, if $\mathbf{C}_{M+1}$ is not diagonal, i.e., if $\ell>1$, the matrix $\underline{\mathbf{H}}_{M}^{\mathbf{\Delta}}$ cannot be expected to be banded, since the inverse of the banded triangular matrix $\mathbf{C}_{M+1}$ is, in general, not banded. Worse, unlike in the Orthores case, in general the factor $\mathbf{C}_{M+1}^{-1}$ in (35) cannot be brought on the other side of (36) since $\mathbf{C}_{M+1}^{-1}$ and $\underline{\mathbf{L}}_{M}^{\circ}$ do not commute. So, in general, there is no short ORTHODIR-type recursion of a $(k, \ell)$-step method.

In contrast, if $\ell=1$ and thus $\mathbf{C}_{M}=\mathbf{I}$, which is the case for most well-known Krylov space methods, $\underline{\mathbf{H}}_{M}^{\mathbf{\Delta}}$ has the same bandwidth as $\underline{\mathbf{H}}_{M}^{\boldsymbol{\nabla}}=\underline{\mathbf{H}}_{M}^{\circ}$, that is, the upper bandwidth $k-1$. In other words, the basic recurrence of the ORTHODIR implementation has the same memory requirement as the basic recurrence of the ORTHORES implementation. The need for knowing $\left\|\mathbf{r}_{m}\right\|$ for judging the convergence is satisfied by an additional 2-term recurrence for the residuals or, alternatively, by computing $\mathbf{r}_{m}$ according to its definition by spending an extra matrix-vector product in each step.

But let us now assume that $\underline{\mathbf{H}}_{M}^{\mathbf{\Delta}}$ can be factored into

$$
\begin{equation*}
\underline{\mathbf{H}}_{M}^{\mathbf{\Delta}}=: \underline{\mathbf{H}}_{M}^{\prime}\left(\mathbf{C}_{M}^{\prime}\right)^{-1}, \tag{37}
\end{equation*}
$$

where $\underline{\mathbf{H}}_{M}^{\prime}$ is an irreducible extended Hessenberg matrix of upper bandwidth $k^{\prime}-1 \geq$ 0 and $\overline{\mathbf{C}}_{M}^{\prime}$ is an upper triangular matrix of upper bandwidth $\ell^{\prime}-1 \geq 0$. Then we obtain ORTHODIR-type ( $k^{\prime}, \ell^{\prime}$ )-step recursions described by

$$
\begin{equation*}
\mathbf{A} \mathbf{V}_{M} \mathbf{C}_{M}^{\prime}=\mathbf{V}_{M+1} \underline{\mathbf{H}}_{M}^{\prime} \tag{38}
\end{equation*}
$$

and (33). Written out in full, with $\mathbf{C}_{M}^{\prime}=\left(\gamma_{k, n}^{\prime}\right)$ and $\underline{\mathbf{H}}_{M}^{\prime}=\left(\eta_{k, n}^{\prime}\right)$, (38) becomes

$$
\begin{align*}
& \mathbf{v}_{m+1}:=\left[\sum_{i=0}^{\min \left\{\ell^{\prime}-1, m\right\}} \mathbf{A} \mathbf{v}_{m-i} \gamma_{m-i, m}^{\prime}-\sum_{j=0}^{\min \left\{k^{\prime}-1, m\right\}} \mathbf{v}_{m-j} \eta_{m-j, m}^{\prime}\right] \frac{1}{\eta_{m+1, m}^{\prime}}, \\
& m=0,1, \ldots, M-1 \text {. } \tag{39}
\end{align*}
$$

If we let $(s, t):=\left(k^{\prime}-1, \ell^{\prime}-1\right)$, then (39) is what Barth and Manteuffel [2, 4] call a single ( $s, t$ )-recursion. Here, $s \geq 0$ and $t \geq 0$. The right-hand side of the recursion involves $s+t+2$ terms which is why Liesen and Strakoš [29] call it an
$(s+2, t)$-term recurrence. The case $t=0$ covers the classical situation of an $(s+2)$ term recurrence $[4,29]$ or $(k+1)$-step method [33], where $\mathbf{A v} \mathbf{v}_{m}$ is the only term that involves the matrix A. In particular, $s=1$ and $t=0$ yields a 3-term recurrence. ${ }^{5}$

Barth and Manteuffel [2-4] pointed out that the pair of coupled recursions introduced by Gragg [12] for generating an orthonormal basis of the Krylov space of a unitary matrix - the so-called unitary Arnoldi process - can be reformulated as a single $(s, t)$-recursion with $(s, t)=(0,1)$; likewise, the recursions of Jagels and Reichel $[26,27]$ for shifted unitary matrices can be reformulated as $(s, t)$-recursion with $(s, t)=(1,1)$. In fact, it seems that these two examples ignited Barth and Manteuffel's research on this topic; see [2, 3]. A generalization of these examples is due to Zha and Zhang [43].

Barth and Manteuffel were interested in discovering new classes of matrices for which there exists a generalized conjugate gradient methods with error minimization (with respect to a suitable inner product $\langle., .\rangle_{\mathbf{B}}$ specified by a Hermitian positive definite matrix $\mathbf{B}$ ) that can be implemented by a single ( $s, t$ )-recursion with $t \geq 1$, that is, $\ell^{\prime} \geq 2$. In the classical case $t=0$ the existence of such optimal methods is the topic of the Faber-Manteuffel Theorem [8] and of a somewhat weaker result of Voevodin [41]. It is well-known that for a Krylov solver to be at every step optimal with respect to the $\mathbf{B}$-norm of the error, $\left\|\mathbf{x}_{n}-\mathbf{x}\right\|_{\mathbf{B}}$, the direction vectors $\mathbf{v}_{n}$ need to be $\mathbf{B}$-orthogonal. ${ }^{6}$ Therefore, the existence of a short recurrence process such as a single ( $s, t$ )-recursion for generating a $\mathbf{B}$-orthogonal basis of the Krylov space leads to an optimal solver. A comprehensive discussion of the Faber-Manteuffel Theorem and related results was presented by Liesen and Strakos [29] and was complimented with simpler proofs in [7]. Corresponding results for $t>0$ are briefly reviewed in [29, Section 5]. However, the above discussions indicates that the existence of such an optimal $(s, t)$-recursion is not equivalent to the existence of an optimal $(k, \ell)$-step recursion of ORTHORES-type or ORTHOMIN-type.

## 6 Conclusions

We have rewritten the $(k, \ell)$-step methods of [15] that were originally formulated for systems of fixed point equations $\mathbf{x}=\Phi \mathbf{x}$ as recursions for solving (possibly nonlinear) systems of equations of the form $\Psi \mathbf{x}=\mathbf{0}$ and, in particular, linear systems of the form $\mathbf{A x}=\mathbf{b}$. In the latter case, $(k, \ell)$-step methods are particular Krylov space solvers, and, according to their original definition, they are of Orthores-type. We have transformed them into OrthoMin-type and OrthoDir-type recursions, but

[^5]discovered that in the latter case short recurrences do not persist in general. Similar short OrthoDir-type recursions have been introduced and investigated by Barth and Manteuffel [2-5], but, in general, these are not mathematically equivalent to ( $k, \ell$ )-step methods.
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[^1]:    ${ }^{1}$ In the present paper the Fréchet differentiability of $\Phi$ is not capitalized upon.

[^2]:    ${ }^{2}$ The author started the project in fall 1985 and had a first, much shorter version of the paper (culminating in the equivalence theorem discussed in Section 3 below) ready in March 1985, at the end of his eight-month visit at the IBM Thomas Watson Research Laboratory in Yorktown Heights, NY, USA; but then the further work got delayed, so [15] was submitted in May 1988 only. A preliminary version of Sections 1-4 of the present publication has been distributed to the participants of the 2nd International Kyoto Forum on Krylov Subspace Methods, March 2010; but it has not been made available to non-participants.

[^3]:    ${ }^{3}$ In Gutknecht [15], where we did not use boldface fonts for the elements of $\mathcal{B}$ and for the coefficient matrices $\mathbf{B}$ and $\mathbf{C}$, these four "formal matrices" were denoted by $\mathbf{x}, \mathbf{y}, \mathbf{z}$, and $\boldsymbol{\Phi}(\mathbf{y})$.

[^4]:    ${ }^{4}$ In Gutknecht [15], $\mathbf{B}^{\circ}$ was not only chosen as the transposed of the matrix introduced here, but also with opposite sign. The reason is that the residuals were defined with the opposite sign, in contrast to the current standard in the literature on Krylov subspace methods. Moreover, the rank-one correction $\mathbf{e}_{0} \mathbf{e}_{0}^{\top}$ that yields here $\beta_{0,0}^{\circ}:=0$ was not incorporated, since this element did not appear in the sequel, while here it will appear later in this section.

[^5]:    ${ }^{5}$ Actually, when discussing the recurrences for the polynomials (such as the residual or direction polynomials) that represent the Krylov space vectors the counting of the terms follows different rules: the analog of $\mathbf{A} \mathbf{v}_{m} \gamma_{m, m}^{\prime}-\mathbf{v}_{m} \eta_{m, m}^{\prime}$ is counted as a single linear term, but, on the other hand, the term $\mathbf{v}_{m+1}$ on the left-hand side is also counted; hence, the recurrences for orthogonal polynomials are considered as 3-term recurrences too.
    ${ }^{6}$ If $\mathbf{B}$ is allowed to be non-Hermitian, so that it only formally defines a $\mathbf{B}$-norm, the direction vectors of a formally optimal method are only $\mathbf{B}$-semi-orthogonal, and the residuals are ( $\mathbf{B A}^{-1}$ )-semi-orthogonal; see [9, 17].

