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Abstract

Recently, the efficient numerical solution of Hamiltonian problems has been tackled by
defining the class of energy-conserving Runge-Kutta methods named Hamiltonian Boundary
Value Methods (HBVMs). Their derivation relies on the expansion of the vector field along the
Legendre orthonormal basis. Interestingly, this approach can be extended to cope with other
orthonormal bases and, in particular, we here consider the case of the Chebyshev polynomial
basis. The corresponding Runge-Kutta methods were previously obtained by Costabile and
Napoli [33]. In this paper, the use of a different framework allows us to carry out a novel
analysis of the methods also when they are used as spectral formulae in time, along with some
generalizations of the methods.

Keywords: Legendre polynomials, Hamiltonian Boundary Value Methods, HBVMs, Cheby-
shev polynomials, Chebyshev collocation methods.
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1 Introduction

The numerical solution of Hamiltonian problems has been the subject of many investigations in the
last decades, due to the fact that Hamiltonian problems are not structurally stable against generic
perturbations, like those induced by a general-purpose numerical method used to approximate their
solutions. The main features of a canonical Hamiltonian system are surely the symplecticness of
the map and the conservation of energy, which cannot be simultaneously maintained by any given
Runge-Kutta or B-series method [32]. Consequently, numerical methods have been devised in order
of either defining a symplectic discrete map, giving rise to the class of symplectic methods (see, e.g.,
the monographs [46, 42, 37, 9], and references therein, the review paper [45], and related approaches
[30]), or being able to conserve the energy, resulting in the class of energy-conserving methods (see,
e.g., [44, 39, 40, 41, 31, 19, 20, 36, 18, 43] and the monographs [15]). In particular, Hamiltonian
Boundary Value Methods (HBVMs) [19, 20, 18, 15, 22] (as well as their generalizations, see, e.g.
[10, 14, 24, 29, 1, 12, 28, 26, 6]) form a special class of Runge-Kutta methods with a (generally)
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rank-deficient coefficient matrix. HBVMs, in turn, can be also viewed as the outcome obtained after
a local projection of the vector field onto a finite-dimensional function space: in particular, the set
of polynomials of a given degree. For this purpose, the Legendre orthonormal polynomial basis has
been considered so far [23] (see also [2]), and their use as spectral methods in time has been also
investigated both theoretically and numerically [28, 17, 13, 5, 7, 8]. Remarkably, as was already
observed in [23], this idea is even more general and can be adapted to other finite-dimensional
function spaces and/or different bases. Following this route, in this paper we consider a class of
Runge-Kutta methods based on the use of the Chebyshev polynomial basis.

It turns out that, with this choice, our approach finally leads us back to the same formulae
introduced by Costabile and Napoli by considering the classical collocation conditions based on
the Chebyshev abscissae [33]. Exploiting the Routh-Hurwitz criterion, in [34] they derived the
A-stability property of the formule up to order 20 while, more recently, they also extended the
methods to cope with k-th order problems [35].

In this context, we are mainly interested in a spectral-time implementation of these formu-
lae, which means that the given approximation accuracy (usually close to the machine epsilon)
is achieved by increasing the order of the formulae rather than reducing the integration stepsize.
An interesting consequence of such a strategy is that, modulo the effects of round-off errors, the
numerical solution will mimic the exact solution so that, when applied to a Hamiltonian system the
method will inherit both the simplecticity and the conservation properties.

The advantage of using the Chebyshev basis stems from the fact that all the entries in the
Butcher tableau of the corresponding Runge-Kutta methods can be given in closed form, thus
avoiding the introduction of round-off errors when numerically computing them (as is the case with
the Legendre basis, where the Gauss-Legendre nodes need to be numerically computed). In this
respect, not only does the analysis provided within the new framework help in deriving the explicit
expression of the coefficients of the methods for any arbitrary high order, but it is also very useful
to discuss the convergence rate when they are used as spectral methods in time and to derive an
efficient implementation strategy based on the discrete cosine transform: these latter aspects are
new, at the best of our knowledge. Further, also a generalization of the methods is sketched, similar
to that characterizing HBVMs.

With this premise, the structure of the paper is as follows: in Section 2 we provide a brief
introduction to the framework used to derive HBVMs, relying on the use of the Legendre polynomial
basis; in Section 3 the approach is extended to cope with the Chebyshev polynomial basis; in
Section 4 a thorough analysis of the resulting methods is given, also when they are used as spectral
methods in time; in Section 5 we provide some numerical tests, to assess the theoretical findings;
at last a few conclusions are given in Section 6.

2 Hamiltonian Boundary Value Methods (HBVMs)

In order to introduce HBVMs, let us consider a canonical Hamiltonian problem in the form

ẏ = J∇H(y), y(0) = y0 ∈ R
2m, J =

(
Im

−Im

)

= −J⊤, (1)
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with H : R2m → R the Hamiltonian function (or energy) of the system.1 As is easily understood
H is a constant of motion, since

d

dt
H(y) = ∇H(y)⊤ẏ = ∇H(y)⊤J∇H(y) = 0,

being J skew-symmetric. The simple idea, on which HBVMs rely on, is that of reformulating the
previous conservation property in terms of the line integral of ∇H along the path defined by the
solution y(t):

H(y(t)) = H(y0) +

∫ t

0

∇H(y(τ))⊤ẏ(τ)dτ.

Clearly, the integral at the right-hand side of the previous equality vanishes, because the integrand
is identically zero by virtue of (1), so that the conservation holds true for all t > 0. The solution
of (1) is the unique function satisfying such a conservation property for all t > 0. However, if we
consider a discrete-time dynamics, ruled by a timestep h, there exist infinitely many paths σ such
that:

σ(0) = y0, σ(h) =: y1 ≈ y(h),

0 = h

∫ 1

0

∇H(σ(ch))⊤σ̇(ch)dc. (2)

The path σ obviously defines a one-step numerical method that conserves the energy, since

H(y1) = H(y0) + h

∫ 1

0

∇H(σ(ch))⊤σ̇(ch)dc = H(y0),

even though now the integrand is no more identically zero. The methods derived in this framework
have been named line integral methods, due to the fact that the path σ is defined so that the line
integral in (2) vanishes. Line integral methods have been thoroughly analyzed in the monograph
[15] (see also the review paper [16]). Clearly, in the practical implementation of the methods, the
integral is replaced by a quadrature of enough high-order, thus providing a fully discrete method,
even though we shall not consider, for the moment, this aspect, for which the reader may refer to
the above mentioned references.2

Interestingly enough, after some initial attempts to derive methods in this class [39, 40, 41,
19, 25], a systematic way for their derivation was found in [23], which is based on a local Fourier
expansion of the vector field in (1). In fact, by setting

f(y) = J∇H(y), (3)

and using hereafter, depending on the needs, either one or the other notation, one may rewrite
problem (1), on the interval [0, h], as:

ẏ(ch) =
∑

j≥0

Pj(c)γj(y), c ∈ [0, 1], y(0) = y0, (4)

1In fact, for isolated mechanical systems, H has the physical meaning of the total energy.
2This amounts to study HBVMs as continuous-stage Runge-Kutta methods, as it has been done in [2, 3].
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where {Pj}j≥0 is the Legendre orthonormal polynomial basis on [0, 1],

Pi ∈ Πi,

∫ 1

0

Pi(τ)Pj(τ)dτ = δij , i, j ≥ 0, (5)

Πi, hereafter, denotes the vector space of polynomials of degree at most i, δij is the Kronecker
symbol, and

γj(y) =

∫ 1

0

Pj(τ)f(y(τh))dτ, j ≥ 0, (6)

are the corresponding Fourier coefficients. The solution of the problem is formally obtained, in
terms of the unknown Fourier coefficients, by integrating both sides of Equation (4):

y(ch) = y0 + h
∑

j≥0

∫ c

0

Pj(x)dx γj(y), c ∈ [0, 1]. (7)

A polynomial approximation σ ∈ Πs can be formally obtained by truncating the previous series to
finite sums:

σ̇(ch) =

s−1∑

j=0

Pj(c)γj(σ), c ∈ [0, 1], σ(0) = y0, (8)

and

σ(ch) = y0 + h

s−1∑

j=0

∫ c

0

Pj(x)dx γj(σ), c ∈ [0, 1], (9)

respectively, with γj(σ) defined according to (6), upon replacing y with σ. Whichever the degree
s ≥ 1 of the polynomial approximation, the following result holds true, where the same notation
used above holds.

Theorem 1 H(y1) = H(y0).

Proof In fact, one has:

H(y1)−H(y0) = H(σ(h)) −H(σ(0)) = h

∫ 1

0

∇H(σ(ch))⊤σ̇(ch)dc

= h

∫ 1

0

∇H(σ(ch))⊤
s−1∑

j=0

Pj(c)γj(σ)dc = h

s−1∑

j=0

[∫ 1

0

Pj(c)∇H(σ(ch))dc

]⊤

γj(σ)

= h
s−1∑

j=0

[∫ 1

0

Pj(c)∇H(σ(ch))dc

]⊤

J

[∫ 1

0

Pj(c)∇H(σ(ch))dc

]

= 0,

due to the fact that J is skew-symmetric. �

The next result states that the method has order 2s.

Theorem 2 y1 − y(h) = O(h2s+1).
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Proof See [23, Theorem 1]. �

It must be emphasized that, when the method is used as a spectral method in time, then
the concept of order does not hold anymore. Instead, the following result can be proved, under
regularity assumptions on f in (3).

Theorem 3 Let us assume f(σ(t)) be analytical in a closed ball of radius r∗ centered at 0, then
for all h ∈ (0, h∗], with h∗ < r∗, there exist M =M(h∗) > 0 and ρ > 1, ρ ∼ h−1, such that: 3

‖σ − y‖ := max
c∈[0,1]

|σ(ch)− y(ch)| ≤ hMρ−s. (10)

Proof See [5, Theorem 2]. �

Remark 1 When using HBVMs as spectral methods in time, it is more important considering the
measure of the error (10), rather than the error at h. In fact, the timestep used, in such a case,
may be large, and even huge, so that the whole approximation in the interval (0, h) is needed.

Remark 2 As previously stated, an important issue, when using numerical methods as spectral
methods, stems from the fact that one needs the relevant coefficients be computed for very high-
order formulae. When some of such coefficients are evaluated numerically, as is the case for the
abscissae of the Gauss-Legendre formulae, this may introduce errors that, even though small, may
affect the accuracy of the resulting method. It is then useful to have formulae for which all the
involved coefficients are known in closed form, and this motivates the present paper.

3 Chebyshev-Runge-Kutta methods

An interesting way to interpret the approximation (8) is that of looking for the coefficients γ0, . . . , γs−1,
in the polynomial approximation

σ̇(ch) =

s−1∑

j=0

Pj(c)γj , c ∈ [0, 1], σ(0) = y0 ∈ R
m, (11)

to 4

ẏ(ch) = f(y(ch)), c ∈ [0, 1], y(0) = y0 ∈ R
m, (12)

such that the residual function

r(ch) := σ̇(ch)− f(σ(ch)), c ∈ [0, 1], (13)

be orthogonal to Πs−1. That is,

0 =

∫ 1

0

Pi(c)r(ch)dc =

∫ 1

0

Pi(c) (σ̇(ch)− f(σ(ch))) dc, i = 0, . . . , s− 1. (14)

3Hereafter, | · | will devote any convenient vector norm.
4For sake of simplicity, hereafter we shall assume f be an analytic function.
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By considering the orthogonality relations (5), this amounts to require that

γi =

∫ 1

0

Pi(c)f



y0 + h

s−1∑

j=0

∫ c

0

Pi(x)dxγj



dc, i = 0, . . . , s− 1, (15)

namely (6) with σ replacing y, and the new approximation given by

y1 := σ(h) ≡ y0 + h

s−1∑

j=0

∫ 1

0

Pj(x)dxγj . (16)

Approximating the integrals in (15) by a Gauss-Legendre quadrature of order 2k, with k ≥ s, then
provides a HBVM(k, s) method [15, 16, 20, 23].

A generalization of the orthogonality requirement (15) consists in considering a suitable weight-
ing function

ω(c) ≥ 0, c ∈ [0, 1],

∫ 1

0

ω(c)dc = 1, (17)

and a polynomial basis orthonormal w.r.t. the induced product,

Pi ∈ Πi,

∫ 1

0

ω(τ)Pi(τ)Pj(τ)dτ = δij , i, j ≥ 0, (18)

then requiring

0 =

∫ 1

0

ω(c)Pi(c)r(ch)dc ≡
∫ 1

0

ω(c)Pi(c) (σ̇(ch)− f(σ(ch))) dc, i = 0, . . . , s− 1. (19)

Consequently, now the coefficients of the polynomial approximation (11) turn out to solve the
following set of equations,

γi =

∫ 1

0

ω(c)Pi(c)f



y0 + h

s−1∑

j=0

∫ c

0

Pi(x)dxγj



 dc, i = 0, . . . , s− 1, (20)

in place of (15).5 In so doing, we obtain a polynomial approximation formally still given by (9),
with the Fourier coefficients now defined as

γj ≡ γi(σ) :=

∫ 1

0

ω(c)Pi(c)f(σ(ch))dc, i = 0, . . . , s− 1. (21)

Hereafter, we shall consider the weighting function

ω(c) =
1

π
√

c(1− c)
, c ∈ (0, 1), (22)

which satisfies (17) and provides the shifted and scaled Chebyshev polynomials of the first kind,
i.e.,6

P0(c) = T0(2c− 1) ≡ 1, Pj(c) =
√
2Tj(2c− 1), j ≥ 1, c ∈ [0, 1], (23)

5Clearly, (15) is derived by considering the special case ω(c) ≡ 1.
6As is usual, hereafter, Tj(x), j ≥ 0, denote the Chebyshev polynomials of the first kind.
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satisfying (18).
For later use, we also report the relations between such polynomials and their integrals:

∫ c

0

P0(x)dx =
1

2

[
P1(c)√

2
+ P0(c)

]

,

∫ c

0

P1(x)dx =
1

8

[

P2(c)−
√
2P0(c)

]

, (24)

∫ c

0

Pj(x)dx =
1

4

[

Pj+1(c)

j + 1
− Pj−1(c)

j − 1
− (−1)j2

√
2P0(c)

j2 − 1

]

, j ≥ 2.

In particular, for c = 1 one obtains, by considering that P0(1) = 1 and Pj(1) =
√
2, for all j ≥ 1:

∫ 1

0

Pj(x)dx =







1, j = 0,

0, j odd,
√
2

1−j2 , j even, j ≥ 2.

(25)

3.1 Discretization

As is clear, the integrals involved in (20)-(21) cannot be computed exactly, and need to be approx-
imated by using a numerical method: this latter can be naturally chosen as the Gauss-Chebysvev
interpolatory quadrature formula of order 2s on the interval [0, 1], with nodes

ci =
1 + cos θi

2
, θi =

2i− 1

2s
π, i = 1, . . . , s, (26)

and weights

ωi =
1

s
, i = 1, . . . , s.

We recall that Ps(ci) = 0, i = 1, . . . , s, due to fact that (see (23)), xi = cos θi, i = 1, . . . , s are the
roots of Ts(x). Consequently, the Fourier coefficients (20)-(21) will be approximated as:

γ̂i =
1

s

s∑

j=1

Pi(cj)f

(

y0 + h

s−1∑

ℓ=0

∫ cj

0

Pℓ(x)dx γ̂ℓ

)

dc, i = 0, . . . , s− 1. (27)

In so doing, we obtain a new polynomial approximation,

u(ch) = y0 + h

s−1∑

j=0

∫ c

0

Pj(x)dx γ̂j , c ∈ [0, 1], (28)

in place of σ. Setting Yj the argument of f in Equation (27), and taking into account (28), we
arrive at the s-stage Runge-Kutta method with stages

Yi := u(cih) = y0 + h

s∑

j=1

(

1

s

s−1∑

ℓ=0

∫ ci

0

Pℓ(x)dxPℓ(cj)

)

︸ ︷︷ ︸

=: aij

f(Yj), i = 1, . . . , s, (29)
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with the new approximation given by:

y1 := u(h) = y0 + h
s∑

i=1

(

1

s

s−1∑

ℓ=0

∫ 1

0

Pℓ(x)dxPℓ(ci)

)

︸ ︷︷ ︸

=: bi

f(Yi). (30)

Consequently, the abscissae and weights (ci, bi), i = 1, . . . , s, and the entries aij , i, j = 1, . . . , s,
define an s-stage Runge-Kutta method. An explicit expression of the abscissae has been given in
(26). Let us now derive more refined expressions for the weights and the Butcher matrix. For this
purpose, let us define the following matrices:

Ps =
(

Pj−1(ci)
)

i,j=1,...,s
, Is =

(∫ ci

0

Pj−1(x)dx

)

i,j=1,...,s

, Ω =
1

s
Is, ∈ R

s×s, (31)

with Is the identity matrix, and

Xs =














1
2 −

√
2β2 α3 α4 . . . αs−1 αs√

2β1 0 −β1
β2 0 −β2 O

β3 0 −β3
. . .

. . .
. . .

O βs−2 0 −βs−2

βs−1 0














∈ R
s×s, (32)

with

βj =
1

4j
, j ≥ 1, αj = (−1)j8

√
2βjβj−2, j ≥ 3. (33)

The following results hold true.

Lemma 1 With reference to (26) and the matrices (31) and (32), one has:

(Ps)ij =
[√

2 + δj1(1−
√
2)
]

cos(j − 1)θi, i, j = 1, . . . , s,

Is = PsXs, P⊤
s ΩPs = Is.

Proof The first statement follows from (23) and the well-known fact that

Tj−1(cos θi) = cos(j − 1)θi.

The second statement follows from (24), by considering that Ps(ci) = 0, i = 1, . . . , s. Finally, one
has, by setting, hereafter, ei ∈ R

s the ith unit vector:

e⊤i
(
P⊤
s ΩPs

)
ej =

1

s
(Psei)

⊤(Psej)

=

[√
2 + δi1(1 −

√
2)
] [√

2 + δj1(1−
√
2)
]

s

s∑

k=1

cos(i− 1)θk · cos(j − 1)θk

= δij ,
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due to the fact that, for all i, j = 1, . . . , s,

s∑

k=1

cos(i− 1)θk · cos(j − 1)θk =







0, i 6= j,

s, i = j = 1,
s
2 , i = j ≥ 1. �

Consequently, we can now state the following result.

Theorem 4 The Butcher matrix of the Runge-Kutta method (29)-(30) is given by

A ≡ (aij) := IsP⊤
s Ω ≡ PsXsP⊤

s Ω ≡ PsXsP−1
s . (34)

The corresponding weights are given by:

bi :=
1

s



1− 2

⌈s/2⌉−1
∑

j=1

cos 2i−1
s jπ

4j2 − 1



 , i = 1, . . . , s. (35)

Proof From Lemma 1, the last two equalities in (34) easily follow. The first equality in (34) then
follows from (29), by taking into account (31):

aij = e⊤i Aej = e⊤i IsP⊤
s Ωej =

1

s
(e⊤i Is)(e⊤j Ps)

⊤ =
1

s

s−1∑

ℓ=0

∫ ci

0

Pℓ(x)dxPℓ(cj),

which coincides with the formula given in (29). The formula (35) of the weights follows by consid-
ering that from (30), taking into account (25) and (26), one has:

bi =
1

s

s−1∑

ℓ=0

∫ 1

0

Pℓ(x)dxPℓ(ci) =

(∫ 1

0

P0(c)dc , . . . ,

∫ 1

0

Ps−1(c)dc

)⊤

P⊤
s Ωei

=
1

s

(

1, 0,
−
√
2

23 − 1
, 0,

−
√
2

43 − 1
, 0,

−
√
2

63 − 1
, . . .

)








1√
2 cos θi
...√

2 cos(s− 1)θi








=
1

s



1− 2

⌈s/2⌉−1
∑

j=1

cos 2jθi
4j2 − 1



 =
1

s



1− 2

⌈s/2⌉−1
∑

j=1

cos 2i−1
s jπ

4j2 − 1



 . �

Moreover, concerning the weights of the method, the following result holds true.

Theorem 5 The weights {bi}i=1,...,s defined in (35) are all positive.
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Proof In fact, from (35), having fixed a given value of s ≥ 1, one has:

bi =
1

s



1− 2

⌈s/2⌉−1
∑

j=1

cos 2i−1
s jπ

4j2 − 1



 ≥ 1

s



1−
⌈s/2⌉−1
∑

j=1

2

4j2 − 1





=
1

s



1−
⌈s/2⌉−1
∑

j=1

(
1

2j − 1
− 1

2j + 1

)


 =
1

s

[

1− 1 +
1

2(⌈s/2⌉ − 1) + 1

]

=
1

s

1

2⌈s/2⌉ − 1
≥ 1

s

1

s
=

1

s2
. �

In conclusion, we have derived the family of s-stage Runge-Kutta method whose Butcher tableau,
with reference to (26), (35), and (31)–(33), is given by:

c IsP⊤
s Ω

b⊤
≡

c PsXsP⊤
s Ω

b⊤
≡

c PsXsP−1
s

b⊤
(36)

having set, as is usual,
c = (c1, . . . , cs)

⊤, b = (b1, . . . , bs)
⊤. (37)

In particular, the last form in (36) can be regarded as a kind of W -transformation [38] of the
method.

Remark 3 The Runge-Kutta methods in (36)-(37) coincide with the Chebyshev Collocation Meth-
ods derived by Costabile and Napoli in [33]. For sake of brevity, we shall refer to the s-stage method
as CCM(s).

3.2 Collocation methods

As anticipated above, CCM(s) methods are collocation methods. In fact, from (27), (29), and (36),
by setting

Y =






u(c1h)
...

u(csh)




 ≡ u(ch), γ̂ =






γ̂0
...

γ̂s−1




 ,

the vector of the stages and of the Fourier coefficients, respectively, one derives that:

u̇(ch) = Ps ⊗ Imγ̂, γ̂ = P⊤
s Ω⊗ Imf(u(ch)).

By combining the last two equations, and taking into account that, by virtue of Lemma 1, PsP⊤
s Ω =

Is, one eventually derives that
u̇(ch) = f(ch),

i.e.,
u̇(cih) = f(u(cih)), i = 1, . . . , s.

Further, the collocation polynomial u satisfies u(0) = y0 and u(h) =: y1, as seen above.
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3.3 Interesting implementation details

An interesting property of the Butcher matrix in the tableau (36) derives from the fact that the
multiplications

√
sP⊤

s Ω⊗ ImV ≡ 1√
s
P⊤
s ⊗ ImV, and

1√
s
Ps ⊗ ImZ,

with V, Z ∈ Rsm given vectors, amount to the discrete cosine transform of V , dct(V ), and the
inverse discrete cosine transform of Z, idct(Z), respectively.7 Consequently, a fixed-point it-
eration for computing the stages of the CCM(s) method reads, by setting hereafter the vector

e = (1, 1, . . . , 1)
⊤ ∈ Rs:

Y (r+1) = e⊗ y0 + h idct
(

Xs ⊗ Im dct(f(Y (r)))
)

, r = 0, 1, . . . , (38)

which can be advantageous, for large values of s. In fact, by considering that the matrix Xs in (32)
is sparse, the complexity of one iteration amounts to computing the vector field in the stage values,
plus O(ms log(s)) flops,8 whereas the standard implementation would require 2ms2 flops.

3.4 Generalizations

We observe that a possible generalizations of the collocation methods described above is that of
using, in the discretization procedure of the integrals involved in (20)-(21), a Gauss-Chebysvev
interpolatory quadrature formula of order 2k on the interval [0, 1], with nodes and weights

ci =
1 + cos θi

2
, θi =

2i− 1

2k
π, ωi =

1

k
, i = 1, . . . , k, (39)

for a convenient k ≥ s. In such a case, for k > s, the methods are no more collocation methods.
This is analogous to what happens for HBVM(k, s) methods [15] that, when k = s, reduce to the
s-stage Gauss-Legendre collocation methods but, for k > s, are no more a collocation methods. By
choosing the absissae (39), the matrices (31)-(32) respectively become:

Ps =
(

Pj−1(ci)
)

i = 1, . . . , k
j = 1, . . . , s

, Is =
(∫ ci

0

Pj−1(x)dx

)

i = 1, . . . , k
j = 1, . . . , s

∈ R
k×s, Ω =

1

k
Ik ∈ R

k×k,

(40)
and (see (32))

X̂s =

















1
2 −

√
2β2 α3 α4 . . . αs−1 αs√

2β1 0 −β1
β2 0 −β2 O

β3 0 −β3
. . .

. . .
. . .

O βs−2 0 −βs−2

βs−1 0
βs

















≡
(

Xs

0, . . . , 0, βs

)

∈ R
s+1×s.

7Here, we have used the name of the Matlab© functions implementing the two transformations.
8As is usual, 1 flop denotes a basic floating-point operation.
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This latter matrix is such that, for k > s:

Is = Ps+1X̂s, (41)

where Ps+1 ∈ Rk×s+1 is defined similarly as in (40).9 Finally, the corresponding Butcher tableau
become (compare with (36)-(37)):

c IsP⊤
s Ω

b⊤
≡ c Ps+1X̂sP⊤

s Ω

b⊤
, c = (c1, . . . , ck)

⊤, b = (b1, . . . , bk)
⊤,

with the weights given by

bi :=
1

k



1− 2

⌈s/2⌉−1
∑

j=1

cos 2i−1
k jπ

4j2 − 1



 , i = 1, . . . , k,

in place of (35). Nevertheless, provided that k ≥ s holds, the analysis of such methods is similar to
that of CCM(s) methods (all the results in Section 4 continue formally to hold), so that we shall
not consider them further.

4 Analysis of the methods

In this section we carry out the analysis of the CCM(s) method defined by the Butcher tableau
(36)-(37). In particular, we study:

1. the symmetry of the method;

2. its order of convergence;

3. its linear stability;

4. its accuracy when used as a spectral method in time.

The analysis of items 2 and 3 uses different arguments from those provided in [34, 35], whereas the
analysis related to items 1 and 4 is novel.

4.1 Symmetry

To begin with, let us recall a few symmetry properties of the abscissae (26) and of the polyno-
mials (23), which we state without proof (they derive from well known properties of Chebyshev
polynomials and abscissae):

ci = 1− cs−i+1, i = 1, . . . , s, Pj(1 − c) = (−1)jPj(c), c ∈ [0, 1], i = 0, . . . , s. (42)

9Clearly, when k = s, (41) reduces to Is = PsXs, according to Lemma 1.
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For later use, we also set the vector

Is(1) :=






∫ 1

0
P0(x)dx

...
∫ 1

0 Ps−1(x)dx




 ≡

















1
0

−
√
2

23−1

0
−
√
2

43−1

0
−
√
2

63−1
...

















, (43)

with the last equality following from (25), such that, according to what seen in the proof of Theo-
rem 4:

b⊤ = Is(1)⊤P⊤
s Ω. (44)

We also need to define the following matrices:

P =






1
...

1




 , D =












1
−1

1
−1

. . .

(−1)s−1












∈ R
s×s. (45)

We can now state the following result.

Theorem 6 The method (36)-(37) is symmetric.

Proof Since Pc = c, see (42), it is known that the symmetry of the method (36)-(37) is granted,
provided that [37]:

Pb = b, P
(
IsP⊤

s Ω
)
P = e b⊤ − IsP⊤

s Ω. (46)

Let us start proving the first equality which, in turn, amounts to show that, by virtue of (44):

b⊤ = Is(1)⊤P⊤
s ΩP = b⊤P.

In fact, by taking into account (31), (42), and (45), one at first derives that:

P⊤
s ΩP = DP⊤

s Ω. (47)

Moreover, by considering that DIs(1) = Is(1), since the even entries of Is(1) are zero (see (43)),
one has:

b⊤ = Is(1)⊤P⊤
s Ω = Is(1)⊤DP⊤

s Ω = Is(1)⊤P⊤
s ΩP = b⊤P.

Consequently, the first part of the statement follows. Further, one obtains, by virtue of (47):

P (IsP⊤
s Ω)P = P (IsD2P⊤

s Ω)P = (PIsD)(DP⊤
s ΩP ) = (PIsD)P⊤

s Ω.
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Therefore, from (44) it follows that the second statement in (46) holds true, provided that

PIsD = e Is(1)⊤ − Is ⇐⇒ (PIsD)ij =

∫ 1

ci

Pj−1(ξ)dξ, i, j = 1, . . . , s.

From (31) and (45) one obtains, by virtue of (42):

(PIsD)ij = (−1)j−1

∫ cs−i+1

0

Pj−1(x)dx =

∫ 1−ci

0

(−1)j−1Pj−1(x)dx

=

∫ 1−ci

0

Pj−1(1 − x)dx = −
∫ ci

1

Pj−1(ξ)dξ =

∫ 1

ci

Pj−1(ξ)dξ.

Consequently, the statement is proved. �

4.2 Stability

Because of its symmetry, one concludes that for all s ≥ 1 the absolute region of a CCM(s) method
coincides with C−, the negative-real complex plane, provided that all the eigenvalues of Xs have
positive real part (in fact, Xs is similar to the Butcher matrix, see (36)). We have numerically
verified that Xs has all the eigenvalues with positive real part for all s ≥ 1 (actually, we stopped
at s = 1000). We can then conclude that CCM(s) methods are perfectly (or precisely) A-stable for
all s ≥ 1.

4.3 Order of convergence

Let us now study the order of convergence of a CCM(s) method. For this purpose, we need the
following preliminary results.

Lemma 2 The convergence order of a symmetric method is even.

Proof See [37, Theorem 3.2]. �

Lemma 3 Assume that a function G : [0, h] → V , with V a vector space, admits a Taylor expansion
at 0. Then, with reference to the orthonormal basis (22)-(23), one has:

ψj :=

∫ 1

0

ω(c)Pj(c)G(ch)dc = O(hj), j = 0, 1, . . . .

Proof In fact, one has:

ψj =

∫ 1

0

ω(c)Pj(c)G(ch)dc =

∫ 1

0

ω(c)Pj(c)
∑

ℓ≥0

G(ℓ)(0)

ℓ!
(ch)ℓdc

=
∑

ℓ≥0

G(ℓ)(0)

ℓ!
hℓ
∫ 1

0

ω(c)Pj(c)c
ℓdc =

∑

ℓ≥j

G(ℓ)(0)

ℓ!
hℓ
∫ 1

0

ω(c)Pj(c)c
ℓdc

= O(hj). �
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Lemma 4 With reference to the approximate Fourier coefficients defined in (27), one has:

γ̂j = O(hj), j = 0, . . . , s− 1.

Proof In fact, from the previous Lemma 3 applied to G(ch) = f(u(ch)), we know that (using the
notation (21))

γj(u) =

∫ 1

0

ω(c)Pj(c)f(u(ch))dc = O(hj). (48)

On the other hand, the quadrature error,

∆j(h) := γj(u)− γ̂j = O(h2s−j). (49)

Consequently,
γ̂j = γj(u)−∆j(h) = O(hj), j = 0, . . . , s− 1. �

Finally, we need to recall some well-known perturbation results for ODE-IVPs. For this purpose,
let us denote y(t, ξ, η) the solution of the problem (compare with (12)),

ẏ = f(y), t > ξ, y(ξ) = η ∈ R
m.

Then:
∂

∂t
y(t, ξ, η) = f(y(t, ξ, η)),

∂

∂ξ
y(t, ξ, η) = − Φ(t, ξ, η)f(η),

having set

Φ(t, ξ, η) ≡ ∂

∂η
y(t, ξ, η),

the solution of the variational problem

Φ̇(t, ξ, η) = f ′(y(t, ξ, η))Φ(t, ξ, η), t > ξ, Φ(ξ, ξ, η) = Im.

We can now state the convergence result.

Theorem 7 With reference to the polynomial approximation (28) defined by the CCM(s) method
(36)-(37) to the solution of (12), one has:

‖u− y‖ = O(hs+1), y1 − y(h) = O(hr+1),

with r = s if s is even, or r = s+ 1, otherwise.

Proof By taking into account the above arguments, and using the notation (48)-(49), one has:

u(ch)− y(ch) = y(ch, ch, u(ch))− y(ch, 0, u(0)) =

∫ ch

0

d

dt
y(ch, t, u(t)) dt

=

∫ ch

0

∂

∂ξ
y(ch, ξ, u(t))

∣
∣
∣
∣
ξ=t

+
∂

∂η
y(ch, t, η)

∣
∣
∣
∣
η=u(t)

u̇(t) dt
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= h

∫ c

0

∂

∂ξ
y(ch, ξ, u(τh))

∣
∣
∣
∣
ξ=τh

+
∂

∂η
y(ch, τh, η)

∣
∣
∣
∣
η=u(τh)

u̇(τh) dτ

= −h
∫ c

0

Φ(ch, τh, u(τh))



f(u(τh))−
s−1∑

j=0

Pj(τ)γ̂j



dτ

= −h
∫ c

0

Φ(ch, τh, u(τh))




∑

j≥0

Pj(τ)γj(u)−
s−1∑

j=0

Pj(τ)
(

γj(u)−∆j(h)
)



dτ

= −h
∫ c

0

Φ(ch, τh, u(τh))




∑

j≥s

Pj(τ)γj(u) +
s−1∑

j=0

Pj(τ)∆j(h)



 dτ

= −h
∫ c

0

Φ(ch, τh, u(τh))
[
O(hs) +O(hs+1)

]
dτ = O(hs+1).

Consequently, the first part of the statement holds. The last part of the statement then follows
from Lemma 2, by taking c = 1. �

4.4 Analysis as spectral method

As was pointed out in the introduction, one main reason for introducing CCMs is their use as
spectral methods in time. This strategy allows for using large (sometimes huge) timesteps h. In
this context, the classical notion of order of convergence, based on the fact that h → 0, does not
apply anymore, so that a different analysis is needed. We shall here follow similar steps as those
described in [5] for spectral HBVMs.

To begin with, we recall that, for the modified Chebysehv basis (22)-(23) the following properties
hold true:10

∀j ≥ 0 : ‖Pj‖ ≤
√
2,

∫ 1

0

ω(c)Pj(c)c
ℓdc = 0, ℓ = 0, . . . , j − 1. (50)

Moreover, we recall that, with reference to the notation (21):11

f(y(ch)) =
∑

j≥0

Pj(c)γj(y), c ∈ [0, 1]. (51)

We also state the following preliminary result.

Lemma 5 With reference to (22) and to the polynomials (23), let us define, for a given ρ > 1:

Qj(ξ) =

∫ 1

0

ω(c)
Pj(c)

ξ − c
dc, ξ ∈ Cρ(0),

having set Cρ(0) = {z ∈ C : |z| = ρ}. Then

‖Qj‖ρ := max
ξ∈Cρ(0)

|Qj(ξ)| ≤
√
2

ρ−j

(ρ− 1)
. (52)

10The second property has already been used in the proof of Lemma 3.
11Also this property has already been used, in the proof of Theorem 7.

16



Proof By taking into account (50), for |ξ| = ρ > 1 one has:

Qj(ξ) =

∫ 1

0

ω(c)
Pj(c)

ξ − c
dc = ξ−1

∫ 1

0

ω(c)
Pj(c)

1− ξ−1c
dc

= ξ−1

∫ 1

0

ω(c)Pj(c)
∑

ℓ≥0

ξ−ℓcℓdc = ξ−1
∑

ℓ≥j

ξ−ℓ

∫ 1

0

ω(c)Pj(c)c
ℓdc

= ξ−j−1
∑

ℓ≥0

ξ−ℓ

∫ 1

0

ω(c)Pj(c)c
ℓ+jdc.

Evaluating the norms, one has, again by virtue of (50):

∣
∣
∣
∣

∫ 1

0

ω(c)Pj(c)c
ℓ+jdc

∣
∣
∣
∣

≤ ‖Pj‖
∫ 1

0

ω(c)dc ≤
√
2.

Consequently, one obtains:

|Qj(ξ)| ≤
√
2ρ−j−1

∑

ℓ≥0

ρ−ℓ =
√
2ρ−j−1 1

1− ρ−1
=

√
2
ρ−j

ρ− 1
. �

Further, by setting hereafter, for r > 0,

Br(0) = {z ∈ C : |z| ≤ r},

we have the following straightforward result.

Lemma 6 Let g(z) be analytical in Br∗(0), for a given r∗ > 0. Then, for all h ∈ (0, h∗], with
h∗ < r∗,

gh(ξ) := g(ξh) (53)

is analytical in Bρ(0), with:

ρ = ρ(h) :=
r∗

h
≥ r∗

h∗
=: ρ∗ > 1. (54)

We can now state the following result.

Theorem 8 With reference to (12), let assume that the function

g(z) := f(y(z)) (55)

and the timestep h satisfy the hypotheses of Lemma 6. Then there exists κ = κ(h∗) and ρ > 1,
ρ ∼ h−1, such that

|γj(y)| ≤ κρ−j , j ≥ 0. (56)
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Proof By taking into account (21), (51), and (53)-(54), by virtue of Lemma 5 one has:

γj(y) =

∫ 1

0

ω(c)Pj(c)f(y(ch))dc ≡
∫ 1

0

ω(c)Pj(c)gh(c)dc

=

∫ 1

0

ω(c)Pj(c)

[

1

2πi

∫

Cρ(0)

gh(ξ)

ξ − c
dξ

]

dc =
1

2πi

∫

Cρ(0)

gh(ξ)

[∫ 1

0

ω(c)
Pj(c)

ξ − c
dc

]

dξ

≡ 1

2πi

∫

Cρ(0)

gh(ξ)Qj(ξ)dξ.

Consequently (see (52)),

|γj(y)| ≤ ρ

2π
‖gh‖ρ‖Qj‖ρ.

From Lemma 5 we know that

‖Qj‖ρ ≤
√
2
ρ−j

ρ− 1
.

Further,
‖gh‖ρ = max

|z|=ρ
|gh(z)| ≤ max

|z|≤ρ∗

|gh(z)| ≡ max
|z|≤r∗

|g(z)| =: ‖g‖.

Consequently, one eventually derives:

|γj(y)| ≤ ρ
√
2‖g‖

2π(ρ− 1)
ρ−j ≤

=:κ
︷ ︸︸ ︷

ρ∗
√
2‖g‖

2π(ρ∗ − 1)
ρ−j ,

from which the statement follows by taking into account that (see (54)), ρ∗ = r∗/h∗. �

Finally, we have the following result.

Theorem 9 Let us consider the polynomial approximation (9) and (22)-(23), with the Fourier
coefficients given by (21). Then, Theorem 3 continues formally to hold.

Proof Following similar steps as in the proof of Theorem 7, one has:

σ(ch)− y(ch) = y(ch, ch, σ(ch))− y(ch, 0, σ(0)) =

∫ ch

0

d

dt
y(ch, t, σ(t)) dt

=

∫ ch

0

∂

∂ξ
y(ch, ξ, σ(t))

∣
∣
∣
∣
ξ=t

+
∂

∂η
y(ch, t, η)

∣
∣
∣
∣
η=σ(t)

σ̇(t) dt

= h

∫ c

0

∂

∂ξ
y(ch, ξ, σ(τh))

∣
∣
∣
∣
ξ=τh

+
∂

∂η
y(ch, τh, η)

∣
∣
∣
∣
η=σ(τh)

σ̇(τh) dτ

= −h
∫ c

0

Φ(ch, τh, σ(τh))



f(σ(τh)) −
s−1∑

j=0

Pj(τ)γj(σ)



 dτ
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= −h
∫ c

0

Φ(ch, τh, σ(τh))




∑

j≥0

Pj(τ)γj(σ) −
s−1∑

j=0

Pj(τ)γj(σ)



 dτ

= −h
∫ c

0

Φ(ch, τh, σ(τh))
∑

j≥s

Pj(τ)γj(σ)dτ.

Consequently, from (50) and Theorem 8, also considering (54), one derives:

‖σ − y‖ ≤ h
√
2κ max

c,τ∈[0,1]
‖Φ(ch, τh, σ(τh))‖

∑

j≥s

ρ−j

≤ h
√
2κ max

c,τ∈[0,1]
‖Φ(ch∗, τh∗, σ(τh∗))‖ 1

1− (ρ∗)−1

︸ ︷︷ ︸

=:M

ρ−s ≡ hMρ−s. �

Remark 4 When a CCM(s) method is used as a spectral method in time, one obviously assume
that the value of s is large enough so that the quadrature errors falls below the round-off error level.
In other words, the polynomials σ and u are undistinguishable, within the round-off error level.

5 Numerical tests

We here report a few numerical tests to assess the theoretical findings. They have been carried out
on a 3 GHz Intel Xeon W10 core computer with 64GB of memory, running Matlab© 2020b. We
consider the Kepler problem,

q̇i = pi, ṗi =
−qi

(q21 + q22)
3
2

, i = 1, 2, (57)

that, when considering the trajectory starting at

q1(0) = 0.4, q2(0) = p1(0) = 0, p2(0) = 2, (58)

has a periodic solution of period 2π. In Table 1 we list the numerical results obtained by solving this
problem on one period by means of the CCM(s) method, s = 1, . . . , 4, using timestep h = 2π/n,
namely, the errorr err after one period and the corresponding rate of convergence. As one may see,
the listed results agree with what stated in Theorem 7, in particular the fact that the order of the
methods is even, due to their symmetry.

Next, we consider the use of the methods as a spectral methods in time. In Figure 1 we plot the
values of |γj |, j = 0, . . . , 29, for the CCM(30) method used with timestep h = 2π/n, n = 5, 10, 15, 20,
for the first integration step. As one may see, the Fourier coefficients decrease exponentially, with
j, and the basis of the exponential decreases with h (i.e., they decrease as ρj , with ρ ∼ h−1).
Moreover, when using h = π/10 the last Fourier coefficients reach the round-off error level, thus
stagnating.

Now, let us solve problem (57)-(58) on ten periods, by using the CCM(50) method with timestep
h = 2π/n, n = 3, 6, 9, 12, 15. The errors (err), at the end of each period, are listed in Table 2. As
one my see, the errors are uniformly small, as is expected from a spectral method.
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Table 1: Numerical results when solving problem (57)-(58) on the interval [0, 2π] with timestep
h = 2π/n.

s = 1 s = 2 s = 3 s = 4
n err rate err rate err rate err rate
50 2.98e+0 — 2.24e+0 — 7.36e-03 — 7.33e-03 —

100 1.66e+0 0.8 9.45e-01 1.2 6.15e-04 3.6 4.46e-04 4.0
200 5.23e-01 1.7 2.53e-01 1.9 4.03e-05 3.9 2.78e-05 4.0
400 1.34e-01 2.0 6.34e-02 2.0 2.55e-06 4.0 1.73e-06 4.0
800 3.35e-02 2.0 1.58e-02 2.0 1.60e-07 4.0 1.08e-07 4.0
1600 8.38e-03 2.0 3.96e-03 2.0 1.00e-08 4.0 6.77e-09 4.0

Table 2: Numerical results when solving problem (57)-(58) on the interval [0, 20π] by using the
CCM(50) method with timestep h = 2π/n.

n 3 6 9 12 15
period err err err err err

1 5.04e-12 9.14e-14 7.37e-14 1.27e-13 7.44e-14
2 9.72e-12 7.96e-14 1.24e-13 3.05e-13 5.72e-14
3 1.34e-11 3.54e-13 2.81e-13 7.23e-13 5.49e-14
4 1.90e-11 3.00e-13 7.80e-13 1.27e-12 1.49e-13
5 2.55e-11 4.69e-13 1.34e-12 2.30e-12 2.77e-13
6 3.04e-11 5.68e-13 1.75e-12 3.25e-12 3.59e-13
7 3.44e-11 2.13e-13 1.73e-12 4.23e-12 2.37e-13
8 3.94e-11 2.72e-13 1.45e-12 5.19e-12 2.04e-13
9 4.38e-11 6.93e-13 1.18e-12 6.15e-12 3.29e-13
10 4.77e-11 1.54e-12 8.38e-13 7.01e-12 5.00e-13

At last, since problem (57)-(58) is Hamiltonian with Hamiltonian

H(q, p) =
1

2
‖p‖22 −

1

‖q‖2
,

let us consider the solution of problem (57)-(58) on the interval [0, 103] with timestep h = 0.1,
by using the CCM(3) and CCM(30) methods. The former method is only symmetric, whereas
the second one is spectral, for the considered timestep. On the left of Figure 2 is the plot of the
Hamiltonian error for the CCM(3) method: though not energy conserving, the Hamiltonian error
is bounded, since the method is symmetric and the problem reversible. On the right of the same
figure, is the plot of the Hamiltonian error for the CCM(30) method: in this case, the spectral
accuracy reflects on the practical conservation of the Hamiltonian (as well as of the additional
constant of motions, such as the angular momentum and the Lenz vector, not displayed here). It
must be emphasized that the execution times for running the two methods (implemented in the
same code) is almost the same: 2.9 sec vs. 3.7 sec. Considering that a similar behavior is observed
when solving other classes of problems (see also [5, 17] for a related analysis on HBVMs), it is then
clear that the use of CCMs as spectral methods can be very effective.
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Figure 1: Plot of |γj |, j = 0, . . . , 29, for the CCM(30) method, for the first integration step of
problem (57)-(58) by using the given timestep h.

6 Conclusions

In this paper we have re-derived, in a novel framework, the Chebyshev collocation methods of
Costabile and Napoli [33], thus providing a more comprehensive analysis of the methods, w.r.t.
[33, 34], in particular when used as spectral methods in time. The methods, derived by considering
an expansion of the vector field along the Chebyshev orthonormal polynomial basis, turn out to
be symmetric, perfectly A-stable, can have arbitrarily high order, and the entries of their Butcher
tableau can be written in closed form. Their use as spectral methods in time has been also studied.
A few numerical tests confirm the theoretical achievements. As a further direction of investigation,
the efficient implementation of the methods will be considered, as well as their application to
different kinds of differential problems.
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Figure 2: Plot of the Hamiltonian error when solving the problem (57)-(58) with timestep h = 0.1
one the interval [0, 103] by using the CCM(3) method (left plot) and the CCM(30) method (right
plot).
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