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Abstract

We refine Amitsur’s theory of radicals in complete lattices and apply the obtained results to
the theory of radicals in the lattices of subspaces of Banach spaces and in the lattices of ideals
of Banach and C*-algebras and of Banach Lie algebras.

1 Introduction

In his research of the radical theory of algebras and rings, Amitsur [A-II, A-III] discovered that a
significant part of the results of this theory can be formulated and proved in terms of the general
theory of lattices. In [A-I] he developed the theory of radicals for relations in lattices that was used
in various areas of algebra: group theory, non-associative rings, Lie algebras, universal algebras,
etc.

Later Dixon [Dil] initiated the radical approach to some problems of functional analysis and laid
the basis of the theory of topological radicals of Banach algebras. This theory was further developed
and applied to the theory of invariant subspaces of operator algebras and to classification of Banach
and operator Lie algebras in [ST], [KST3], [KST5].

In this paper we investigate both aspects of the theory of radicals. In part one: Sections 2 to 7
we revise and refine Amitsur’s theory of radicals in complete abstract lattices. In part two: Sections
8 and 9 we apply the obtained results to the theory of radicals in the lattices of subspaces of Banach
spaces and in the lattices of ideals of Banach and C*-algebras and of Banach Lie algebras.

Recall that a partially ordered set (@, <) with a reflexive, anti-symmetric, transitive relation
< is a lattice if all a,b € @ have a least upper bound a V b and a greatest lower bound a A b. It is
complete if each G C @) has a least upper bound VG and a greatest lower bound AG. Set 0 = AQ)
and 1 = V(. A transitive relation in () is an order; a relation <, in () is stronger than a relation
< if

a <, b implies a < b for a,b € Q (we write <, C <). (1.1)
We will only consider reflexive relations < in (@, <) stronger than < and denote by Ref(Q) the
family of all such relations. For x <y in @, set [z,y] = {2z € Q: z < z < y}.

Amitsur [A-I] studied H- and dual H-relations < in complete lattices () and, using a special
procedure, constructed the R-order <” from an H-relation and the dual R-order < from a dual
H-relation (Definition 3.2). He proved that <” has a unique <”-radical v, , in each interval [a, b]
in Q and < has a unique dual <“-radical Pl
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In our paper (Theorems 2.4 and 2.5) we establish that even weaker relations (T- and dual
T-orders) have unique radicals in each [a,b]. Moreover, for a T-order, the map t: a € Q — T, I8
pre-radical map; for a dual T-order, the map p: a € Q — Plo.a is a dual pre-radical maps ((2.11)
and (2.12)) on Q. For R-orders and dual R-orders they are, respectively, radical and dual radical
maps ((2.13) and (2.14)) on @ (Theorems 3.5 and 3.6). If a relation < is both a T- and a dual
T-order, it coincides "locally” with <, i.e., @ is a union of mutually disjoint intervals [ay, by], A € A,
such that z < y if and only if x,y € [ay, by] for some A € A, and x < y (Theorem 2.12).

In Section 4 we investigate the relations <* and << constructed from arbitrary relations <.
We compare them to other naturally constructed relations <! and <P (Definition 4.2) and prove
that each interval [a,b] in @ has <”- and dual <“-radicals which are not, however, unique.

For an H-relation <, we show in Section 5 that < is an R-order, it coincides with <P and
each [a,b] has a unique <”-radical. Similarly, for a dual H-relation <, < is a dual R-order
coinciding with <!© and each [a,b] has a unique dual <“-radical. We prove that < is an R-order
(a dual R-order) if and only if < = <~ (€ = «9).

In Section 6 we investigate two incompatible relations: the gap (<) and continuous (<)
relations in lattices ). We show that if @) is modular then <y is an H- and a dual H-relation. If
@ is modular and has (JID) and (MID) (see (6.5)) then <. is an R~ and a dual R-order and @ is
a union of disjoint sets without gaps.

Section 7 is devoted to the study of enveloping and inscribing sets in lattices Q). We prove
that there is a bijection between all enveloping sets and all radical maps in (), and between all
inscribing sets and all dual radical maps in (. We consider some enveloping sets in the lattice
Ref(Q). In particular, we show that the sets of all T-orders, of all dual T-orders, of all R-orders, of
all dual R-orders are enveloping in Ref(Q). We also study transfinite extensions of relations and,
in particular, of the relations <4 and <. .

An important place in the theory of operator algebras is occupied by the study of lattices
of subspaces of Banach spaces X and, especially, of the lattices Lat A of invariant subspaces of
operator algebras 4 on X. In Section 8 the above results are used to study such lattices.

Denote by Ln(X) the lattice of all linear subspaces and by Cl(X) the lattice of all closed
subspaces of X. In Theorem 8.1 we describe ascending and descending <-series of subspaces in
sublattices of Ln(X) and Cl(X) with respect to H- and dual H-relations <, and their <”- and
< J-radicals v and p, respectively. In the sublattices Lat A of C1(X) these radicals are superinvariant
(Proposition 8.13), i.e., they are invariant for the operator Lie algebra

Nor A={Se€B(X): SA—AS € Afor Aec A}.

We concentrate on the study of the gap relation <4 and the relations {<, }1<n<co defined in Ln(X)
and Cl(X) by the condition L <, M if dim(M/L) < n. As Ln(X) is a modular lattice, <4 and all
<, are both H- and dual H-relations (HH-relations) in it (Proposition 8.3 and Corollary 8.5).

The lattice C1(X) is not modular and, although all <, are still HH-relations in it, there are
sublattices where <y is neither H-, nor dual H-relation (Corollary 8.21). The main obstacle is the
fact that the sum of subspaces from Cl(X) is not necessarily closed. We construct in CI(X) an
H-relation C4 and a dual H-relation <y stronger than <4 that give us the E;—radical and the dual
<g-radical in each sublattice of C1(X).

For a Hilbert space X, we define in (8.27) another class of the HH-relations <<i‘, 0<n < oo,
in C1(X) (Theorem 8.26). Moreover, each HH-relation in Cl(X) is either <, or < for some n
(see [K3] and Theorem 8.27). Each commutative subspace lattice (CSL) @ in C1(X) has properties



(JID) and (MID) (see (7.15)). So it is modular, <q= Cy= <, is an HH-relation in @, and @ is a
union of disjoint intervals each of which has no gaps (Theorem 8.23).

The study of ideals of Banach and Banach Lie algebras constitutes one of the main tools of
research. In [KST3] the authors used the structure of chains of ideals in Banach Lie algebras to
develop the radical theory of these algebras. In this paper we study chains of ideals generated by
H- and dual H-relations in the lattices Id4 of all closed ideals of Banach algebras A.

As < is HH-order in Idy4, each sublattice of Id4 has the unique < -radical and the dual
< -radical. Denoting by ¥4 the set of all subalgebras of finite codimension in a Banach algebra
A, we show in Proposition 9.6 that Ny, S =N{I € Ida: dim(A/I) < oo}.

The relation <4 in Id4 is not always an H-, or a dual H-relation, since the sum of closed ideals
of A is not necessarily closed. If, however, each ideal of A has a bounded left or right approximate
identity, then I + J is closed for all I, J € Id4, so that <4 is an HH-relation in Id4 (Corollary 9.2).

Let LR(A) be the operator algebra generated by all operators of left and right multiplication
by elements from A. Then Id4 = Lat LR(A) is a sublattice of C1(A), the Lie algebra Nor LR(A)
contains all derivations of A and operators from Nor LR(A) map I2 in I, I € Id4 (Theorem 9.5).

If Ngex, S = {0}, for a Banach Lie algebra A, then (Theorem 9.16) the dual < -radical p in
the lattice of all characteristic Lie ideals of A (invariant for all derivations of A) is {0}. So there
is a descending series (I))1<a<y of characteristic Lie ideals of A such that dim(Iy/Ix;1) < oo for
A#~v, I =Aand p = I, = {0}.

Section 9.2 is devoted to the study of H- and dual H-relations in the lattices Id4 of all ideals
of C*-algebras A. In this case Id4 is a modular lattice and <4 is an HH-relation in Id4. The
lattice Id 4 has many H-relations that can be obtained in the following way. Let 2l be the set of all
C*-algebras. A subclass P of 2 is a property, if {0} € P and A € P implies B € P for all B ~ A.
Each property P generates the relation <, in Idg by I <, Jif I C J in Id4 and J/I € P.

A property P is lower stable if A € P implies Id4 C P; P is upper stable if A € P implies that
the quotients A/I € P for all I € Id4. In Theorem 9.7 we prove that P is upper (lower) stable if
and only if <, is an H-relation (a dual H-relation). Some characteristics of the <" -radicals ¢,
and the dual <} -radicals p,, in Id4 are discussed in Theorem 9.8. These radicals are invariant for
all automorphisms of A (Corollary 9.9). Since many properties in 2 are upper, or lower stable, we
have a large variety of H- and dual H-relations in Id 4. These relations were investigated in [KST4];
in this paper we briefly consider some of them.

For example, the classes CC'R and GCR of all CCR- and GCR-algebras are lower and upper
stable properties, while the class of all NGCR-~algebras is a lower, but not upper stable property
(see [D]). So < p and <, are HH-relations. This gives a well-known result that the radical
t,on Of a C*-algebra A is the largest GCR-ideal and A/v,., has no CCR-ideals. Moreover, if
toon € I # A then J/I is a CCR-algebra for some [ G Jelda.

We also consider the classes RZ of all real rank zero, AF of all approximately finite-dimensional
and NU of all nuclear C*-algebras. They are lower and upper stable properties, so that <,,,, < .,
< vy are HH-relations in Id4 for all C*-algebras A (Corollary 9.12). While the relations <., and
<, are not transitive, the relations <, and <, are transitive. Moreover, they are R-orders
in all Id4. So the corresponding radicals are, respectively, the largest AF-algebra and the largest
nuclear algebra in A (Corollary 9.14) (this result was initially obtained in [ST]).



2 Radicals and T-orders in complete lattices

Let (@, <) be a complete lattice. Set 0 = AQ and 1 = VQ. For each subset G C Q, its A-completion
G and V-completion GV are defined by

G"={AN:@##NCG} and GY ={VN:2#N CG}. (2.1)

A set G is A-complete if G = G, V-complete if G = GV, and complete if G¥ = G" = G.
Let (@, <) be a complete lattice, let z < y in @ and let < be a relation in Ref(Q). Set

(@, 9] = [z, y\{z}, [2,9) = [o,y\{w},
[0, <] ={r € Q: ek}, [Ka={re@Q: z<a} foreachae€ Q. (2.2)

Definition 2.1 A relation < from Ref(Q) is called up-contiguous if a < b implies [a,b] C [<, b];
down-contiguous if a < b implies [a,b] C [a, <];
up-expanded if [a, <] is V-complete, down-expanded if [<,a| is A-complete for all a € Q;

contiguous, expanded if < satisfies the corresponding up- and down-condition.

Note that if a relation has one of the properties defined above, its restriction to any interval
also has it. We consider now some examples of these relations.

Example 2.2 1) Let X = [0,1] C R and @ = P(X) be its power set — the lattice of all subsets
of X with < = C . For 4,B € Q, we write A < Bif A C B C A. Then < is contiguous: if
A < B then [A4, B] C [A, <] N [K, B], since C = A for each C € [A, B]. It is also up-expanded, as
V[A, <] = A € [A, <]. However, < is not down-expanded, as A[<, X] = @ ¢ [<, X].

2) Let X be the set of all Lebesgue measurable subsets of R and @ be the set of all equivalence
classes in X. For A, B € @, we write A < B if u(A\B) = 0, and we write A < B if A < B and
w(BN\A) < co. Then < is contiguous, but neither up-, nor down-expanded.

3) Let Q, ={1,..., N} for N € N, the order < is defined as usual and n < m if n is a divisor
of m. Then < is expanded, but not contiguous. H

Definition 2.3 (i) A transitive relation is a T-order if it is up-contiguous and up-expanded;
(ii) A transitive relation is a dual T-order if it is down-contiguous and down-expanded.

(iii) < is a TT-order, if it is a T- and a dual T-order, i.e., < is contiguous and expanded.

By the Duality Principle [Sk, Theorem 1.3'], the results for down-conditions follow from the
corresponding results for up-conditions and vice versa. The results for dual T-orders follow from
the corresponding results for T-orders and vice versa.

Following [A-T], for < € Ref(Q), define its lower and upper complement relations Zand &

a L bit [a, <] N [a,b] = {a}; and a Zbif [<,b] N [a,b] = {b} for a <bin Q. (2.3)

An element v € @ is called a <-radical if 0 < ¢ & 1; an element p is called a dual <-radical if O
< p < 1. In particular, for an interval [a,b] C @Q,

t € [a,b] is a < -radical in [a,b] ifa < ¢ =)
p € [a,b] is a dual < -radical in [a,b] if a < p<b.



The set of radicals may be empty or have many elements. For example, let @ = [0,1] C R and <
€ Ref(Q) be such that x < y only if 0 # = < y # 1. Then the set [a, 1], a # 0, has no <-radicals
and the dual <-radical p = 1; the set [0,b], b # 1, has no dual <-radicals and the <-radical vt = 0.

Theorem 2.4 (i) If < is an up-ezxpanded order, vt = V([a,b] N [a, <]) is a K-radical in [a,b] C Q.
(ii) If < is a T-order then v in (i) is a unique radical and [a,t] = [a,b] N [<, t].
(iii) If each [a,b] C Q has a unique <K -radical then < is up-expanded.
(iv) An up-contiguous order < is a T-order if and only if each [a,b] C Q has a unique <-radical.

Proof. (i) As < is up-expanded, [a, <] N [a,b] is V-complete. So it contains t. Hence a < t. If
vt < y for some y € (r,b], then a < y by transitivity of < — a contradiction, since t is the largest
element in [a, <] N [a,b]. Thus v £ b. So v is a <-radical in [a,b)].

(ii) Let < be also up-contiguous and a < z £ b for some 2. Then z < t, since v is the largest
element in [a, <] Na,b]. As a < v and < is up-contiguous, [a,t] C [<,t]. So z < t. As z L b, we
have z = t. Thus t is a unique <-radical.

(iii) Let @ € @Q, G C [a,<] and b = VG. Let t be the <-radical in [a,b]: a < ¢ b Ifred
then a < z < b. Let t, be the <-radical in [z,b]: * < t, <<2 b. As < is an order, a < t, <<2 b. So
t; is a <-radical in [a,b]. As the <-radical in [a, ] is unique, v = t;. Thus e € z < ¢ £ b for all
x € G. Hence b = VG < t. Thus b =t. So a < b. Therefore b € [a, <], so that < is up-expanded.

Part (iv) follows from (ii) and (iii). m

By duality we get the following result.

Theorem 2.5 (i) If < is a down-expanded order, p = A([a,b]N[<K,b]) is a dual <-radical in |a,b].
(i) If < is a dual T-order then p in (i) is unique and [p,b] = [a,b] N [p, <] .
(iii) If each [a,b] C @Q has a unique dual <K-radical then < is down-expanded.

(iv) A down-contiguous order < is a dual T-order if and only if each [a,b] C Q has a unique
dual < -radical.

As the following examples show, the results of Theorems 2.4 and 2.5 can not be strengthened.

Example 2.6 (i) The existence of a unique <-radical in each [a,b] C @ only guarantees that
& is up-expanded, but not that it is up-contiguous. Indeed, let < be the reflexive relation in
@ = [0,1] € R with only one non-trivial pair 0 < 1. Each [a,b] C @ has a unique <-radical:
tlap) = a if [a,b] # [0, 1], and t)g 1] = 1. The relation < is up-expanded, but not up-contiguous (not
a T-order): 0 < 1 but @ =10,1] € [, 1] = {0,1}.

(ii) The ezistence of <-radicals in each [a,b] C @Q does not even guarantee that < is up-
expanded. Indeed, let @ = {0,a,b,1}, 0 <a <1 and 0 < b < 1. Let < be the reflexive relation in
@ such that 0 < @ and 0 < b. Then [0, 1] has two <-radicals: v, = a and v, = b. The relation <
is not up-expanded, since [0, <] = {0,a,b} and V[0,<] =a Vb= 1 ¢[0,<].

(iii) If < is up-expanded but not up-contiguous then all [a,b] C Q have radicals but not neces-
sarily unique. Indeed, let < be the reflexive relation in @ = [0,1] C R such that 0 < 1 and 0 < %
It is up-expanded, but not up-contiguous (not a T-order): 0 < 1 but Q@ = [0,1] ¢ [, 1] = {0,1}.
Each [a,b] # [0, 1] has a unique <-radical, while [0, 1] has two <-radicals: 3 and 1. W



For a dual T-order < in @, denote by p(b) the unique dual <-radical in [0,b] C @Q:
p(b) = p<(b) = A[<, b, 0 L p(b) < band [0,5]N[p, <] = [p,b] (2.6)
For a T-order < in @, denote by t(a) the unique <-radical in [a, 1]:
t(a) = te(a) = Via, <], @ < t(a) € 1 and [a,1] N[<,1] = [a,1]. (2.7)
Lemma 2.7 (i) Let < be a dual T-order in Q. Then
p(p(b)) =p(b) for allb e Q; a < b implies p(b) = p(a) < a; (2.8)
p(b) < a < b implies p(b) = p(a) <K a. (2.9)
If < is also up-contiguous then p(b) < a < b implies a < b.
(ii) Let < be a T-order in Q. Then
t(t(a)) =t(a) for alla € Q; a < b implies b < v(b) = v(a);
a <b<t(a) implies b < t(b) = t(a). (2.10)
If < is also down-contiguous then a < b < v(a) implies a < b.
Proof. By (2.6), p(p(b)) < p(b) < b. As < is transitive, p(p(b)) < b. By (2.6), p(b) is the
smallest element in [<,b]. Hence p(b) < p(p(b)). Thus p(p(d)) = p(b).
Let a < b. As p(b) is the smallest element in [<,b], we have p(b) < a < b. So, by (2.6),
p (b) < a. Thus a < b implies p (b) < a. Hence p (b) < a implies p(a) < p(b). So p(a) < p(b) < b.
As < is transitive, p(a) < b. By (2.6), p(b) < p(a). Thus p(b) = p(a). As p(a) < a, (2.8) is
proved.
Let p(b) < a <b. By (2.6), p(b) < a. By (2.8), p(a) = p(p(b)) = p(b).

) =
If, in addition, < is up-contiguous then p(b) < b and a € [p(b),b] imply a < b.
Part (ii) can be proved similarly. m

Let g: Q@ — @ be a map on (). We say that g is

a pre-radical map if x < g(z) = g(g(x)) and = < y < g(z) implies g(y) = g(x); (2.11)

a dual pre-radical map if g(g(z)) = g(z) < x and g(z) < y < z implies g(y) = g(x); (2.12)
a radical map if ¢ < g(x) = g(g(z)) and = <y implies g () < g (y); (2.13)

a dual radical map if g (g (z)) = g (z) <z and = <y implies g (z) < g (y). (2.14)

Radical maps were considered in [G, Definition 1.3.26], where they are called closure operators.

Remark 2.8 Radical maps are pre-radical, while pre-radical maps are not always radical. Indeed,
z <y < f(z) implies f(z) < f(y) < f(f(z)) = f(z). So f(y) = f(x) and [ is pre-radical.

On the other hand, let @ = {0,a,b,¢,d,1}, a < b, a < ¢ < d. Set f(0) =0, f(a) = f(b) =,
fle) = f(d) =d, f(1) = 1. Then f is a pre-radical map, but not a radical map, as a < ¢ does not
imply f(a) =b < f(c) = d. Similar results hold for dual radical and dual pre-radical maps. W

For a map ¢g: Q@ — @, define the following relation <9 in @Q:

x<Iyif x <yand g(z) =g(y) for z,y € Q, (2.15)



Theorem 2.9 (i) For a dual T-order <, the map
<:beQ—p_(b) (see (2.6)) is a dual pre-radical map

and € C <P« (see (1.1)). If < is a contiguous dual T-order then < = <P< .

(ii) The map g — <9 is a bijection from the set of all dual pre-radical maps onto the set of all
contiguous dual T-orders. The map < v p_ is its inverse, i.e., p_, = g.

Proof. (i) From (2.8), (2.9) and (2.12) it follows that p is a dual pre-radical map.

Let a < b. By (2.8), p(a) = p(b). Thus a <P b by (2.15). So <« C <.

Let a <P b. Then, by (2.15), p(b) = p(a) < a < b. If < is also up-contiguous then, by Lemma
2.7(1), a < b, so that <P is stronger than < . Thus < = < .

(ii) If x <9 y <9 z then g(x) = g(y) = g(z) by (2.15). So x <9 z. Thus <9 is an order.

Let © <9 y and z € [z,y]. Then g(y) = g(x) <z < z <y by (2.12) and g(z) = g(y) = g(x).
Thus z <9 z <9 y. So [z,y] C [z, <Y] and [z,y] C [«Y,y], i.e.,, <9 is contiguous.

Fix y € Q. By (2.15) and (2.12), [« y] = {z € Q: g(y) = 9(z) < = <y} € [9(y),y]. On the
other hand, for each g(y) < z <y, it follows from (2.12) that z <9 y. Thus [g(y),y] C [<9,y]. So
(<9, y] = [9(y), ] Hence

P(Yy) = p<a(y) = N[yl = g(y) € [<9,9].

Thus [<Y,y] is A-complete. Hence <9 is down-expanded. So <9 is a dual T-order which is also
up-contiguous and p_, = g. Applying (i), we complete the proof. m

By duality we have the following result.

Theorem 2.10 (i) For a T-order <, the map v: a — t_(a) (see (2.7)) is a pre-radical map, and <K
C << (see(1.1)). If < is a contiguous T-order then < = <'< .

(ii) The map g — <9 is a bijection from the set of all pre-radical maps onto the set of all

contiguous T-orders. The map < > t_ is its inverse, i.e., t ., =g

Each TT-order < defines the maps p, v on @ by (2.6) and (2.7). We will show that @) decomposes
into a union of disjoint intervals and the restriction of < to each of them coincides with <. Set

Qe={reQ:z=rx()}and Qy={ycQ:y=p(y)} (2.16)

Proposition 2.11 Let < be a TT-order from Ref(Q). Then
() (@) = t(p(a)) and p(a) = p(c(a)) for all a € Q.
(ii) The map p maps Q onto Qy and it maps isomorphically Q. onto Q.
The map t maps Q onto Q. and it maps isomorphically Qp on Q. and t|g, = (p|Qp)_1
(iii) Let p(c) <a <b<t(c) for some c € Q. Then a < b, p(a) =p(b) = p(c)
and t(a) =t (b) =t (c). Thus the relations < and < coincide on [p(c),t(c)].

Proof. (i) By (2.6) and (2.7), p(a) < a < t(a) for a € Q. So (i) follows from (2.8) and (2.10).
(ii) By (2.11) and (2.12), p? = p and v* = v. Hence y = p(x) € Q, for z € Q, as p(y) =
p?(z) = p(z) = y. Similarly, v(z) € Q. for x € Q. For y € @y, we have t(y) € Q. and, by (i),



p(t(y)) = p(y) = y. Similarly, p(z) € Qp and v(p(z)) = « for x € Q.. From this (ii) follows
immediately.

(iii) By (2.6) and (2.7), p(c) < t(c) . As < is contiguous, p(c) < a < b < t(c). So, by (2.8) and
(2.10), p(a) = p(b) = p(c) and t(a) = v (b) = v(c). Thus < [jp).r(c) 1 stronger than < [[(c) c(e))-
As < C < in Q, we have < [pe)e(e)] = < |pp(e)e(c))- ®

Recall that subsets G and G4 of @ are disjoint if G; NGy = @.

Theorem 2.12 Let < belong to Ref(Q). The following conditions are equivalent.
(i) < is a TT-order.
(i) @ =Uxeq.[p(N),A] and all intervals [p(X), ], X € Qr, are mutually disjoint.
Moreover, x < y if and only if z,y € [p(N\),A] and x <y for some X € Q.
(iii) @ = Uxeq, [N\ t(A)] and all intervals [A,v(N)], A € Qp, are mutually disjoint.
Moreover, x < y if and only if x,y € [N\, t(N\)] and x <y for some X € Q.

Proof. (ii) = (i). Let @ satisfy (ii). If x < y then [z, y] C [p(A), A] for some A € Q. As < on
[p(N), A] coincides with <, we have [z,y] C [<,y] and [z,y] C [z, <]. Thus < is contiguous.

We also have [z, <] = [z, ] and [<,y| = [p()\),y]. Hence [z, <] is V-complete and [<,y] is
A-complete. Thus < is expanded. Finally, if + < y < z then z,y,2z € [p()A), A] for some A and
x <y <z Hence x < z, so that x < z. Thus < is transitive, so that < is a TT-order.

(i) = (ii). For a TT -order <, let z € [p(A), A\]N[p(v),v], where A # v in Q. As p(\) < z < A,
we have p(z) = p(A\) by (2.12). Similarly, p(z) = p(v), so p(z) = p(\) = p(v). By Proposition 2.11,
p maps isomorphically Q. on @,. Thus A = v, a contradiction. So all [p(\), A] are disjoint.

Let x < y. Set A = t(y). By (2.10), y < t(z) = t(y) = A\. By (2.11) and (2.16), A € Q.. So
p(A) =p(r(z)) = p(r) € © < y < A by Proposition 2.11 and (2.9). Thus z,y € [p(\), Al.

Conversely, let z < y in [p(A), A]. By Proposition 2.11, < and < coincide in [p(A), A]. So z < y.

Finally, let z € Q. Set A = t(x). By (2.10) and Proposition 2.11, z < A € Q.. Hence, by
Proposition 2.11 and (2.9), p(A) =p(z) < z < X. So x € [p(A), A]l. Thus Q = Uxe, [p(A), Al

Similarly, one can prove (i) < (iii). m

It should be noted that if @ = Uyeplan, by] and all intervals [ay, by], A € A, are mutually disjoint,
then the relation in @ defined by z < y if and only if =,y € [ay,b)] and = < y for some A € A, is a
TT-order.

3 Radicals, H-relations and R-orders in complete lattices

In this section we consider H-relations, and R-orders. We show that many results obtained for
T-orders in the previous section can be strengthened for R-orders.

Lemma 3.1 (i) For a relation < in Q, the following conditions are equivalent:
1) < is up-contiguous and a N b < b implies a < a V b;
2) a<<banda<cimplyc<bVec fora,b,ceQ;

3) a < b implies aV x < bV x for every x € Q.
(ii) For a relation < in @Q, the following conditions are equivalent:

1) < is down-contiguous and a < a V' b implies a N b < b;



2) a<<bandc<binQ implyac<c
3) a < b impliesa Nz K< bAx for every x € Q.

Proof. (i) 1) = 2). Let a < band a < c¢. Then bAc € [a,b]. As < is up-contiguous, bA ¢ < b,
so that c < bV e. 2) <= 3) is proved in [A-I, Page 776].

3) = 1). For c € [a,b] and a < b, one has c =a V¢ < bV c=»>. Thus < is up-contiguous. If
aANb<bthena=aV (aAb) < aVb. Part (i) is proved similarly. m

Definition 3.2 ([A-I]) (i) < is an H-relation if it satisfies conditions of Lemma 3.1(i).
(il) < is a dual H-relation if it satisfies equivalent conditions of Lemma 3.1(i7).
(ii) < is an HH-relation if it is an H- and a dual H-relation.

(iv) < is an R-order if it is an up-expanded H-order.
(v) < is a dual R-order if it is a down-expanded dual H-order.
(vi) < is an RR-order if it is an R-order and a dual R-order.

By the Duality Principle [Sk, Theorem 1.3], the results for H-relations and R-orders follow
from the corresponding results for dual H-relations and dual R-orders and vice versa.

Each H-order < is finitely up-expanded: b,c € [a, <] implies bV ¢ € [a, <] for all a € Q. Indeed,
by Lemma 3.1, c = a V¢ < bV c. By transitivity, a < bV ¢, as a < c. Similarly, each dual H-order
< is finitely down-expanded, i.e., a,c € [&,b] implies a A ¢ € [, b] for each a € Q.

The notions of (dual) R-orders are stronger than the notions of (dual) H-orders, respectively,
as they require up- and down-expandedness and not only its ”finite” version. Amitsur [A-I] defined
them in a different, but equivalent way (he called them R- and dual R-relations).

Comparing Definitions 2.3 and 3.2, we see that (dual) R-orders are (dual) T-orders. Thus the
results for (dual) T-orders hold also for (dual) R-orders. In particular,

1) for a dual R-order <, p(b) = A[<, b] is the unique dual <-radical in [0,b] and (2.6) holds;

2) for an R-order <, v(a) = V[a, <] is the unique <-radical in [a, 1] and (2.7) holds.

However, as the following example shows, (dual) T-orders are not necessarily (dual) R-orders.

Example 3.3 (i) Let Q@ = {0,a,b,1}, aAb=0 and a Vb = 1. Let < be a reflexive relation in Q.
1) If only 0 < a then <« is a TT-order but not an R-order as b=0VvVb £ aVb=1.
2) If only a < 1 then < is a TT-order but not a dual R-order.
(ii) Let @ = [0,1] C R, < [[p,1) = < [j,1) and 1 < 1. Then < is an H-order but not an R-order.

We consider now some additional properties of the maps a — p(a), a — tv(a) (see Lemma 2.7).
Lemma 3.4 (i) Let < be a dual R-order. Then (2.8) and (2.9) hold and, for a,b € Q,
plaAbd) < pla) Ap(b) <aAband pa) <p(b) ifa <b.
(ii) Let < be an R-order. Then (2.10) holds and, for a,b € @,

aVb<t(a)Ve(b) < t(aVb) andt(a) <t(b) if a <b.



Proof. As a dual R-order is a dual T-order, the results of Lemma 2.7(i) hold for them.

As p(b) < b and p(a) < a by (2.6), we have p(a) Ap (b) < p(a) Ab < aAb from Lemma 3.1(ii).
By transitivity, p(a) A p (b) < a Ab. So, by (2.8), p(a Ab) < p(a) Ap(b) < aAb.

If a < b then p(a) = p(a Ab) < p(a) Ap(b). So p(a) < p(b). The proof of (ii) is similar. m

Recall that, for a map ¢g: @ — @, the relation <9 in @ is defined in (2.15).

Theorem 3.5 (i) For a dual R-order <, the map p<: b — p<(b) in (2.6) is a dual radical map
and < C <P< (see (1.1)). If < is a contiguous dual R-order then < = <P< .

(ii) The map g — <9 is a bijection from the set of all dual radical maps onto the set of all
contiguous dual R-orders. The map < +— p_ is its inverse, i.e., p_, = g.

Proof. (i) By (2.8) and (2.6), p(p(b)) = p(b) < bfor b € Q. By Lemma 3.4, p(a) < p(b) if a <.
Thus p satisfies (2.14), so that it is a dual radical map.

If <« is a dual R-order, it is a dual T-order. So it follows from Theorem 2.9 that < C <® and
that <« = <P if < is also up-contiguous.

(ii) If g is a dual radical map then it is pre-dual by Remark 2.8. Hence, by Theorem 2.9, <9 is
a contiguous dual T-order and p_, = g.

If a <9 b then g (a) = g (b). Let ¢ < b. By (2.14), g(c) < g(b) and g(z) < z for all x € Q. Thus

9(c) = g(b) A g(e) = gla) A g(c) Sanc<c.

So g(c) < aAc<c. As gisalso pre-dual, g(c) = g(aAc) by (2.12). Hence aAc <9 c. Thus we have
from Lemma 3.1(ii) that <Y is a dual H-relation. So <Y is a contiguous dual R-order. Applying
(i), we complete the proof. m

By duality we get the following result.

Theorem 3.6 (i) For a R-order <, the map t: a — t(a) in (2.7) is a radical map and < C <*
(see(1.1)). If < is a contiguous R-order then < = <" .

(i1) The map g — <9 is a bijection from the set of all radical maps onto the set of all contiguous

R-orders. The map < > v is its inverse, i.e., t_, = g.

We will now study properties of the maps p, ¢ for relations satisfying combined conditions.

Lemma 3.7 (i) If < is an H-relation and a dual T-order then p(aVb) < p(a) Vp(b) for a,b € Q.
(ii) If < is an H-relation and a dual R-order, then p(aV b) = p(a) V p(b) for a,b € Q.
(ii) If < is a dual H-relation and a T-order then t(a) At(b) < t(a AD) for a,b € Q.
(iv) If < is a dual H-relation and an R-order then t(a) Av(b) =t(a A D) for a,b € Q.

(
Proof. (i) By (2.6), p(a) < a. As < is an H-relation, p(a) V p(b) < a V p(b) by Lemma 3.1.
Similarly, p(b) < b implies a V p(b) < a V b. By transitivity of <, p(a) V p(b) < a V b. Since < is
also a dual T-order, p(a V b) < p(a) V p(b) by (2.8).
(ii) If < is a dual R-order, p(a) V p(b) < p(a Vv b) by Lemma 3.4. So the proof follows from (i).
Parts (iii) and (iv) follow from duality. m

Recall that TT-orders are T- and dual T-orders, and RR-orders are R- and dual R-orders.
Each TT-order defines both maps t: a +— t(a) and p: a — p(a) on Q. In terms of them we will
find necessary and sufficient conditions for a TT-order to be an R-, or a dual R~, or an RR-order.
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Corollary 3.8 (i) Let < be a TT-order in Q. The following conditions are equivalent.
1) < is a dual R-order;
2) p(a) < p(b) if a < b in Q;
3) p(aAb) < pla) Ap(d) for a,be Q;
4) planb) =p(p(a) Ap(b) fora,be Q.
(ii) Let < be a TT-order in Q. The following conditions are equivalent:

1) < is an R-order,

2) t(a) <t(b) if a < b in Q;

3) () v t(b) < t(a v b) for a,b € Q;

4) v(t(a) V(b)) =t(aVb) fora,be Q.

(iii) A TT-order < is an RR-order if and only if p(a) < p(b) and t(a) < v(b) for all a < b.

Proof. (i) 1) = 2) follows from Lemma 3.4(i).
2) = 3) As aAb < a, we have p(a Ab) < p(a) from 2). Similarly, p(a Ab) < p(b) and 3) follows.

3)
3) = 4) We have p(a Ab) < p(a) Ap(b) < aAb. By (2.9), p(a Ab) =p(p(a) Ap(b)).
4) = 3). As p(z) <z for z € Q, we have p (p(a) Ap(b)) < p(a) Ap(b).

3) = 1). Let z < y and z € Q. By Theorem 2.12, p(\) < x <y < X and p(u) < z < pu for some
A, 1 € Q. Hence, by 3),

PAAL) <pAN)Ap(p) <z Az<yAz<AAp<tAAp).

By Proposition 2.11(iii), z A z < y A z. Thus < is a dual H-relation. So it is a dual R-order.
Part (ii) can be proved similarly. Part (iii) follows from (i) and (ii). m

Maps f,g on Q are conjugate if g (x) = g (f (z)) and f(x) = f (g (z)) for all z € Q.

Corollary 3.9 (i) For an RR-order <, the maps t_ and p_ are conjugate.
(ii) Let maps f,g on Q be conjugate and let

g(x) <z < f(z) forz € Q, and f(z) < f(y) and g(x) < g(y) forz <y in Q.  (3.1)

Then there is an RR-order < such that f =t_ and g =p_. Moreover, < = < =<9,

Proof. (i) Let < be an RR-order. By Theorems 3.5 and 3.6, t_ is a radical map and p_ is a
dual radical map. By (2.6) and (2.7), p_(z) < z < v_(z) for all z € @, and

po (@) Py (e (@) and v_ () "2 ¢ (. (2)).

(ii) As f and g are conjugate, f(f(x)) = f(g(f(2))) = f(9(x)) = f(z). Similarly, g(g(x)) =
From this and from (3.1) we get that f is a radical and ¢ is a dual radical map ((2.13), (2.14)).
(f

(
Let o </ y. By (2.15), f () = f(y) . As f and g are conjugate, g (z) = g (f (x)) = g (f (y)) =
g(y). So x <9 y. Similarly, z <9 y = = </ y. Thus </= <9 . By Theorems 3.5 and 3.6, <
<«f= «9is an RR-order, f = t,andg=p_. m

(2.10)

g(x).
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4 Construction of contiguous and expanded relations

We proved in the previous section that T-orders have unique radicals. However, majority of rela-
tions in applications are neither contiguous, nor expanded. In this section we consider two ways
to construct from a relation some new relations that are contiguous, or expanded, or both, so that
the new relations have radicals. We start with the complements of <: & and < defined in (2.3).

Proposition 4.1 (i) Lisa down-contiguous relation; the set [a, (<Z] 18 N-complete for each a € Q.
(ii) 2 is an up-contiguous relation; the set [Z<>, b] is V-complete for each b € Q.
(iii) If < is stronger than <, then Sis stronger than & and =2 is stronger than 2.

Proof. (i) Let a £ b. By (2.3), [a,<]N[a,b] = {a} . Then [a, <]N]a, z] = {a} for each = € [a, b].
Thus a & x, so that < is down-contiguous (see Definition 2.1).

Let G C a, <<Z] By (2.3), [a, <] NJa,b] = {a} for all b € G. Thus [a, <] N[a, AG] = {a}. Hence
a A G, so that [a, <<2} is A-complete. Part (ii) is proved similarly.

(iii) Let a ) By (2.3), [a, <] N [a,b] = {a}. As < C < (see (1.1)), we have [a, <] C [a, <].
Hence [a, <] Na,b] = {a}. By (2.3), a & b. The proof of the second statement is similar. m

We introduce now two constructions that play important part in this paper.

Definition 4.2 Let < be a relation from Ref(Q). We say that G C Q is
1) a lower <-set if, for each x € GN{N\G}, there is y € G such that x # vy and y < x;
2) an upper < -set if, for each v € GN\{VG}, there is y € G such that v # y and x <K y.
3) We write a <'° bif [a,b] is a lower <-set; and a <" b if [a,b] is an upper < -set.

(_
Proposition 4.3 (i) <!°= (Z<>) is a down-contiguous order. If < is down-contiguous, < C <© .

—
(i) € C < and (<) = <o
—
(iil) «"P= (Z) s an up-contiguous order. If < is up-contiguous, < C <P .

%
(iv) L <™ and (KPP = <P,

]

Proof. (i) If a (Z<>) b then a is not <-related to all z € (a,b] by (2.3). So, by (2.3),

%
a (Z<>) b if and only if, for each x € (a,b], there is y € [a,x) such that y < x. (4.1)

Py

That is, if and only if [a, b] is a lower <-set: a <'° b. Hence <'°= (<). So, by Proposition 4.1(i),
<1° is down-contiguous. Clearly, it is an order.

If < is down-contiguous and a < b then [a,b] C [a,<]. So a < x for all x € (a,b]. Thus [a,b]
is a lower <-set: a <!©b. Thus < C <! . The proof of (iii) is similar.

— - - = T
(ii) By Proposition 4.1(ii), < is up-contiguous. So, by (iii) and (i), < C (<<) = (<<) = «lo,
%

=N

=
Hence, by (i) and by Proposition 4.1(iii), (<°)l° = <l© C (L) = <.

12



e__

=
Let a be not <'*-related to b. By (4.1), there is = € (a, b] such that y is not <'*-related to
for each y € [a, ). In particular, a is not <'°-related to . Then <tEre is z € (a,x] such that u « z

=
for each u € [a, z). Hence a is not <'*~related to b. Thus <'© C «© = («°)l°, So «l© = («M0)lo,
The proof of part (iv) is similar. m

To describe the second way of constructing new relations from <, we study chains in lattices.
Recall that a chain C'in @Q is a linearly ordered subset: either x < y or y < x for x,y € C. A chain
Cis from a to bif AC = a and VC = b. A chain C is maximal in G C Q if C C G and G has no
larger chains.

Definition 4.4 Let < be a relation in Q@ and C' be a chain from a to b. Then
1) C is a lower (upper) <-chain, if it is a lower (upper) < -set.
2) C is a lower <-gap chain if each x € C\{a} has an immediate < -predecessor p, € C:
Pe # T, Pp L x and [py,x] N C = {ps, x}.

3) C is an upper <-gap chain if each x € C\{b} has an immediate <-successor s, € C"
T F Sz, T K Sy and [x,5,] N C ={z,s5}.

Lemma 4.5 Let G be a N-complete set in Q, C be a chain in G and b :=VC € G. Set a = NC.
(i)  There is a mazimal chain in G N [a,b] containing C.
(ii) If C is a mazimal chain in G N [a,b], it is A-complete. If G is complete, C' is complete.
(iii) (cf. Lemma 1.34 [G]) If C is a A-complete lower <-gap chain and b € C, then C' is complete.

Proof. (i) Apply Zorn’s Lemma to the set of all chains in G N [a, b] that contain C.

(ii) As C” is a chain in G N [a,b] containing C' and C' is maximal, C = C". If G is complete
then CV C GNla,b]. As CV is a chain containing C' and C' is maximal, C = CV. So C is complete.

(iii) For ' CC, I # {a}, let K ={reC:y<zforallyel'}. Asbe K, K # @. As C is
A-complete, d := AK € C. Thena < dand y < d forally € I'. Sod € K. As C is a lower <-gap
chain, there is an immediate <-predecessor p of d in C: C' N [p,d] = {p,d}. fy < pforall y € T,
then p € K and d = AK < p, a contradiction. Hence there is y € I' such that p <y <d. So y =d,
i.e., VI'=d € C. Thus C is V-complete. m

We shall now consider a particular type of extension of lower <-gap chains.
Definition 4.6 Let D be a chain, a = AD and b=VD € D. A chain C down-extends D if
C C[0,b] and D =CnNJa,b], i.e., C =DUE, where E is a chain in [0, a]. (4.2)

A chain D is a maximal down-extended lower <-gap chain (resp. lower <-chain), if there
does not exist another lower <-gap chain (resp. lower <-chain) that down-extends D.

Let @ =[0,1] C R. Then (Q, <) is a maximal chain, a maximal down-extended lower <-chain,
but not a lower <-gap chain. The set Qg ; of all rational numbers in [0,1] is a maximal down-
extended lower <-chain, but is neither a maximal lower <-chain, nor a lower <-gap chain. The set

{O}UQ[ 1] is a maximal down-extended lower <-chain but not a lower <-gap chain; 53[ 1] is a lower
27 27
<-chain but not maximal down-extended. The sets {0,1} and {0, 3,1} are maximal down-extended
lower <-gap chains and {%, 1} is a lower <-gap chain but not maximal down-extended.
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Proposition 4.7 Let G be a A-complete set in Q, let S be a complete, lower <-gap chain in G
and b := VG € S. Then there is a mazrimal down-extended complete, lower <-gap chain C in G
that

1) down-extends G and G N[, p] = {p}, where p =NC € C. (4.3)

If G is a lower <-set, there is a complete lower <-gap chain C in G such that N\G = NC =p and
VC =b.

Proof. Let I'g be the set of all complete, lower <-gap chains in G that down-extend S. It is
partially ordered by the inclusion ”down-extends”. Let € be a linearly ordered subset of I'g. Set
K=U,,Cand T = K U{AK}. Then T is a chain in G and it down-extends each D € , as

ceN

(4.2)

TN [AD,b] = (UpeoC) N [AD,b] = Up o (CN[AD, ) "= D.

ce

Let x € K and AK < z. Then x € D and AD < x for some D € Q. As D is a lower <-gap
chain, there is p € D such that p < x # p and D N [p,z] = {p, z}. By the above,

TN [p,z] =T N(AD,b] N [p,x]) = DNI[p,z] = {p z},

so that T is a lower <-gap chain in G that down-extends S.
To prove that T is A-complete, let E C T. If AK € E then AE = AK € T. If AK ¢ E, set
E,=CnNE for C € Q. As each C is complete, e:= AE, € C. If all e, lie in a chain D € Q then,

as D is complete,
5.4
AE (54)

If not then, for each D € Q, there is C' € Q such that ec ¢ D. Thus AC < e, < AD. Hence

Noea (NEp) = Noealo € D CT.

(54) A

ANK (AC) < Apeglo < Apeg AD = NK.

ceN ceN DeQ

Therefore AE = A e, = NK € T, so that T is A-complete. By Lemma 4.5(iii), 7" is complete.
Thus T € I'g and T is a supremum of €). By Zorn’s lemma, ['g has a maximal element — a complete,
lower <-gap chain C in G that down-extends S.

Set p = AC. As C'is complete, p € C C G. If x < p for some = € G, p # z, then CU{z} € I'g
and larger than C. As C' is maximal, such = does not exist. So G N [<,p] = {p}.

Let G be a lower <-set. If p % AG then there is z € G such that x # p and = < p which
contradicts (4.3). Hence p = AG. The chain S = {b} is a complete, lower <-gap chain in G
containing b. By (i) and the above argument, there is a complete, lower <-gap chain C in G that
down-extends S and p = AC = AG. m

Let v be an ordinal number. A set (JU>\)1<)\<7 in @ is a descending (respectively, an ascending)
< -series from a to b if

a1 K x) for X <, 3 = Axcp(zy) for limit ordinals 3, 1 =b, z, = q;
respectively, xy < zxy1 for A <, x5 = Vacg(xy) for limit ordinals 3, z1 =a, z, =b. (4.4)

Proposition 4.8 Let < € Rel(Q, <) and C be a complete chain in Q from a to b. Then
(i) C is an upper <-gap chain if and only if it is an ascending <K -series.

(ii) C is a lower <-gap chain if and only if it is a descending < -series.
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Proof. (i) Any ascending <-series (7));< A<y 18, clearly, a V-complete, upper <-gap chain. By
dual to Lemma 4.5(iii), it is complete. Conversely, let C' be a complete, upper <-gap chain from
a to b. Let @ # G # {b} be any subset of C. Then AG € C, as C' is complete, and AG # b. Hence
there is d € C such that [AG,d] N C' is a gap. So AG € G.

Suppose that, for some ordinal 5,

C=03UGg, GgNCsg = and V Cg < NG, (4.5)

where Cg = (o), 5 is an ascending <-series. Let G =% @. If there is ag such that 8 = ag + 1
then cq, is the largest element in Cz. As C' is an upper <-gap chain, take cg = cqo+1 equal to
an immediate <-successor of c,,. Clearly, cg belongs to Gg. If such o does not exist then 3 is a
limit ordinal. Set cg = AGpg. By the above, cg € Gg and ¢, < cg for all & < 5. In both cases,
extend Cp to the ascending <-series Cpgi1 = (Ca),<pyy and restrict Gg to G = G\ {cs}.
Then C = Cﬁ—i—l U GB-H'

Let v be a limit ordinal. Suppose that there are {Cg,Gg}, B < 7, satisfying (4.5). Set C =
Ug<~Cp and G, = Ng<,Gp. It is easy to see that C' = C, UG,, C;, NG, = @ and ¢ < g for all
c e C, and g € G, so that C,, < AG,. Thus {C,, G, } satisfies (4.5). Moreover, C, is an ascending
<-series. Thus, by transfinite induction, (4.5) holds for all ordinals. As C'is a set, find an ordinal
7 such that G, = @. Then C' = C, is an ascending <-series and b = VC' = a,. The proof of (ii) is
similar. m

For each < € Ref(Q), define the reflexive relations << and <* from Ref(Q):

a < bif a < b and there is a complete lower < -gap chain from a to b;

a <" b if a < b and there is a complete upper < -gap chain from a to b. (4.6)
If @ < b then {a, b} is a complete, lower and upper <-gap chain, i.e., a < b and a <" b. Thus
< C «%and <« C < (see (1.1)). (4.7)
Theorem 4.9 (i) Let < be a relation from Ref(Q). Then < and <" are orders,
< ¢ <= (<9 and L = Zz; <P C = (<) and K = < (4.8)

(ii) If < is a down-expanded order, < = <. If < is a dual T-order then < = <% = <°,
(iii) If < is an up-expanded order then < = <”. If < is a T-order then € = <* = <"P.

Proof. (i) Clearly, < and <* are transitive, so they are orders.

If a <! b then [a, b] is a complete lower <-set. Hence, by Proposition 4.7, there is a complete,
lower <-gap chain from a to b. Thus a << b, so that <© C <.

By (4.7), < C («9)?. Conversely, let a (<) b, a # b. Then there is a descending <*-
series (avoé)lgaSv such that 1 = b and x, = a. For each ordinal «a, z4y1 < 24, so that there
is a descending <-series (“aﬁ)lgﬁgw(a) such that uq1 = 2o and ugy(a) = Ta+1. Renumbering
Ut<a<y (uaﬁ)lgb’g’y(a) , we get a descending <-series (v));<,<s such that v1 = b and vs = a. This
shows that (<)Y C <. So («9)? = «“.

As <C <9 by (4.7), we have < C 2 by Proposition 4.1(iii).
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Let a < b. Suppose that z < b for some x € [a,b). By (4.6), there is a complete lower
& -gap chain C from x to b. Hence, by Definition 4.4, b has an immediate <-predecessor p € C"
a <z <p<band p < b. This contradicts a 2 b. So there is no z € [a,b) such that z <7 b, i.e., a
<?<1) b. Hence < c <?<1> whence < = <?<> which completes the proof of the first part of (4.8).

The proof of the first part of (4.8) is similar.

(ii) By (4.7), < € «“ . Let a < b. By (4.6) and Proposition 4.8, there is a descending <-series
(:L‘>\)19\§Y from a to b: xx11 < @y, Trp1 K @y for A <, x5 = Aycp(xy) for limit ordinals 3, 21 = b,
z, = a. Suppose that x) < b for some A\. Then z); < ) < b. As < is an order, x);1 < b. Let
f be a limit ordinal and z) < b for all A < 8. As < is down-expanded, 23 = Ay<g(z)) < b. By
transfinite induction, a = x, < b. Thus <9 C <« whence <« = <.

If < is a dual T-order, it is down-contiguous. Hence < C <!© by Proposition 4.3. By (4.8),
< C <« As < = <9, we have < = <° = <<

Part (iii) is proved by duality. m

Even if < is contiguous, the relations <* and < ¥ are not necessarily contiguous.

Example 4.10 Let @ = {0,a,b,1}, 0 < a <1, 0 < b < 1. Let < be a reflexive relation in @,
0<a<1and 0« 1. Then < is contiguous, while <* and < are not contiguous.

Indeed, 0 <” 1. However, [0,1] ¢ [«”,1] and [0,1] € [0,<"], since b € [0,1], 0 £”b and
b <" 1. Thus <” is not contiguous. Similarly, < is not contiguous. W

If, however, @) is a complete chain and < is contiguous then <* and << are contiguous.

Lemma 4.11 Let Q) be a complete chain. If < from Ref(Q) is up-contiguous then the relations
<, <7 are up-contiguous. If < is down-contiguous, <*, <9 are down-contiguous.

Proof. Let a <” b and let T be a complete upper <-gap chain from a to b. Then a € [<",b).
Let x € (a,b]. Set c=V{t € T: t <z} and ¢ = A{t € T:  <t}. As T is complete, ¢,/ € T and
¢ <z <. If there is r € T such that ¢ < r < ¢, then either < 7, or r < x, as @Q is a chain.
If z < r then ¢ < r, a contradiction. Similarly, the condition r < x gives a contradiction. Thus
[c, ], is a gap, so that ¢ = ¢, is the immediate <-successor of ¢ in 7.

Let < be up-contiguous. Then ¢ < ¢; and ¢ < x < ¢g imply © < ¢5. Hence {z} U {t € T
cs <t} is a complete upper <-gap chain from x to b. Thus z <” b and <” is up-contiguous.

If < is down-contiguous then ¢ < ¢ and ¢ < z < ¢, imply ¢ < x. Hence {t € T: t < ¢} U{z}
is a complete upper <-gap chain from a to x. Thus a <” x and <" is down-contiguous.

Similarly, if < be down-contiguous then <”, << are down-contiguous. m

By Theorem 4.9, if < is a down-expanded order then <“= « is down-expanded. If, however,
< is not down-expanded, < is not necessarily down-expanded even if ) is a complete chain.

Example 4.12 Let Q be a complete chain. If < is not down-expanded then << is not necessarily
down-expanded. If < is not up-expanded then < is not necessarily up-expanded.

Indeed, let @ = 0U {1}2° | be a subset of [0, 1] with usual order <. Then (Q, <) is a complete
chain. Let < be a reflexive relation in ) such that only % < 1forallm=1,2,... Then

< isanorder, < = < = <" and [«%1]=[<,1]={1/n}>2,.
Hence N[« 1] =0 ¢ [« 1]. Thus [«7, 1] is not A-complete. So <, < are not down-expanded.

Similar example shows that if < is not up-expanded, < is not necessarily up-expanded. W
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While a relation < may have neither <-radicals, nor dual <-radicals, the relation < always
has <®-radicals and the relation <“ always has dual <“-radicals in all [a,b] C Q.

Corollary 4.13 For < € Ref(Q), each interval [a,b] C Q has dual < -radicals and <" -radicals.

Proof. The chain S = {b} is a complete, lower <-gap chain in [a,b] containing b. It follows
from Proposition 4.7 that there is a complete, lower <-gap chain C in [a,b] that down-extends S
and [a,b] N [<,p] = {p}, where p = AC. Hence a < p << b and [a,p] N [<,p] = {p} by (2.3). By
(4.8), <= Zé. So a <?<'> p and p is a dual <“-radical in [a, b]. Similarly, <”-radicals exist. m

For the uniqueness of the radicals in Corollary 4.13 we need some extra conditions.

5 H-relations < and the corresponding <“ and <" relations.

We constructed above the relations <!, <", << and < . In this section we show that, if < is
an H-relation then <"P= < is an R-order; if < is a dual H-relation, <'°= < is a dual R-order.
The presence of upper (lower) <-chains effects the structure of lattices.

Proposition 5.1 Let < be a dual H-relation in Q. Let C be a N-complete, lower <-chain in a
N-complete set G C Q. Let b=VvC € C and a = NC. Then

(i) For each z € [0,b]\[0,al, there is ¢ € C such that z # c Nz and c N z < z.
In particular, the sets [0,b\[0,a] and [a,b] are lower < -sets.

(ii) Fach chain in [a,b] larger than C is a lower <-chain.

(iii) There is a mazimal chain S in G N a,b] containing C; it is a A-complete, lower <-chain.
If G is complete, S is complete.

Proof. (i) Let M ={ye€ C: z2<y}. Then M # @, asbe M. Let d = AM. Then z < d € C,
since C' is A-complete, and a < d, as z ¢ [0, a]. Hence there is ¢ € C such that d # ¢ < d. Then
c¢ M. By Lemma 3.1, c A z < d A z = z. Moreover, ¢ A\ z # z, since otherwise z < ¢ and ¢ € M.
Thus [0, 5]\ [0, a] is a lower <-set.

If z € [a,b] then ¢ A z € [a,b]. So [a,b] is a lower <-set.

(ii) Let D be a chain in [a,b], C € D and a # z € D\C. By (i), there is ¢ € C such that
z# cNz <z As D is achain, ¢ =cA z. Thus z # ¢ < z, so that D is a lower <-chain.

(iii) By Lemma 4.5, S exists and it is A-complete. If G is complete, S is complete. By (ii), S
is a lower <-chain. m

Let G be a A-complete set in Q and b := VG € G. It follows from Proposition 4.7 that,
for different complete, lower <-gap chains S in G containing b (for example, S = {b}), there
are maximal down-extended complete, lower <-gap chains Cg in G that down-extend S and the
elements p. . = ACyg satisfy (4.3). We will show now that if < is a dual H-relation then all Peg
coincide.

Theorem 5.2 Let G be a A-complete set in Q, b:= VG € G and < be a dual H-relation. Then
(i) There is a unique p € G satisfying G N [, p] = {p}.
(ii) If S is a complete, lower <-gap chain in G and b € S then p < AS. If p < AS, there is a
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mazimal down-extended complete lower <-gap chain C' C G down-extending S, p = NC'.
(iii) The following conditions are equivalent.

1) G is a lower <-set;

2) There is a A-complete, lower <-chain C in G from a to b and b € C;

3) There is a complete, lower <-gap chain S in G from a to b and b € S.

Proof. (i) and (ii). Let S and T be complete, lower <-gap chains in G containing b (for
example, S = {b}). By Proposition 4.7, there is a maximal down-extended complete, lower <-gap
chain C in G that down-extends S and p, = AC satisfies

Gn [<<apc] = {pc} (5'1)

Let D be another maximal down-extended complete, lower <-gap chain in G that either down-
extends S, or T. Set p, = AD. If p, ¢ [0,p,] then, as < is a dual H-relation, it follows from
Proposition 5.1(i) that there is z € D C G such that p, # z A p, < p, which contradicts (5.1).
Thus p, € [0,p,]. Similarly, p,, € [0,p,] whence p, =p,. Thus p, is uniquely defined.

(iii) As < is a dual H-relation, 2) = 1) follows from Proposition 5.1(i).

3) = 2) is evident. As G is a lower <-set, 1) = 3) follows from Proposition 4.7. m

The following corollary gives an analogue of Theorem 5.2(i) and (ii) for lower <-chains.

Corollary 5.3 Let G, b, < and p be as in Theorem 5.2. If T C G is a N-complete, lower <-chain
containing b then p < ANT. If p < AT, there is a mazximal down-extended N-complete lower < -chain
T in G from p to b that down-extends T and NT = p.

Proof. Set t = AT € T C G. As < is a dual H-relation, it follows from Theorem 5.2 (iii) that
there is a complete, lower <-gap chain S in G from ¢ to b. By Theorem 5.2(ii), p < ¢. If p < ¢ then
there is a complete, lower <-gap chain C' in G from p to b that down-extends S. Then T/ = C'N|p, ¢]
is a complete, lower <-gap chain from p to t. Hence 7 = T" U T is a A-complete, lower <-chain in
G from p to b that down-extends T. As AT = p, T can not be down-extended. So T is maximal
down-extended. m

The results analogous to Theorem 5.2 and Corollary 5.3 hold by duality for upper <-chains
and upper <-gap chains if < is an H-relation.
To refine the results of Theorem 4.9 for H-relations, we define for each a € (), the maps Y, Aq
on () by setting
Yo(z) =aVzand A, (z)=aAzforxz € Q. (5.2)

For G CQ,let Yo (G) ={Y,(z): 2 € G} and A, (G) = {Aq(x): x € G}. Then
Aa(AG) = A Ay (G) and Y, (VG) =V Y, (G). (5.3)

For example, A,(AG) < Aq(g) for g € G. So A(AG) < A Aq (G). Conversely, A (Lq(G)) < g
for g € G, so that A (Aq(G)) < AG. As A (Aq(G)) < a, we have A (Aq(G)) < Aq(AG). Thus
La(AG) = A g (G).

We also have (see [Sk, Theorem 1.4]) that

if G =UneaGqy then NG = A{AGy: a € A} and VG = V{VG,: a € A} (5.4)
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Proposition 5.4 Let < be a dual H-relation and let G, {Gqy}aca be N-complete lower <K -sets.
(i) For each a € Q, the set Aq(G) is a A-complete, lower < -set.

(ii) Let b= VG, € G, for all « € A. Then the A-completion (Uae AGa)” of UaeaGao (see (2.1))
is a lower < -set.

Proof. (i) Let A A4 (G) < Aq(g) for some g € G. Set By = {z € G: Aq (9) < Ao(2)}. Then
g € Ey and eg:= NE,; € G, as G is A-complete. Moreover, e, € E, and Aq(g) = Aq(eg), since

Kaleg) = Aa(AEy) B ANka(By)) = Kalg), a5 g € By and Aq (9) < Aa(2) for z € E,.

We have A4(AG) N Ao (G) < Aa(g) = Aa(eg) by above. As AG < ey, it follows that
NG < e4. As G is a lower <-set, there is h € G such that h < e¢; and h < e4. As e, is minimal
in Eg, Aq(h) # Xa(g). So Aq(h) < Aa(eg) = Aa(g). As < is a dual H-relation, A4(h) =aAh <
aleg= ha(eg) = Aa(g), i.e., Aq(h) is a <-predecessor of A4(g). Thus A4(G) is a lower <-set.

For N C Aq(G), there is M C G with N = A,(M). As G is A-complete, AM € G. Hence

AN = A Aq (M) (33 Ao(AM) € Aq(G). Thus A4(G) is A-complete.
(ii) Set K = UnpeaGo. Let o € K" be such that AK < z. Then z = AM for some M C K. Let
Fo = M NGy, Ny = Go\F, and ng = AN, for all « € A. Then K = (UyN,) UM and

(5.4)

NK (Mna: a€ A}) Ne = N{na ANzt a € A}.

If no Ao = x for all o, then AK = z — a contradiction. Thus ng Az < = for some 3. As N3 C G,
we have A Ay (Gg) = Ae(AGg) <ngAx <z Asx <be Gg, we have v = A,(b) € A.(Gg). By
(i), Az(Gg) is a A-complete, lower <-set. Hence there is u € Gg such that A, (u) < A;(b) and
Az(u) # Ag(b), ie, z £z ANu <<z Asz Au€ K, K" is a lower <-set. m

We will use Proposition 5.4 to prove the main results of this section.

Theorem 5.5 (i) Let < be a dual H-relation. Then
_> u
1) <9 = < is a dual R-order and L=<i= (Z<>)D = (Z<>) * is an R-order;

2) for each [a,b] C Q, there is a unique dual <“-radical p =p,,, such that a < p <.
Moreover, a < x < b implies x € [p,b].

(ii) Let < be an H-relation and [a,b] C Q. Then
<_
1) «* = <" is an R-order, and =< = (Z)q = (Z)lo is a dual R-order,

2) for each [a,b] C Q, there is a unique <”-radical v =t | such that a <t

Moreover, a <* x < b implies x € [a,].

[a,b

Proof. (i) 1) Let < be a dual H-relation. Firstly, let us show that < is down-expanded. Let
G = [« (] for some ¢ € Q. For each g € G\ {c}, G4 = {g,c} is a complete, lower < -set and
G = Ugeanycy Gy Hence G” is a A-complete, lower < “-set by Proposition 5.4. As A(G") = AG,
it follows from Theorem 5.2(iii) that there is a complete lower <“-gap chain C' in G such that
AC = AG and VC = c. Hence AG (<)% e. As < = (<9)? by Theorem 4.9, we have AG < c.
Thus [« ] is A-complete whence < is down-expanded.
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It follows from Theorem 5.2(iii) that [a, ] is a lower <-set (a <'° b (see Definition 4.2)) if and
only if a <9 b. Thus <* = <!° is down-expanded.

Let us now prove that Z<> is an H-order. Suppose that a Z<> b and a < ¢. Assume that
¢ <z <KbVecfor some z. As < is a dual H-relation, a < 2 Ab << (bVec)Ab=0b. Asa Z<> b, we
have £ Ab = b by (2.3). So b < z. Thus = bV c¢. From this we conclude that ¢ < bVe. It follows
from Lemma 3.1 that Z<> is an H-relation.

To show that < is an order, let a Zbv<Zcanda <z << c ByLemma3.l,a<xzAb<<cAb=b.
As a < b, we have from (2.3) that t Ab="0. Hence b< z < c. As b < ¢, we have from (2.3) that
z=c Thus a < ¢ by (2.3). So < is transitive. Thus < is an H-order.

Similarly, if <« is an H-relation, % is a dual H-order. Hence if < is a dual H-relation then

<—
(Z<>) is a dual H-order. By Proposition 4.3, <= (Z<>) whence < is a dual H-order. Combining
this with the fact that <9 = <!° is down-expanded, we get that <9 = <!© is a dual R-order.
By duality, < = «"P is an R-order, if < is an H-relation. Hence, as 2 is an H-order by

e s
above, (Z<>)[> = (Z<>)up. Therefore, since <!°= (Z<>) and <"P= (%) by Proposition 4.3,

—\ > —\up =X %
L)'= ("= <(<<)> =< =< (5.5)
N

By (4.7) and Proposition 4.1, <% C 2. By Proposition 4.3, <cC @ As <% = <, we have 2
C 2 C Z%. So < = Z%. By (5.5), <= (Z<>)I>. So, as Zis an H-order, (Z<>)D is an R-order by
above. Thus < is an R-order. The proof of 1) is complete.

2) As <7 is a dual R-order, it is a dual T-order. B}L)Theorem 24 ag)i (2.5), for each [a,b] C @
there is a unique dual <“-radical p € [a, b] such that a <™ p < b. As <7 = 2 by 1), a 2 p <90.

Let a <z < b. As <7 is a dual R-order, a < x Ap <*bAp=p by Lemma 3.1(ii). As a 2
p by above, we have from (2.3) that A p = p. Hence p < z.

The proof of part (ii) is similar. m

N

—~

The following corollary strengthens Theorem 2.5

Corollary 5.6 Let < be a dual H-relation. The following conditions are equivalent.
(i) < is a dual R-order. (i) <« =<7
(iii) < is an order and Apen (zn) < w1 for each descending <-series (o), cy-
(iv) For each [a,b] C Q, there is ¢ € [a,b] such that a Zc<h.
(v) Each [a,b] € Q has a unique dual < -radical.

Proof. (ii) = (i) As < is a dual H-relation, << is a dual R-order by Theorem 5.5. So < is a
dual R-order.

(i) = (iii). As zp41 < zp, for all n, and < is transitive, z, < x1. As < is down-expanded by
Definition 3.2, A (25),cn < 1.

(iii) = (ii). If a <7 b, there is a descending <-series (Ta)i<,<, With @ = 2y and b = zq. If
Tq < bfor some a, then x4 K x4 < bimplies 441 < b by transitivity of <. Hence all x4, < b.
If B is a limit ordinal and « is the previous limit ordinal then, zg = Apen(Tatn) < o < b. So
xg < b. Thus, by transfinite induction, a < b. So < = <.
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(i) = (iv). As dual R-orders are dual T-orders, it follows from Theorem 2.4 (ii) that each
a,b] C @ has a unique dual <-radical p: a Z<>p < b (see (2.5)). If p=a then a < b. If p # a, set
c=p. As p < b implies p < b, (iv) holds.

(iv) = (ii). Let a <9 b for a < b. If a & b then, by (iv), a < ¢ < b for some ¢ # a. On the
other hand, by Theorem 5.5, <= <!© . Thus, by Deﬁmtlon 4.2, [a,b] is a lower <-set, so that
there is d € [a, b] such that ¢ # d < ¢ which contradicts a < c. Thus a < b. So < C < . Hence
(4.7) implies < = <.

(i) = (v). As dual R-orders are dual T-orders, it follows from Theorem 2.5 that each [a,b] C Q
has a unique dual <«-radical.

(v) = (iv). If [a,b] € @ has a dual <-radical p then a Z<>p < b by (2.5). So (iv) holds. m

It should be noted that Amitsur [A-I] got some results equivalent to the implication (ii) < (iv).

By duality, the following results are equivalent for an H-relation <:
(i) < is an R-order; (ii) < = <%; (iii) Each [a,b] C @ has a unique <-radical.

If <« is an H-relation in @), it follows from Theorem 5.5 that < is an R—order and <<Z is a dual
R-order in Q. Hence each [a,b] C @ has a unique <”-radical and a unique dual << radical.

Similarly, if < is a dual H-relation in @, then << is a dual R—order and < is an R-order in Q.
So each [a,b] C @ has a unique dual <“-radical and a unique Zoradical.

Proposition 5.7 (i) Let < be an H-relation. Then, for each [a,b] C Q,
1) the <*-radical and the dual L-radical in [a, b] coincide;
2) if there exists a <-radical in |a,b], it coincides with the <*-radical.
(ii) Let < be a dual H-relation. Then, for each [a,b] C @,
1) the dual < -radical and the Z-radical in [a,b] coincide;
2) if there exists a dual <-radical in |a,b], it coincides with the dual < -radical.

Proof. (i) 1) By Theorem_>5 5(11) the <”-radical v satlsﬁes a <"t &b By (2.5), the dual
& radical p in [a, b] satisfy a & p ) By Pr0p031_t>10n 4.3, << = <"P . By Theorem 5.5, <"P =

<P as K 1s an H-relation, So << = <” . Hence a & p £ b turns into a <” p . Comparing it
to a < v < band taking into account the umqueness of the radicals, we get t = p.

2) If ¢, is the <-radical in [a,b] then a < t, &b As < C < by (4.7), a < ¢, & b. Since
(see (i) a <" ¢ & b, it follows from the uniqueness of the radical that t=1t¢,. m

For a subset F' C Ref(Q), define the relations <, ,.:= N < and < .:i=U < by

<K EF K €eF

a<, bifagbioral < in F; a <, bif a < b for some < in F. (5.6)

They belong to Ref(Q). In particular, for < and <, a (X< N <) b if and only if @ < b and a < b.
If <« is an H-relation and < is not an H-relation, then < N < is not necessarily an H-relation.

Lemma 5.8 Let < be an H-relation, let <, T be relations in Ref(Q) and < be stronger than C
(see (1.1)). If < N C is an H-relation then < N < is also an H-relation.
The same is true for dual H-relations.
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Proof. Let a (x N <) bfor a,b € Q. Then a < b and a < b. As < is stronger than C, we have
aC b By (5.6), a (XN )b Since < N C is an H-relation, a Ve (XK NC) bVefor all ¢c € Q, by
Definition 3.2. Hence a V¢ < bV ¢ by (5.6). As < is an H-relation, we also have a V¢ < bV c. So
aVe(<N<K)bVeby (5.6). Thus < N < is a H-relation (see Definition 3.2). m

For convenience, we summarize below some results about H-relations which will be used later.

Theorem 5.9 (i) Let < be an H-relation and a € Q. Then <* is an R-order and
1) t(a) = V[<®,a] is the <”-radical in [a,1], i.e., a <" t(a) <1
2) v(b) = t(a) for all b € [a,r(a)] — there is an ascending <K-series from b to v(a);
3) each b € [a,1]\[t(a), 1] has a <K-successor sp: b < sp # b; t(a) has no <K-successor.
(ii) Let < be a dual H-relation and b € Q. Then < is a dual R-order and
1) p(b) = A[<?,b] is the dual < -radical in [0,b] C Q, i.c., 0 L p(b) < b;
2) p(a) = p(b) for all a € [p(b),b] — there is a descending < -series from a to p(b);
3) each a € [0,b]\[0,p(b)] has a <K -predecessor p, <K a # pa; p(b) has no <K -predecessor.

Let @@ be a complete lattice. For a € @, set
o(a) = A[<,a] and s(a) = V[a, <]. (5.7)
Then if <« is an H-relation, we have

la,<] C [a,<"], so that s(a) < V]a,<"] ="t _,(a). (5.8)
If <« is a dual H-relation, we have
[<,a] C [«%a], sothat o(a) > A[<",a] "="p_.(a). (5.9)

A bijection 0: Q — Q' is an isomorphism if x <y < 6 (x) < 0 (y) for all z,y € Q. Then
0 (VG) =VO(G) and 0 (AG) = N (G) for each G C Q. (5.10)
Indeed, 6 (z ) <0 (VG),as iL‘ < VG for z € G. Thus VO (G) < 0 (VG). As 6~ is also an isomorphism,
VG = VO L (0(G)) < 071 (VO (G)). So 0(VG) < VO(VG). Hence 0 (VG) = VO (G). Similarly,
0 (ANG) = N0 (G).
Let 6 be an automorphism of Q. It preserves a relation < from Ref(Q) if
O(r) < 0(y) &z <y forall z,yeq. (5.11)

For z < y in @, 0 is an isomorphism from [z, y| onto [#(x),8(y)]. Clearly, [x,y] is a lower (upper)
<-set if and only if [0(x),0(y)] is a lower (upper) <-set. So x <!© y if and only if §(x) <'© 0(y),
and x <" 5 if and only if §(x) <" O(y). Thus 6 preserves the relations <! and <P,

Proposition 5.10 Let an automorphism 0 of Q preserve a relation < from Ref(Q).
(i) If < is an H-relation, 0 preserves <%; if < is a dual H-relation, 6 preserves << .
(ii) Let 6(a) = a for some a € Q. Then 0(o(a)) = o(a) and 6(s(a)) = s(a). Moreover,
1) if < is a T-order then 6(x(a)) = v(a); if it is a dual T-order then 0(p(a)) = p(a);
2) if < is an H-relation, 0(c_, (a)) = v_, (a); if it is a dual H-relation, 0(p_.(a)) = p_4(a).
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Proof. (i) follows, as 6 preserves <!° and <"P, and as <!°= <9, <™= <> by Theorem 5.5.
(ii) As @ and 6! are automorphisms, 0([<, a]) = [<,a] and 6([a, <]) = [a, <]. By (5.10),

0(o(a)) = O(A[<,a]) = A[<,a] = o(a) and §(s(a)) = 0(V]a,<]) = V]a, <] = s(a). (5.12)

By (2.7), s(a) = t(a) if < is a T-order. By (2.6), o(a) = p(a) if < is a dual T-order. So 1)
follows from (5.12). Part 2) follows from (i) and 1). =

6 Gap <; and continuity <, relations in complete lattices.

Definition 6.1 Let a < b in Q. We write a <g b if either a = b, or [a, b] is a gap.
We write a < b if either a = b, or there is a complete continuous chain C' from a to b : For
all x <y in C, there is z € C' such that x < z < y, i.e., C has no gaps.

The relations <4 and <. belong to Ref(Q)) and < is an order.
Proposition 6.2 A complete lattice Q has no gaps if and only if <, = <.

Proof. Clearly, if <, = < then @Q has no gaps. Conversely, let a < b. By Lemma 4.5, there is
a maximal complete chain C' from a to b. If C' is not continuous, there is a gap |z, y]c inC. As Q
has no gaps, there is z € Q, z ¢ C, with < z < y. Hence the chain C U {z} is larger than C, a
contradiction. Thus C' is continuous. So a <. b. Hence < C <. . As <, C <, wehave <, = <. m

Example 6.3 In general, the order <. is neither contiguous, nor expanded.
(i) Let Q = [0,1]U{a}, where [0,1] CR,0=0,1=1,aAt=0and aVt =1 fort € (0,1). Then
Q is a complete lattice and 0 <. 1. As a £, 1, we have [0,1] € [<.,1]. So < is not contiguous.
(i) Let @Qn, 2 < n, be the interval in R? from (£, 1) to (1,0). Let L = U32,Q,, and (z,y) < (u,v)

n’n
in L if they lie in the same @,, and < u. Then 1 = (1,0). Set @ = (0,0)UL and 0 = (0,0) < (z,y)
for all (z,y) € L. Then @ is a complete lattice, [<.,1] = L, 0 = A[<(,1] and 0 £, 1. So <. is not

expanded. W
We need now the following lemma.

Lemma 6.4 Let T be a complete chain from a to b. Let each t € T\{b} have an immediate
successor ts in T, i.e., [t,ts], = {t,ts} is a gap, and let C; be some complete chain from t to ts. Set
Cy = {b}. Then the chain C = UierCy is complete.

Proof. Let GC C. Fort € T,set Gy =GNCyand Y ={t € T: G; # }.

Let y = VY and ¢, = VG for t € Y. As T and all C; are complete, y € T and ¢; € C;. As
G = Uey Gy, we have from (5.4) that VG = V{¢: t € Y}. If y € Y then VG =¢, € C, C C. If
y¢Ythent <ts;<yforallt eV, as[t,ts], isagap. Soy=V{ts: t €Y} Ast < ¢ <t we have
y=VY <VG=V{c:t €Y} <V{ts: t €Y} =y. Hence VG =y € T C C. Thus C is V-complete.

Let z = AY and ¢+ = AG: for t € Y. As T and all C; are complete, z € T and g € C;.
As G = Uy Gy, we have from (5.4) that AG = A{g;: t € Y}. If 2 ¢ Y then z < ¢ for all
t €Y, and z = AY. As [z, 2], is a gap, we get a contradiction. Hence z € Y. Then G, # @ and
NG =NG, =g, € C, CC. Thus C'is A-complete. So C' is complete. m

Lemma 6.4 also holds if each t € T\ {a} has an immediate predecessor t, in T [t,,t], is a gap.
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Proposition 6.5 (i) <, = < = <} .
(ii) Each complete continuous chain from a to b in Q is mazimal in [a,b] .

Proof. (i) Let a <% b. Then there is a complete upper <.-gap chain 7" from a to b, i.e., each
t € T\{b} has an immediate <c-successor ts in T', t < ts. Then there is a complete continuous
chain C* from t to ¢s. By Lemma 6.4, C' = {b} U (U, C") is a complete chain from a to b.

If C' is not continuous, there are x < y in C such that [z,y], is a gap. Let ¢t € T' be such that
€ ON\{ts}. If y € C* then [z,y], = [z,y]_, is not a gap, as C* is continuous. If y ¢ C* then
y#tsand y € C¥, t <u € T. Hence x < t; <y. So [z,y], is not a gap. Thus C' is continuous and
a<cb. So <¢C <. Asalso <.C <% (see (4.7)), <= <% . Similarly, <= <, .

(ii) Let C be a complete continuous chain from a to b. If C' is not maximal, thereisu € Q, u ¢ C,
such that either z < uworu < zforeachz € C.Let c =V {z € C: z <u}andd =A{z € C: u < z}.
As C'is complete, ¢,d € C and ¢ < u < d. As C is continuous, there is z € C such that ¢ < z < d.
Hence either x < u, or u < x, a contradiction. Thus C is maximal. m

For a € @, we defined in (5.2) the maps Y, (x) =aV z and A, (x) = a Az for z € Q. Then
Yo () <Yq(y) and Ay (2) < Ao (y) if 2z <. (6.1)

For each G C @, its images Y, (G) and A, (G) satisty (5.3).
A complete lattice (Q, <) is modular if

Yohp = Ap Y, foralla <bin Q. (6.2)
This is equivalent to the condition that ) has no sublattice P order-isomorphic to a pentagon:
P={a,b,c,dje}, a<b<c<d a<e<d bVe=dand cAe=a. (6.3)

The lattice @ in Example 6.3(i) is not modular, as it contains pentagons {0, a,t,t',1} for 0 < t <
t' < 1.

Proposition 6.6 Let C be a complete chain from a to b in Q) and z € Q.
(i) A; (C) is a A-complete chain and Y , (C) is a V-complete chain.
(ii) Let Q be a modular complete lattice.
1) If [x,y] is a gap then a) either A, (x) = A. (y), or [A;(x), As (y)] is a gap;
b) either Y, (x) = Y. (y), or [Y.(x),Y.(y)] is a gap.
2) If C is continuous then the chains A, (C) and Y ,(C) are continuous.

Proof. (i) By (6.1), A, (C) is a chain from z A a to z A b. Let I' = A,(G) for some G C C. As
NG € C, we have A A, (G) = A,(AG) € A, (C) by (5.3). Thus A, (C) is A-complete. Similarly,
Y. (C) is V-complete.

(ii) 1) a) Let [z,y] be a gap and A, (z) # A, (y). Assume that A, (r) < u < A, (y) for some
u € Q. Then u < z and u < y. If u <z, then u < A, (z), a contradiction. Thus z < uVz <y. As
[x,y] isa gap, y=uVx. As u < z, it follows from (6.2) that

Ao (yY) =AYy (@) =Yy Az () =uV Ay () =u < Ay (y),

a contradiction. Thus [A, (z), A, (y)] is a gap. Similarly, we can prove b).
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2) Let C' be continuous. If A (C) is not continuous, [A;(2), A:(y)], _, is a gap for some z <y
in C. Then, for all £ € [z,y], either A, (&) = A, (x), or A, (&) = A, (y). Set K = {& € [z,y].:
Az (&) = A (@)}, u=VK, L={¢€[z,yl,: ,(§) = A.(y)} and v = AL. As C is complete,
u,v € [x,y],. As C is continuous, u = v.

Let u € K, so that A (u) = A, (z) and u < { for all £ € L. As (&) = A¢(2),

Y hs (4) = Ya hs (6) = Ya he (2) % e Yu (2) = €A Yal(2) < €.

Thus Y, A, (y) is a lower bound of L. Hence uV A;(y) = Yy Az (y) < u. So Ax(y) <wu. As A.(y) < z,
we have A.(y) < zAu= Ay(u) = A, (z), a contradiction. Similarly, we get a contradiction, if we
assume that v € L. Thus A (C) is continuous. Similarly, Y, (C) is continuous. m

Corollary 6.7 If Q) is modular then <4 is an HH-relation.

Proof. Let @ by be modular. If z <y y,  # v, then [z,y] is a gap. By Proposition 6.6(ii), for
each z € Q, either t Az =y Az, or [t Az, yAz]lisagap. Sox Az <gyA -z
Similarly, x V z <4 y V z. By Definition 3.2, <4 is an HH-relation. m

For each G C QQ and any z € Q,
V{izAz:2x€ G} <zA(VG)and 2V (AG) < AN{zVzx:zxe G} (6.4)
Consider the Join and Meet Infinite Distributive Identities (JID) and (MID)
2V (ANG)=MNMzVz:zeGland 2A (VG) =V{zAz: x € G} forall z€ Q and G C Q. (6.5)

For example, the lattice of all subsets of a set X with < = C, A = N and V = U has properties
(6.5), while the lattice of all closed subsets of a topological space X does not always have them.

If @ is a chain then conditions (6.5) hold. Note that a lattice @ satisfies (6.5) if and only if @
has a complete embedding into a complete boolean lattice (see [G, Theorem 166]).

Definition 6.8 A lattice @ has properties (JIDC) and (MIDC) if, respectively, the first and second
part of (6.5) holds for each chain G in Q.

The properties (JIDC) and (MIDC) are weaker than (JID) and (MID). In particular, they do
not imply that @ is distributive.

Lemma 6.9 Let Q have properties (JIDC) and (MIDC). If < is an HH-relation then
(i) < is an H-order and a dual R-order; (ii) < is an R-order and a dual H-order.

Proof. (i) By Proposition 5.5, < is a dual R-order. Let us prove that it is an H-order.

Let z € Q. If x < y then there is a complete lower <-gap chain 7" from y to x: each t € T\ {z}
has the immediate <-predecessor t, in T [t,,t]7 is a gap. Fix ¢t € T\ {z} and set S; = {s € T
2V s=2zVt} As T is complete, u! := AS; € T. By (6.5),

zVul =2V (AS;) =A{zVs: s€S;}=zVt, sothat u' € S;. (6.6)

Let u' # z. Then zV x # zVu' = 2V t, otherwise u' = z by (6.6). The element u' has the

immediate <-predecessor ué inT,ie., uz < ut. So zV ué < zVul =2 Vt, as < is an H-relation.
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As u; ¢ S, we have z V uﬁ) # 2Vt SozV u; is the immediate <-predecessor of zVt = z V u! in
Y, (T). Thus Y (T) is a lower <-gap chain from z V y to z V z.

By Proposition 6.6, Y.(7T) is a V-complete. Hence, by Lemma 4.5(iii), it is complete. Thus
zVx <% zVy,so that <9 is an H-order. The proof of part (ii) is similar. m

Theorem 6.10 If a modular lattice Q has properties (JIDC) and (MIDC) then <. is an RR-order
and Q is a union of disjoint sets each of which has no gaps.

Proof. Let z <, y and C be a complete continuous chain from z to y. Let z € Q. By Proposition
6.6, A, (C) is a A-complete, continuous chain from z Az to zAy. Let I' = A,(G) C A,(C) for some
G C C. Then VG € C, as C is complete and, by (6.5),

VIT=V A, (G)=V{zAg: g€ G} =2zAN(VG) € A, (C).

So A, (C) is V-complete. Thus A, (C) is complete, so that z A x <. z A y. Hence <, is a dual
H-order. Similarly, <. is an H-order. By Proposition 6.5, <. = < = <% . Thus, by Lemma 6.9,
<. is an RR-order.

By Theorem 2.12, Q = Uxe,[p(A), A], all [p(A), A], A € @, are mutually disjoint and <. = <
in each [p(\), A]. By Proposition 6.2, [p(\), A] has no gaps. m

As complete chains are modular lattices and have properties (JID) and (MID), we have

Corollary 6.11 Let @ be a complete chain. Then <4 is an HH-relation, <§ 1s an H-order and a
dual R-order, <E is an R-order and a dual H-order. The relation <. is an RR-order.

7 Maps and relations in lattices

In this section we study special subsets in complete lattices — enveloping and inscribing sets. In
particular, we consider the lattices Ref(Q) of relations and Map(Q) of all maps on a complete
lattice . We describe some of their enveloping and inscribing sets and construct the corresponding
radical maps.

7.1 Enveloping and inscribing sets in lattices, radical maps and topology

Recall that a subset L is a sublattice of (Q,<) if zVy, x Ay € L for all z,y € L. It is A-complete,
if AG € L; and V-complete, if VG € L for all G C L. It is complete if it is A- and V-complete.

On the other hand, L can be a lattice in its own right with respect to the restriction of < to L,
not being a sublattice of (). For example, the smallest element in L majorizing x,y € L may differ
from = V y. Denote it z V¥ 3. Similarly, we use the notation = A* y. A lattice L is VE-complete
if each G C L has the smallest element VFG in L majorizing all 2 € G. In general, VG < VEG.
Similarly, if L is AL-complete then ALG < AG. If L is VI~ and AL-complete, it is a complete lattice.

If L is a sublattice of Q then xVy =z V¥ y and 2 Ay = 2 ALy for 2,y € L. It is A-complete
(V-complete), if and only if AYG = AG (VIG = VG) for all G C L.

For a € Q and G C Q, write G < a (a < G), if a majorizes (minorizes) all x € G. Set

LG:{aeL:GSa}andLG:{aeL:agG}. (7.1)
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Lemma 7.1 (i) Let L be AL—complete. If L has the largest element, it is also va -complete, i.e., L
1s a complete lattice; and ViG = A"LE is the smallest in L° for all G C L.

(ii) Let L be N-complete and 1 € L. For G C Q, ALS = ALS is the smallest element in L°.

(iii) Let L C @ be Va -complete. If L has the smallest element, then L is also /\L—complete, i.e.,
L is a complete lattice, and NG = \/LLG is the largest in L, for all G C L.

(iv) Let L be V-complete and 0 € L. For G C Q, VFL, = VL, is the largest element in L.

Proof. Part (i) is proved in Lemma 34 [G]. The proof of (iii) is similar.

(ii) The set LE contains 1. As L is A-complete, it follows that h := ALY = AL® € L is the
largest element in () minorizing LS. As g < xforallge Gandx € LG, we have g < h. Thus
h e L and is the smallest element in L. The proof of part (iv) is similar. m

Definition 7.2 (cf. Definition 27 [G]) A set L in Q is enveloping (Cld in [G]) if, for each x € Q,
the set {l € L: © <1} has the smallest element T, so that x < T.
It is inscribing if, for each x € Q, the set {l € L: | <z} has the largest element x.

The following theorem refines Corollary 29 [G] and characterizes enveloping and inscribing sets
in terms of lattice operations.

Theorem 7.3 (i) For L C Q, the following conditions are equivalent.
1) L is enveloping;
2) L is N-complete and 1 € L;
3) L is a complete lattice, N\-complete and 1 € L;
4) For each G C Q, the set LY (see (7.1)) has the smallest element m,, and

mg = ANLE = ALY =VvE{T: 2 € G};  if G C L then m, = VEG. (7.2)

(ii) For N C @, the following conditions are equivalent.
1) N is inscribing;
2) N is V-complete and 0 € N,
3) N is a complete lattice, V-complete and 0 € N;
4) For each G C Q, the set Ng (see (7.1)) has the largest element n, and

n,=VVN, =VN, =A\"{z: € G}; if GC N thenn, =A"G.

Proof. (i) 1) = 2) As L is enveloping, 1 =1 € L. For G C L, let t = AG. As t < g for all
g € G, and t is the smallest element in L majorizing t,t <t < g.Sot <t < AG =t. Thust =t e L
and L is A-complete.

2) = 3) If L is A-complete and 1 € L, it is a complete lattice by Lemma 7.1(i).

3) = 4) Let G C Q. By Lemma 7.1(ii), ALL% exists, ALLE = AL and it is the smallest element
in LY. So m, = A'LE = ALY, 1f G C L then m_ = VLG by Lemma 7.1(i).

For each x € G, the set {I € L: x < I} majorizing x has the smallest element . As L is a
complete lattice, it has the smallest element s = VE{Z: z € G} majorizing all . Thus z < 7 < s
for all 2 € G. So s € LC.
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If y € L majorizes all x € G, then T < y for all z € G (by definition of Z), i.e., y majorizes all
T. Therefore s < y. Hence s is the smallest element in L majorizing all x € G, i.e., s is the smallest
element in LY. Thus s = =A'LE = ALG = vE{z: 2 € G}.

4) = 1) For each z € Q, take G = {z}.

The proof of (ii) is similar. m

Let {Lx}xea be subsets of ). Consider the set Ly = {x = {zx}rea: xx € Ly} and let

— v
Ly = {/\a: = A,_,x) forx € LA} and Ly = {\/m =V, _,x) for x € LA}. (7.3)

AEA AEA

Corollary 7.4 Let all {Ly}xca be enveloping and { Ny} e inscribing sets in Q). Then

(i) The sets NxepLly, f;\ and Uxep Ly are enveloping in Q.

v

(ii) The sets Unxea Ny, Nao and Nxepa Ny are inscribing in Q.

Proof. (i) All L are A-complete by Theorem 7.3. So Nyea Ly is A-complete. As 1 € L for all
A€ A, 1 €Nyerly. By Theorem 7.3, Nyep Ly is enveloping.

A
Let g € G C Lp. By (7.3), g = Axeagy for some {gx}ren € La, and

NG = N9 = Nyea (/\)\GAg)\)'

For A € A, set yx = A cq9x- As g < ga, we have A .9 < A o9n = Yr. So AG < A, yx- On the
other hand, as y) < gy for each g € G, we have A,_,yx < A, ,9n = g. Thus

AG < Ayqta <A AG, so that AG = A, Y.

rer Y gecd =

As all L)\ are A- complete by Theorem 7.3, all y\ € Ly. So {yx}rea € La and /\AGAyA € L. Hence

NG € LA Thus LA is A-complete and 1 € LA as 1 € L) for all \. By Theorem 7.3, LA is enveloping.
Now let G C Uxealy. Set Gy =GN Ly for A € A. Then AG) € Ly for all A € A. Hence

(5.4 4) (7.3)

{/\G,\},\EAELA and NG =AU,_,Gy)) = Nen (ANG)) € LA

AEA

So U, ., Ly is A-complete. As it contains 1, it is enveloping by Theorem 7.3.
Part (ii) can be proved similarly. m

A map g: Q — Q is called

a T-radical map if x < g(z) =g (g (z)) and g(zVy)=g(z)Vg(y), (7.4)
a dual T-radical map if g(g(x)) = g(z) <z and g(z Ay) =g (x) Ag(y) for z,y € Q.

T-radical maps are radical (see (2.13)). Indeed, if z < ythen g (z) < g(z)Vg(y) =g(xVy) =g (y).
Similarly, dual T-radical maps are dual radical maps.
For a map g: Q@ — @, we denote by Fix(g) the set of all g-fixed points:

Fix(g) ={z € Q: g(z) = x}.
For an enveloping set L and an inscribing set IV, define the maps f, and g, on @ by

f,ixeQ—T€Ll,and g, :z€Q—z€N. (7.5)
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Proposition 7.5 (i) 0: L — f1 is a bijection from the class of all enveloping sets in Q onto the
class of all radical maps on Q. Its inverse 6~1: g Fix (g). Moreover, L = Fix(fL) and g = Jrix(g)-

(ii) 0 is a bijection from the class of all enveloping sublattices of Q onto the class of all T-radical
maps on Q.

(iii) ¢: N — g, is a bijection from the class of all inscribing sets in Q onto the class of all dual
radical maps on Q. Its inverse ¢~ 1: f s Fix(f). Moreover, N = Fix(g,) and f = Jrin(p)-

(iv) ¢ is a bijection from the class of all inscribing sublattices of QQ onto the class of all dual
T-radical maps on Q.

Proof. Part (i) was proved in [G, Lemma 28|. The proof of (iii) is similar.
(ii) Let L be an enveloping sublattice of Q. Set f = fr. By (i), f is a radical map. Hence, for
z,y €@,z < f(z) < flxVy) andy < f(y) < fxVy). SoxVy < f(z)V f(y) < flzVy). Thus

fl@vy) < f(f(@)V fly) < f(f@Vy) = f(zVy), sothat fxVy)=f(f(z)V f(y) As Lis a
sublattice, f(x)V f(y) € L = Fix(f). Hence f(x Vy) = f(z)V f(y). Thus f is a T-radical map.

Conversely, let g be a T-radical map. By (i), Fix(g) is an enveloping set. By Theorem 7.3,
Fix(g) is A-complete. If z,y € Fix(g) then g(zVy) = g(x) Vg(y) = xVy. So Fix(g) is an enveloping
sublattice of @ which completes the proof of (ii). Part (iv) can be proved similarly. m

Consider the following link between T-radical maps and topology. For a set X, the set P(X) of
all subsets of X is a complete lattice with order < =C,0=92,1=X, A=Nand VvV = U.

For a topological space (X, T), denote by 7°P the V-complete sublattice of all open subsets in
P(X) and by 7 the A-complete sublattice of all closed subsets in P(X).

Proposition 7.6 (i) Let (X, 7) be a topological space and Q =P (X).

1) If f: Q — @ maps each G € Q into its T-closure then f is a T-radical map.

2) If g: Q@ — Q maps each G € Q into its T-interior then g is a dual T-radical map.

(ii) Let X be a set and Q =P (X). Let f: Q — Q be a map.

1) If f is a T-radical map and f (@) = @, then (X, ) with 7% = {f (G): G € Q} is a topological
space.

2) If f is a dual T-radical map and f(X) = X, then (X,7) with °? = {f(G): G € Q} is a
topological space.

Proof. (i) 1) For G € Q, its 7-closure f(G) = N{F er%: GCF} € 7. Hence G C
f(G) = f(f(@)). Let K € Q. As 7% is a sublattice of Q, GUK C f(G)U f(K) € 7¢\. Hence
f(GUK)C f(G)U f(K)C f(GUK). Thus f(GUK) = f(G)U f (K), so that f is a T-radical
map. Part 2) follows from duality.

(ii)) 1) Let L = Fix(f) = {G € Q: f(G) = G}. Then L = {f(G): G € Q}. By Proposition
7.5, L is an enveloping sublattice. By Theorem 7.3, it is N-complete. By (7.4), f(G) U f(K) =
f(GUK) € L for G,K € Q. Hence L is a N-complete sublattice of Q. As X C f(X) C X by (7.4),
X=f(X)€eL. As f(@) =9, D € L. Then L = 7 for some topology 7 in X. Part 2) follows
from duality. m
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7.2 Enveloping and inscribing sets in Ref(Q)

For a complete lattice (@, <), Ref(Q) is also a complete lattice with the order C (see (1.1)). For a
subset F' C Ref(Q), the relations AF = <, .:= N < and VF = <= U < are defined
n (5.6). Consider the following subsets of Ref(Q):

<K EF < €EF

Ly = {all H-relations in Ref (Q)}, Lgu = {all dual H-relations in Ref(Q)},
L. = {all up-contiguous < in Ref(Q)}, Lq. = {all down-contiguous < in Ref(Q)},
L, = {all up-expanded < in Ref(Q)}, Lge = {all down-expanded < in Ref(Q)},
L, ={< inRef(Q): « = <"}, Li={< inRef(Q): <« = «“}.

Theorem 7.7 (i) The sets Ly, L, Luc, Lac are inscribing and enveloping sublattices of Ref (Q).
(ii) The sets Ly, Ly, Lye, Lge and the set L, of all orders are enveloping in Ref (Q).

Proof. (i) Let FF C L. If a <, b (see (5.6)) then a < b for all < in F. As all < are
H-relations, a Vo < bV x for all x € Q. Hence aVz <, bV 2. So AF is an H-relation. Let
now a <, b (see (5.6)). Then a < b for some < in F, and a Vx < bV z for all z € Q. Hence
aVzx<L,,bVe SoVF is an H-relation. Thus L, is complete. As 0,1 € L, L, is an inscribing
and enveloping lattice by Theorem 7.3. The proof for L, is similar.

Let FF C Lyc. If a <, bthen a < b for all < in F. So

la, <, ] =N pla, <] and [, ,,b] =N (<, b]. (7.6)

T ' 'x¥eF

As all < are up-contiguous, [a,b] C [<,b] for all < in F. By (7.6), [a,b] C [<,,b]. So AF is
up-contiguous. Let now a <, b. Then ¢ < b for some < in F'. Hence [a,b] C [<,b]. Thus
[a,b] C [, ,b]. So VF is up-contiguous. Thus L. is complete. As 1 and 0 are up-contiguous,
Ly is an inscribing and enveloping lattice by Theorem 7.3. The proof for Lg. is similar.

(ii) For F' C Ly, let a <7 b. By (4.6), there is a complete, upper <, .-gap chain C' from a to b,
i.e., each x € C\{b} has an immediate <, ,-successor s;: ¢ <, Sy and [z, s;] N C = {z,s,}. By
(5.6), * < s for all < in F. So s, is an immediate <-successor of z in C. Thus C' is a complete,
upper <-gap chain for all < in F', i.e., a <* b. As K =<", a < b for all < in F. Hence a <, , b.
So < is stronger than <, .. By (4.7), <, is stronger than <" . Hence <* = <, . Thus L
is A-complete. As 1 € L, L is enveloping by Theorem 7.3. The proof for L, is similar.

For FF C Ly and a € Q, let G C [a,<,.]. By (7.6), G C [a,<] for all < in F. As all < are
up-expanded, VG € [a, <] for all € in F. Hence VG € [a, <, .]. So <, ,, is up-expanded. Thus Ly
is A-complete. As 1 € Ly, Lye is enveloping by Theorem 7.3. The proof for Lge is similar.

For FF C Ly, let a <, b <, ¢. Then a < b < ¢ for all < in F, whence a < ¢. So a <, . c.
Thus <, . is an order. Thus L, is A-complete. As 1 € L,, L, is enveloping by Theorem 7.3. m

Corollary 7.8 The sets of all T-orders, of all dual T-orders, of all R-orders, of all dual R-orders
are enveloping in Ref(Q).

Proof. By Definition 2.3, the set of all T-orders is the intersection of L,Lyc, Lye which are
enveloping. So it is enveloping by Corollary 7.4. The rest of the proof is similar. m

By Proposition 7.5, there is a bijection between enveloping sets L and radical maps fr. It is,
however, often difficult to determine the action of fr,. Below we do it for some sets in Ref(Q).
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Lemma 7.9 The radical maps fr., fr, on Ref(Q) act by fr.: < — < and fr: < — <.

Proof. Set g: < — <” . Then g(9(<)) = («*)” 1) o g9(<) D < . It is easy to check that

< C < implies g(«) = <"C <= g(<), as each complete upper <-gap chain is also a complete
upper <-gap chain. Thus (2.13) holds. So g is a radical map from Ref(Q) onto L. As Fix(g) = L,
we have from Proposition 7.5 that g = fpix(g) = fr,. The proof for fr, is similar. m

As Ly and Lgg are inscribing and enveloping sublattices of Ref(Q), the maps fLH and deH
are T-radical, and g, and g, _ (see (7.5)) are dual T-radical. We describe their action below.

Proposition 7.10 (i) Set <,=g, (K). Thena <, bifaVva <bVz forallz € Q.
(ii) Set <,= g, ). Thena <, bifaNz <bAx forall z € Q.
(iii) Set <,= . ). Then a <, b if there are © < y such that x < a and b=aV y.
(iv) Set <,= [, ., (K). Then a <, b if there are ¥ <y such that a =bAx and b < y.

(<
(<

Proof. (i) By Lemma 3.1, <, is an H-relation. Set z = 0. We get that <, stronger than <:
<, € <. If an H-relation < is stronger than <, a < b implies a Vax < bV z for all z € @), so that
aVz <bVz Thus a <, b. So < is stronger than <,: < C <, . Hence <, is the largest H-relation
minorizing < . By Definition 7.2 and (7.5), g, (<) = <, . The proof of (ii) is similar.

(iii) Let a <, b. Then there are

x,y € Q such that x <y, x <aand b=aVy. (7.7)

Forze@,z<aVzandbVz=(aVy)Vz=(aVz)Vy. Hence (aV z) <, (bV z). Thus <, is an
H-relation by Lemma 3.1. It majorizes < (< C <,), as a < b implies a <, b (set x = a, y = b).

Let an H-relation < majorize < (< C <). If @ <, b then (7.7) holds. As z < y and < C <, we
have < y. As < is an H-relation, it follows from (7.7) that a = (a V z) < (a V y) = b. Thus <, is
stronger than <: <, € <. Hence <, is the smallest H-relation majorizing <, i.e., <, = fr4 (K).
The proof of (iv) is similar. m

For each < in Ref(Q), define the relations <. and <4, as follows:

a <y b if and only if there is ¢ € @ satisfying ¢ < b and a € [c, b]; (7.8)
a <gc b if and only if there is ¢ € @ such that ¢ < ¢ and b € [a, .

Proposition 7.11 For each < in Ref(Q), <ue = f,, (<) and <qc = f,,, ().

Proof. If a <y b then € [¢,b] for « € [a,b]. Then, by (7.8), x <y b. Hence [a,b] C [Kyc, b].
So (see Definition 2.1) <y is up-contiguous.

If a < bthen a <y b (set ¢ =a in (7.8)). So <y majorizes K (K C <y see (1.1)).

Let an up-contiguous relation < majorize < (< C <). If a <y b then ¢ < b and a € [c, b] for
some ¢ € Q. Hence ¢ < b. As < is up-contiguous, [c, b] C [<,b], so that a < b. Thus <, is stronger
than < . So <y is the smallest element of Ly majorizing <, i.e., <uc= f, (<). The equality
fry (K) = < is proved similarly. m
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7.3 Enveloping and inscribing sets of maps on lattices

For a complete lattice (@, <), denote by Map(Q) the set of all maps @ — Q. For f,g € Map(Q),
gS fifg(z) < f(x) forall z € Q; and set Oyap: @ — 0 and Iyjap: =+ 1. (7.9)
Then (Map (@), <) is a complete lattice and, for each G C Map(Q),

(VG) (z) = Vieaf (z) and (AG) (z) = Neat (x). (7.10)

Let Rad, and dRad,, be the sets of all radical and dual radical maps, respectively, on @ (we
write Rad and dRad). They are partially ordered with respect to the order <,

ORad: ¢ — x and 1raq = Imap: = — 1 for all z € Q;
0dRad = OMap3 x — 0 and 14rag = Oraq: * — x for all z € Q.

Lemma 7.12 (i) Let f and g be radical maps in Q. The following conditions are equivalent:

Dgsfi 2 fg@)=f(x) forallze@; 3)Fix(f) € Fix(g).
(ii) For G C Rad, the set NgegFix (g) is enveloping.

Proof. (i) 1) = 2) Let z € Q. By (2.13), z < g(z) < f(x), so that f(z) < f(g(z)) <
F(f @) = £ (2). Thus f(g(2)) = f (2).

2) = 3) If x € Fix(f) then, by (2.13), x < g(z) < f(g9(x)) = f(x) = x. So g(v) = x and
Fix(f) C Fix(g).

3) = 1) For all x € Q, f(x) € Fix(f) C Fix(g). So, by (2.13), g () < g(f (z)) = f (x).

(ii) By Proposition 7.5, Fix(g) are enveloping sets for g € G. So NyecFix(g) is enveloping by
Corollary 7.4. =

Theorem 7.13 (i) Rad is an enveloping set in Map(Q).
(ii) For G C Rad, set h = VR2G and g = AG. Then b, g € Rad, Fix (h) = NyegFix (g),

Fix (g) = (UyecFix (9)) UK, where K, = {{,}gcc: x4 € Fix(g)} (see (7.3)). (7.11)
The set Fix (g) is the smallest enveloping set in Q containing UgecFix(g).

Proof. (i) For G C Rad, set v = AG € Map(Q). As x < f(z) for all z € Q, f € G by (2.13),
we have x < y(z) < f(x) by (7.10). From this and (2.13) it follows that for all x € Q,

V(@) <v(v(2) < fy (2) < f(f(2) = f(z) for all feG.

Hence v(z) < y(v()) < Ao f () = y(z). Thus x < y(x) = y(y(x)) for all x € Q.

Let z <y. Then f(z) < f(y) for all f € G. Hence v (z) = A, f () < Ao f (y) =7 (y). Thus
7 € Rad. So Rad is A-complete. As 1y, € Rad, Rad is an enveloping set by Theorem 7.3.

(ii) As Rad is enveloping, it is complete and A-complete by Theorem 7.3. Thus b, g € Rad.

By Lemma 7.12, L := NyecFix(g) is enveloping. By Proposition 7.5, L = Fix(fr) for some
radical map fr. As Fix(fr) C Fix(g) for all g € G, g < fr by Lemma 7.12. As b is the smallest
radical map majorizing all ¢ € G, g < h < fr. So, by Lemma 7.12, L = Fix(fr) C Fix(h) C
N,ecFix(g9) = L. Thus Fix(h) = L =N Fix(g) .
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As g € Rad, it is the largest radical map minorizing all ¢ € G. Hence, by Proposition 7.5
and Lemma 7.12, Fix(g) is an enveloping set in @ and F' := U, . Fix(g) C Fix(g). Let S be an
enveloping set such that ' C S. Then S = Fix(fg) for a radical map fg, and fg < g for g € G.
Hence fg < g, so that Fix(g) € S. Thus Fix(g) is the smallest enveloping set containing F'.

Let R = F U f(; (see (7.3) and (7.11)). By Corollary 7.4, R is enveloping. Hence, as above,
F C Fix(g) € R. For v = {rg} € K, Az = A, ;74 € I/(; and Az < x4 for all ¢ € G. Hence
g (A1) < g(zg) = 74, as Fix(g) C Fix(g). So g(Az) < A, s7g = Az. As g is radical g (Az) = Az.
Thus Az € Fix(g), so that K, C Fix(g). Hence R = F UK, C Fix(g) C R. So R = Fix(g). w

By duality, similarly to Theorem 7.13, we get

Theorem 7.14 (i) dRad is an inscribing set in Map(Q).
(ii) For each G C dRad, we have Fix (AR*G) = UycaFix (g) and

Y%
Fix (VG) = (NgecFix (9)) N K, where K, = {{z4}4eq: x4 € Fix(9)}
(see (7.3)). The set Fix (VG) is the largest inscribing set in Q contained in NgecFix(g).

The subset T of Rad of all T-radical maps on @ is partially ordered with respect to < . It has
the smallest element 07 = Oraq: * + x, and the largest element 17 = Iyjap: = — 1.

Theorem 7.15 (i) T is a complete lattice, i.e., VT G and AT G exist for each G C T. Moreover,
(a) VTG = VRAG = A\TTY (see (7.1)) is the smallest element in T ;
(b) ATG = VT T, (see (7.1)) is the largest element in T;
(c)

(ii) 7 is an inscribing sublattice of Rad,,.

Fix (/\TG) is the smallest enveloping sublattice of Q@ containing UgecFix (g).

Proof. (i) Let G C 7. By Theorem 7.13, there is h = VEG in Rad, and L := Fix(h) =
N,ecFix(g) is enveloping in Q. As each g € G is T-radical, Fix(g) is a sublattice of Q). Hence L is
an enveloping sublattice of (). By Proposition 7.5, h a T-radical map. As b is the smallest radical
map majorizing all g € G, it is also the smallest T-radical map majorizing all g € G, i.e., h = Ve
Thus 7 is \/T—complete and V' G = vRadg,

As 0. is the smallest element in 7, it follows from Lemma 7.1(iii) that 7 is a complete lattice
and n: = ATG = \/T’TG is the largest element in 7, (see (7.1)). As T is a complete lattice, Lemma
7.1(i) implies that V7 G = ATT® is the smallest in 7. This completes the proof of (a) and (b).

(¢) As n is T-radical, Fix(n) is an enveloping sublattice of @ by Proposition 7.5. As n < g for
all g € G, Fix(n) contains UgegFix(g) by Lemma 7.12. If U _.Fix(g) € L for some enveloping
sublattice L, then L = Fix(fr) for a T-radical map fr. By Lemma 7.12, f;, < g for g € G. Hence
fr < n, as n is the largest T-radical map minorizing all g € G. By Lemma 7.12, Fix(n) C L.

(ii) By Theorem 7.13, Rad, is a complete lattice. As VvIiG = vRG for al G C T, T is a
vRad_complete sublattice of Rad. As 0, €T, T is inscribing in Rad by Theorem 7.3. m
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7.4 Transfinite extensions of relations

For f,g € Map(Q), their superposition go f is defined by (go f)(x) = g(f(x)). If ¢ is a radical map
then f < go f. If f, g are radical then go f is radical. Consider the following process of transfinite
superposition that has wide applications in the theory of radicals of rings and algebras.

Let G C Rad. For an interval [1,7] of ordinals, the set (ha);<,<, in Rad is an ascending
superposition G-series if

hi € G, hat1 = g® o hy for each a € [1,7) and some g% € G,
hg =V, _zha for each limit ordinal 3 (cf. (4.4)). (7.12)
If gohy = h, for all g € G, then the series is mazimal. (7.13)

Let Oraq ¢ G. As all g € G are radical maps, hq41 is larger than h, for all . So the cardinality of
(ha)r< a<~ 18 1ot larger than the cardinality of Rad. Thus each G-series extends to a maximal one.

Proposition 7.16 Let G C Rad and L =N ,Fix(g). Then L is an enveloping set. Moreover,

(i) for each mazimal ascending superposition G-series (ha),<., »
f, = h, = VR*G c Rad, hy, =goh, forall g € G and Fix(h,) = L;

(i) 4f f is a radical map and go f = f for all g € G, then h, < f;
(ili) if ¢ <y € L then hy(x) < y.

Proof. (i) Set h = VEadG. By Theorem 7.13, h € Rad and Fix(h) = L. As (ha),

1<a<y 18
maximal, hy = go hy for all g € G. So hy (z) = g(hy (x)) € L for all z € Q. Hence h~(Q) C L and
Fix(hy) C L.

If z€ Lthen g(2) =zforallge G. As hy € G, hy(z) = z and, by induction, hs (2) = z,...,

hy (2) = z. Thus L C Fix(h,). Hence L = Fix(h) and hy(h(x )) hy(zx) for all z € Q.

As x < g(x) forallxGQandgeG,wehavexghl( ) < ha () ... By induction, = < h(z) =
hy(hy(z)). If 2z <y then, similarly by induction, h, () < h, (y). So hy € Rad. As Fix(h) = L =
Fix(h,), we have h = h, = f, by Lemma 7.12 and Proposition 7.5.

(ii) Let f be a radical map and go f = f forall g € G. As x < f(x) for all z € Q, g(x) <

g(f(z)) = f(x) for all g € G. Thus h; < f. Similarly, we prove by induction that hy S f.

(ili) As hy is a radical map, h(z) < h,(y) by (2.13), and hy(y) =y by (i). m

By Proposition 7.16, the radical map f; = VR*G = hy for L = NgegFix(g), is obtained ”step
by step” via maximal ascending superposition G-series. Note that, if for some < in Ref(Q),

9(«) = < forall g € G, then < belongs to L and f1(K) = <. (7.14)

By Theorem 7.7, Lyc, Lac, Lue, Lde, Lo are enveloping sets in Ref(Q). So, by Proposition 7.5,

Jrues deC, Jrues dee, [, are radical maps. Set G = {fLuc,deC,fLuc,dee,fLo}. By Corollary 7.4,
L = Lyc N Lgc N Lue N Lge N Lo = N, Fix(g) is enveloping. As above, f = vRadg — h~ for any
maximal ascending superposition G-series (ha);<,<., (see (7.12)). Set

< = hy(<) = fr(K) for < from Ref(Q). (7.15)
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Proposition 7.17 For each < from Ref(Q), < is the smallest TT-order majorizing < .

Proof. By Proposition 7.16, hy € Radg,, and hy, = gohy for all g € G. Hence 9(L) =
g(h (<)) = hy(<K) = < for all g € G. So, by (7.14), < belongs to L, so that it is an up- and
down-contiguous, and up- and down-expanded order, i.e., it is an TT-order.

If < is a TT-order then it is contiguous and expanded (see Definition 2.3). So < belongs to
L = NgegFix(g). Thus g(<) = < for all g € G. If < C < (see (1.1)) then < = hy (<) C < by
Proposition 7.16(iii). m

By Theorem 7.7, Ly, L, are enveloping sets in Ref(Q). Hence Gnq = {fLD,qu} consists of
radical maps, so that L.q = Ly, N Ly is enveloping. The radical map f; = VR24G,. is obtained by
constructing a maximal ascending superposition Gy-series (ha)1§ a<ny (see (7.12)) and f, = = h,.
For <« from Ref(Q), set

< =hy(<K) = [, (). (7.16)

Example 7.18 The relation < in QQ can be neither contiguous, nor expanded. Indeed,
1) Let @ ={0,a,1}, 0 <a <1 and 0 < 1. Then € = < is not contiguous.
2) Let @ and < be as in Example 4.12. Then € = < is not expanded.

Proposition 7.19 (i) € = € = <" and < is the smallest of all relations < satisfying < C <
— P 9

(i) € C <; if L is a TT-order then < = <.

(iii) If < is an expanded order then < = < .

(iv) Let Q be a chain. If < is up- or down-contiguous, < is up- or down-contiguous, respectively.

Proof. The proof of (i) is the same as in Proposition 7.17.

(ii) As < is a TT-order, < C < = < = < by Theorem 4.9. Hence € C < by (i).

By Proposition 7.17, < is the smallest TT-order majorizing < . So, if € is a TT-order then
CCXZ Thus < = <.

(iii) If < is an expanded order, it follows from Theorem 4.9 that < = <“= <" . Thus g(<K) =
< for all g € Gpq. By (7.14), € = hy(K) = <.

(iv) If @ is a chain then, by Lemma 4.11, if < is up-contiguous, the relations << and <* are
up-contiguous. By induction, < is up-contiguous. The down-contiguous case is similar. m

By Proposition 7.19, € C <. Below we consider the case when they coincide.

Proposition 7.20 Let () have properties (JIDC) and (MIDC) (see Definition 6.8). If < is an
HH-relation then < = < is an RR-order.

Proof. Let Q have properties (JIDC) and (MIDC) and let Gsrq = {f,_, [} By Lemma 7.9,
the radical maps f, _, f, on Qact by f, (<) =<"and f, (<) = <. Let < be an HH-relation.
By Lemma 6.9, << is an H-order and a dual R-order, and <* is an R-order and a dual H-order.
So f, (K) = <% and f, (<) = <" are HH-orders.

Let (ha)1§ a<ny be a maximal ascending superposition Gyo-series Set <,= ho(<K). If <, is an
HH-order, then <41 is either f, (<q), or f, (<q), so that it is an HH-order by above.
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712, ho(<K) =V

Let 3 be a limit ordinal. By (7.12), <g= hg(<) ach acp Ka - Ifa<pbin
@, it follows from (5.6) that a <, b for some a < 8. As <, is an HH-order, a A z <, b A z and
aVz <, bVzforall z € Q. Hence, by (5.6), aANz <gbAzand aVz<gbVz Thus <g is an
HH-order. So, by induction, < = h, (<) is an HH-order.

By (7.13), <" = [, (<) = [,,((K) = hy(<) =R and < = [, (L) = f,, (1,(K)) =
hy(<) = <. Then, by Corollary 5.6, < is an RR-order. So < is a TT-order. By Proposition
719, L =<. m

Corollary 7.21 Let a modular complete lattice ) have properties (JIDC) and (MIDC) (in partic-
ular, Q is a complete chain). Let <y and <. be the relations in Q) defined in Definition 6.1. Then
<g = <~g and <.= <. = <. are RR-orders.

Proof. By Corollary 6.7, <4 is an HH-relation, as () is modular. Since () has properties
(JIDC) and (MIDC), Proposition 7.20 implies that <; = <4 is an RR-order.

By Theorem 6.10, <, is an RR-~order, as ) is modular and has properties (JIDC) and (MIDC).
Hence <. = < = <% by Corollary 5.6. So <.= <, by (7.14). It also follows from Proposition 7.20
that €, = <. ®

Problem 7.22 Let a modular lattice do not have properties (JIDC) and (MIDC). Will <; = <,
and <.= <, = <.? Will they still be RR-orders?

Let < belong to Ref(Q). We say that a chain C in Q is complete <-gap dense if,
for all z < w in C there are u < v in [z, w], such that [u,v], is a gap in C. (7.17)
Consider the following reflexive relation <, q on Q: for a < b, we write
a Kg.q b if there is a complete < -gap dense chain from a to b. (7.18)

Example 7.23 The relation <g.q in Q) can be neither contiguous, nor expanded. Indeed,

1) Let Q@ = {0,a,b,1}, 0 < a < 1,0 < b < 1. Let < be a reflexive order in @ such that
0 < a < 1. Then <z q= < and 0 <zq 1. However [0,1] ¢ [<g.q,1]. So Kgq is not contiguous.

2) Let < be the relation considered in Example 4.12. Then <, 4= < is not expanded. W

Note that <4 is an order. Each complete upper (lower) <-gap chain is <-gap dense.
The proof of the following lemma is evident.

Lemma 7.24 Let T be a chain from a to b such that each t € T\{b} has an immediate successor
ts in T, i.e., [t,ts], = {t,ts} is a gap in T. Let < belong to Ref(Q) and suppose that, for each
t € TN{b}, there is a <-gap dense chain Cy in Q from t to ts. Set C, = {b}. Then the chain
C = UterCy is <-gap dense.

Corollary 7.25 (i) For each < from Ref(Q), < C <g.q= (Kg-d)” = (Kg-d)*. 50 Lgod = Kgod-
(ii) For each < from Ref(Q), € C <g.q -
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Proof. (i) Clearly, < C <44 and <gq is an order. Set < = <zq . If a <" b then there is a
complete upper <-gap chain 7" from a to b, i.e., each t € T\ {b} has the immediate <-successor t;
in 7. Then there is a complete <-gap dense chain C* in @ from ¢ to t,. Set C* = {b}. By Lemma
724, C = UtETC’t is a complete <-gap dense chain from a to b. Thus a < b, so that <> C <. As
< C <" by (4.7), we have <* = <. Similarly, <* = <. By (7.14), < = <.

(ii) By Proposition 7.19(i), < is the smallest of all relations < satisfying the condition <« C <
= <"= <7 . As the relation <,_q satisfies this condition by (i), K C <g.q . ®

In general, € # <4 in @, even if @ is a chain. To show this, consider the gap relation <4 (see
Definition 6.1). First, it should be noted that, although the relations <4 and <, are not compatible
(if @ < b then a £4 b and vice versa), the relations <y and <. can be compatible, as the lattice @
in Example 6.3 shows: 0 <1 and 0 <;1,as 0 <ga and a <4 1.

Proposition 7.26 If Q has no continuous chains (see Definition 6.1) then (<g)ga = < .

Proof. For a < b in @, let C' be a maximal chain from a to b. By Lemma 4.5, C' is complete.
By (7.18), C'is <4-gap dense if

each interval [z,y], C C contains a gap [u, v] (7.19)

o
Hence, if C'is not <4-gap dense, then there is an interval [z, y], in C without gaps. So, by Definition
6.1, [x,y]. is a continuous chain, a contradiction. Thus C' is <g-gap dense, so that a (<g)gq b
Hence < C (<g)g-a. As we always have (<g)gd € <, 50 (<glgd =< . ®

We shall now consider an example of a chain, for which <y # (<g)g-q-

Example 7.27 Let Q = {(t;n): t € [0,1] C R, n = 0,1}. Let (t;n) < (s;m), if either ¢t < s, or
t=s,n=0and m=1. Then Q is a complete chain from 0 = (0;0) to 1 = (1;1).

As each interval [(¢,0),(¢,1)] in @ is a gap, all intervals in @ have gaps. So, by (7.19), @ is
<g-gap dense. By Proposition 7.26, (<g)g-qa = < . Hence 0 (<g)g.q 1.

On the hand, it is easy to see that <g= <g. So 0 £4 1. Thus <g # (<g)g-a- W

Although the relations < and <,_q do not coincide, they are closely linked.

Theorem 7.28 If a < b then there is a complete <-gap dense chain C' from a to b such that x
KLy forallx <y in C.

Proof. Let Goq = {fL,, fr.} and (ha)1S a<n be a maximal ascending superposition Gq-series,
hi = fr,and hy = f, . Set <o= ha(<K) and < = < . Consider the following induction.

Let a <, b, i.e., a < b for some a,b € Q. Then there is a complete lower <-gap chain C*
from a to b. As each z € C'\\{a} has an immediate <-predecessor x,: [z, 7]. is a gap in C! and
Ty L T. S0 C! is <-gap dense. For all x < y in O, [z, y]cl is a complete lower <-gap chain from
z to y. Thus x <% y.

Assume that if a <, b, for some a,b € (Q and some «a < 7, then

1) there is a complete < -gap dense chain C* from a to b and (7.20)
2) x <4y foralx<yin C (7.21)
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Let now a <441 b, say, a (<4)"b for some a,b € ). Then there is a complete upper gap <q-
chain T from a to b, i.e., each t € T\ {b} has an immediate <,-successor t; € T' - [t,ts], = {t,ts}
isagapin T and t <, ts. By (7.20), for each ¢t € T\ {b}, there is a complete <-gap dense chain C}
from t to t, satisfying (7.21). Set Cp = {b}. By Lemma 7.24, C*! = U,_.C; is a complete <-gap
dense chain from a to b.

Let x < y in C**!. Then 2 € C}, y € Cp for some t < ¢ in T. If t = ¢’ then z,y € C; and
x <oy, by (7.21). Thus z <441 y by (4.7). If t # ' then either x < ts < y, or z = t; < y, or
x<ts=uy. Let z < ts <y. As Cy, Cp satisty (7.21), x <, ts and t' <, y. Hence © <41 ts and
t' <at1 y by (4.7). As T is a complete upper gap <,-chain, ty <441 t'. As <441 is an order,
T Lgy1 y. Similarly, * <441 y when x = t5 < y, or < ts = y. Thus (7.21) holds for all x < y in
Ctland < oq1 -

Let 8 be a limit ordinal and let, for each a@ < 8, a <4 b imply (7.20) and (7.21). Let now
a <3 b As <= hg(K) (712 V,sha(K) =V, <a, it follows from (5.6) that a <, b for some
o < 3. Hence there is a complete <-gap dense chain C® from a to b satisfying (7.21). Set C? = C.
Then C” satisfies (7.20). Let x < y in C#. By (7.21), <, y. Hence, by (5.6), = <3 y. Thus (7.20)
and (7.21) hold for 8. By induction, if @ <, b then there is a complete <-gap dense chain C” from
a to b satisfying (7.21) for a = . As <,= <, the proof is complete. m

teT

8 Relations in lattices of subspaces of Banach spaces

Let X be a Banach space. The set Ln(X) of all linear subspaces of X and the set CI(X) of all
closed subspaces of X are complete lattices with order C,

0={0}, 1=X, AG= ()Y forasubset G # @ in Ln(X) and CI(X),

YeG
VG =Y Yfor GC Ln(X)and VG =) Y for GC CI(X). (8.1)
YeG YeG
As before, for L C M in @), we write
L <4 M if either L = M, or [L, M], is a gap in Q. (8.2)

In this section we concentrate on the relation < in the sublattices of Ln(X) and CI(X). We show
that all sublattices of Ln(X') are modular, so that <4 is an HH-relation in all of them. The lattice
CI(X) is not modular. Although < is an HH-relation in many of its sublattices (Corollary 8.24),
there are sublattices of C1(X), where it is neither an H-, nor a dual H-relation (Corollary 8.21).
Let @ be a complete sublattice of Ln(X), or C1(X). As in (2.2) and (5.7), for < from Ref(Q),

(<L, ={KeQ: K<L} [L,<],={K€Q: LK K} for L € Q;
o (L) =A<, L], ={K: K € [«,L],} and s<(L) = V[L, <], so that (8.3)
sIL) =D Kelr,<], K in Ln(X), and s<(L) = > Kelr.<), K in CLX). (8.4)
It follows from Theorem 5.9 that if < is an H-relation then <” is an R-order in Q and v, = s< (L)
is the unique <”-radical in [L, X],, i.e., L <" ¢, g X.
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If < is a dual H-relation then < is a dual R-order in Q and p, = o_,(L) is the unique dual
<radical in [{0}, L], i.e., {0} 2 p, < L. By (5.8) and (5.9),

s<(L) Cx, for an H-relation <, and p, C o_(L) for a dual H-relation < . (8.5)
Thus, for a complete sublattice @ of Ln(X), or of C1(X), Theorem 5.9 yields

Theorem 8.1 (i) Let < be an H-relation and L C K in Q.
1) If K C v, then there is an ascending <-series of spaces in Q from K to ¢, .
2) If v, ¢ K # X then K has a <-successor S € Q: K < S; t, has no <-successor.
3) If there is an ascending <-series of spaces in @ from L to K then K C, .

(ii) Let < be a dual H-relation and K C L in Q.
1) If p, C K then there is a descending <-series of spaces in @ from K toyp, .

)
2) If {0} # K € p, then K has a <-predecessor P € Q: P < K; p, has no <-predecessor.
3) If there is a descending <-series of spaces in @ from L to K then p, C K.

If X is separable then the <-series in Theorem 8.1 are isomorphic to N.

Proposition 8.2 Let X be a separable Banach space and @Q be a complete sublattice of Cl(X).
(i) If < is a dual H-relation in Q then there are spaces

LY, L. <Y < X in Q such that N2, Y, = o _(X). (8.6)
There are also spaces ... <* Zp, <% ... < 71 <* X in Q such that
Mo Zy = py is the dual < -radical in X. (8.7)

(i) If < is an H-relation then there are spaces {0} < V1 < ... <Y, < ... in Q and
spaces {0} <* Z; <& ... <” Z, <" ... in Q such that

< Y, = s<({0}) and Zzolen =1, s the < -radical in X.

Proof. (i) Set w = o (X). Let B be the unit ball of X*. For each L € [, X],, set W, = {f €
B: L Cker(f)}. Set W = UpexWpr. Then W C B. As X is separable, B is a separable metric
space in the o(X™*, X)-topology (see [Sch, Section 4.1.7]). Hence W has a o(X™, X') dense sequence
{fx: k € N}. As each L = Nyew, ker f, we have Ny ker(fi) = Nrew ker (f) = Npex L = w.

For each k € N, choose L € [<, X], such that f; € Wg,. Then, by (8.4), w C N2, Ly C
Nk ker(fr) = w. Hence NF2 | Ly, = w.

Set Y, =LiN..NL, €@ Then Y, CY} for all k, and N;2,Y,, = NP2, L;, = w. Suppose, by
induction, that Yy < Y3 1 < ... < Y] < X for some k. As all L,, € [<<,X]Q7 we have L1 < X.
Since < is a dual H-order, it follows from Lemma 3.1(ii) that

Yir1 =YiNLipn1 =Y ALy KXY ANX =Y, NX =Y.

Hence (8.6) holds. As p, =o0_,(X) and < is a dual R-order in Q, (8.7) follows from (8.6).
Part (ii) can be proved similarly. m
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8.1 Relations <; and <, in sublattices of Ln(X).
Proposition 8.3 Ln(X) is modular and <y is an HH-relation in Ln(X).

Proof. Let I,J,K € Ln(X) and I C J. Then v, A, (K) =1+ (JNK)and A, Y, (K) =
JNI+K). Clearly, I+ (JNK) C JN (I + K). Conversely, if r € JN([+ K) thenz =i+ k € J,
where i € I, k € K. Theni € J, as I C J. Hence k € JN K. So x € I+ (J N K). Thus
JNI+K)CI+(JNK). Hence I+ (JNK)=JN{I+K).SoY, A, (K)= A, Y, (K). Thus
Ln(X) is modular by (6.2).

It follows from Corollary 6.7 that <y is an HH-relation in Ln(X). m

To introduce more HH-relations, we will use the following result proved in Theorem 2.2 [Di].

Lemma 8.4 Let L C M in Ln(X) and n := dim(M/L) < co. Let K € Ln(X).
(i) If K C M then dim (K/(LNK))=dim ((L+ K) /L) <n.
(ii) If L C K then dim (M /(M NK)) =dim (M + K) /K) <n.
(iii) If K,L, M are closed subspaces, then L + K in (i) and M + K in (ii) are closed.
Consider the following relation in Ln(X). For n € NUoo and L C M in Ln(X), we write
L <, M if dim(M/L) < n. (8.8)
Corollary 8.5 All <, are HH-relations in each sublattice of In(X) and < is an HH-order.

Proof. Let L <, M, ie., dim(M/L) < n. Let L C K. By (8.1) and Lemma 8.4(ii), M V K =
M+K and dim ((M + K) /K) < n. Hence K <, MV K. So, by Lemma 3.1(i), <, is an H-relation.

Let K C M. By (8.1) and Lemma 8.4(i), LA K = LN K and dim (K/(LN K)) < n. Hence
LANK <, K. So, by Lemma 3.1(ii), <, is a dual H-relation. Clearly, <, is an HH-order. m
8.2 Relations <, <;, Ty and <, in sublattices of CI(X).

Note that the restrictions of H- and dual H-relations to sublattices () of C1(X) also have the same
properties. However, an H-, or a dual H-relation in @ is not necessarily a restriction of a relation
in ClI(X) with the same property.

Making use of Lemma 8.4(iii), and repeating the proof of Corollary 8.5, we get

Corollary 8.6 {<,,}>°, are HH-relations in all sublattices of Cl(X) and < is an HH-order.
The relation <4 is an HH-relation in many sublattices of CI(X). Corollary 6.11 yields
Lemma 8.7 If Q) is a nest (a complete linearly ordered set) in Cl(X) then <4 is an HH-relation.

However, there are sublattices of CI(X), where <; is neither an H-, nor a dual H-relation (see
Corollary 8.21). The main obstacle is the fact that the sum of subspaces is not necessarily closed.
To avoid this, introduce relations C and < in sublattices @ of C1(X). For L C M in Q, we write

LC Mif M+ K is closed for each K € () such that L C K,
L < M if L+ K is closed for each K € @ such that K C M. (8.9)

We will show that the intersection of <y with C is an H-relation and with < is a dual H-relation.
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Proposition 8.8 C is an H-relation and < is a dual H-relation in any sublattice Q of Cl(X).

Proof. Let L C M in Q. For L C K € @, let us show that K — M V K. Indeed, for each
Re @, K CR, wehave L C R, so that (MVK)+ R=M+ K+ R= M + R is closed. Thus
K C MV K. Hence C is an H-relation by Lemma 3.1(i).

Let L < M in Q. For K C M in @, let us show that L N K < K. Indeed, for each R € Q,
R C K, we have R C M, so that LN K + R = (L + R)N K is closed, as L + R is closed. Thus
LN K < K. Hence < is a dual H-relation by Lemma 3.1(ii). m

In many important sublattices @ of Cl(X) the relations , <, C coincide. For example, they
coincide if @ is a nest (a linearly ordered set of subspaces), or a commutative subspace lattice, if
X is a Hilbert space (Theorem 8.23).

Consider another example. Let B(X) the algebra of all bounded operators on X. A projection
p in B(X) is an L-projection if ||z|| = ||pz| + ||z — pz|| for z € X. The subspace pX of X is called
an L-summand. A subspace J of X is an M-ideal if

Jt={feX*: f(x)=0for all x € J} is an L-summand in X*. (8.10)

Some spaces (for example, Li-spaces, 1 < g < oo0) have no non-trivial M-ideals. In Banach algebras
M-ideals are closed subalgebras but not necessarily ideals [Har, Theorem V.2.3]. In C*-algebras
the sets of M-ideals and all closed two-sided ideals coincide.

If I, J are M-ideals of X then I + J is an M-ideal [Har, Proposition 1.11]. This yields

Corollary 8.9 If a sublattice Q of Cl(X) consists of M-deals then — = < = C in Q.

For a subset S C CI(X), Alg S is the algebra of all operators in B(X) that leave all L € S
invariant. For a subalgebra A of B(X), Lat A is the lattice of all A-invariant subspaces of X.
A sublattice @ of Cl(X) is reflezive if Q = Lat(Alg @)). Similarly, a subalgebra A of B(X) is
reflezive if A = Alg(Lat A)). Alg @ is a reflexive subalgebra of B(X) and Lat A is a strongly
closed, complete reflexive sublattice of C1(X).

For L C M in Lat A, let p: M — M/L be the quotient map. Set A,p(z) = p(Azx) for A e A
and x € M. Then A, = {A,: A € A} is a subalgebra of the algebra B(M/L) of all operators acting
on M/L. To proceed further we need the following lemma.

Lemma 8.10 Let L C M in Lat A, let p: M — M/L and K € Lat A.

(i) Suppose that K C M and L + K is closed. Set ¢ K — K/(LNK). For x € K, let
Sq(z) = p(x). Then p(K) is closed in p(M), S is an invertible contraction from q(K) onto p(K)
and

SAuq(z) = ApSq(x) for all Ac A and z € K.

(ii) Suppose that L C K and N := M + K be closed. Set g¢ N — N/K. For x € M, let
Tp(x) = q(x). Then T is a contraction from p(M) onto q(N), kerT = p(M N K) and

TApp(x) = AgTp(z) for all Ac A and x € M.

Proof. (i) As L + K is closed, p(L + K) is closed. So p(K) = p(L + K) is closed in p(M).
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If g(z) = q(y) then z —y € LN K. So p(x) = p(y). Thus S is a well defined linear operator from
q(K) onto p(K). If Sq(x) =0 for z € K, then p(z) =0. So z € L. Thus x € LN K and ¢(z) = 0.
Hence ker S = {0}. Moreover, ||S|| <1, as

(@)1, = tlg% |z 4+t < teif?rEK lz 4+t = lla(@)ll (L) for all z € K.

Hence S is an invertible contraction. For A € A and z € K, Ayq(z) = q(Ax), so that
SAgq(x) = Sq(Az) = p(Ax) = App(z) = ApSq(z).

(ii) As N is closed, (M) = q(N) is a Banach space. If p(x) = p(y) then z—y € L. So q(z) = q(y),
as L C K. Thus T is a well defined linear operator from p(M) onto ¢(N). If Tp(x) = q(x) = 0 then
x € MNK. SokerT = p(M N K). Moreover, ||T]| <1, since

(@)l = ik 2+ 1] < inf o+ )] = [p(a)l;, for all z € M
We also have T'A,p(x) = Tp(Ax) = q(Az) = Agq(z) = ATp(x) for Ac Aandz € M. =

Recall that a subalgebra A of B(X) is #rreducible on L € Lat A, if L has no non-trivial invariant
subspaces. It is algebraically irreducible, if L has no non-trivial invariant linear manifolds.
For a sublattice @ of C1(X), consider the following relations from Ref(Q) stronger than <:

Cg= <gN C and <g= <gN <, (8.11)

thatis, LCg M if L <¢ M and L — M; and L <4 M if L <4 M and L < M for L, M € Q.
However, for some pairs (L, M), L <4 M implies L Ty M, for some it implies L <45 M. For
example, if L <4 X then L Ty X; if {0} <4 M then {0} <4 M.

Theorem 8.11 [ is an H-relation and <4 is a dual H-relation in each reflexive sublattice.

Proof. If a sublattice @ of Cl(X) is reflexive then Q = Lat A, where A = Alg Q.

Let LCg M in@Qand L C K € Q. As L C M, we have that N := K4+ M = KV M is invariant
and closed, i.e., N € Q. If we show that K Ty N then, by Lemma 3.1(i), Cg is an H-relation.

By Proposition 8.8, C is an H-relation. Hence it follows from Lemma 3.1(i) that K = N. As
Cg= <g N C, we only need to prove K <¢ N. As L C MNK C M and L <4 M, either L = MNK
or M N K = M. In the second case M C K, so that K = N. Thus K <4 N by (8.2).

Let now L = M NK and p: M — M/L, ¢: N — N/K be the quotient maps. The operator
T in Lemma 8.10(ii) is a contraction from p(M) onto ¢(NN) and kerT = p(M N K) = p(L) = {0}.
Thus T is invertible. Moreover, T A,p(x) = A,Tp(z) for all A € A and z € M.

As L <4 M, the algebra A, on M/L is irreducible. Hence, as T is invertible, the algebra 4, on
N/K is irreducible, i.e., K <4 N. Thus K Ty N, so that Cg4 is an H-relation.

Similarly, one can prove that <4 is a dual H-relation in (). =

Corollary 8.12 Let QQ = Lat A be a reflexive sublattice of C1(X).
(i) <gN <y, is an HH-relation in @ for each 1 <n < oo.

(ii) Suppose that whenever L <4 M in Q then A, is algebraically irreducible in M /L, where p:
M — M/L. Then <q= <4 is a dual H-relation.
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Proof. (i) By Lemma 8.4, the HH-relation <, is stronger than  and than < . By Theorem
8.11, <4 N C = 4 is an H-relation and <4 N < = <, is a dual H-relation. Hence, by Lemma 5.8,
<g N <, is an HH-relation.

(ii) If K ¢ M in @ then L 4+ K is an A-invariant manifold and L C L + K C M. As A, is
algebraically irreducible in M /L, either L + K = L, or L + K = M. Hence L + K is closed. Thus
L<M.SoL~<4M.m

Algebraically irreducible representations of Banach algebras were studied in the papers of
Poguntke [P], Jeu and Tomiyama [JT], Radjavi [R], Barnes [Ba] and of many others.

8.3 Superinvariant subspaces in Lat A.

A subspace W C B(X) is a Lie subalgebra of B(X) if the commutator AB — BA € W for all
A, B € W. Let A be a closed subalgebra of B(X) and @) = Lat A. Then

Nor A={S e B(X): SA—AS € Aforall Aec A} (8.12)
is a closed Lie subalgebra of B(X) and A’ + A C Nor A, where A’ is the commutant of A:
A'={BeB(X): AB— BA=0for all Aec A}.

A space in @ is superinvariant ([K1]) if it is invariant for all operators in Nor A.
For S € B(X), we define the map 6, on Cl(X) by the formula 6 (L) = eSL. If S € Nor A then
(see [K2, Lemmas 2.1 and 2.3]) 6, is an isomorphism of ¢ and

L € @ is superinvariant if and only if 6,(L) = L for all S € Nor A. (8.13)
Recall (see (5.11) that 6 preserves a relation < in Q if 0,(L) < 0,(K) < L < K for L, K € Q.

Proposition 8.13 Let all isomorphisms 6, S € Nor A, preserve a relation < in Q. If L € Q is
superinvariant then

(i) The subspaces s<(L) and o_(L) in (8.3) and (8.4) are superinvariant.
In particular, s<({0}) and o _(X) are superinvariant.
(ii) If < is an H-relation then the <”-radical in [L, X], is superinvariant.
In particular, the <®-radical in Q is superinvariant.
(iii) If < is a dual H-relation then the dual <“-radical in [{0}, L], is superinvariant.
In particular, the dual < -radical in Q is superinvariant.
Proof. (i) As 6, preserve < and as 0,(L) = L for all S € Nor A by (8.13), Proposition
5.10 gives 04(s<(L)) = s<(L) and 0,(0c_(L)) = o (L). Then, by (8.13), s<(L) and o_ (L) are

superinvariant. Parts (ii) and (iii) have similar proofs and follow from Proposition 5.10. m

Combining Theorem 8.1, Propositions 8.2 and 8.13 and (8.5), we obtain
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Corollary 8.14 Let < be a relation in QQ = Lat A and let all 0, S € Nor A, preserve < .
(i) Suppose that A has no non-trivial superinvariant subspaces.
I [, X]y # {X} then 0..(X) = {0}. I [{0}, <], # {0} then s<({0}) = X
(ii) Let < be a dual H-relation. If o _(X) = {0} then the dual < -radical p = {0} and
1) for each L # {0} in Q, there is K C L in Q such that K < L.
2) If X is separable, there are ... < Y, < ... < Y1 < X in Q such that N22,Y,, = {0}.
(iii) Let < be an H-relation. If s<<({0}) = X then the <"-radical v = X and

1) for each L # X in Q, there is M D L in Q such that L < M.
2) If X is separable, there are {0} < V1 < ... < Yy, < ... in Q such that Y. 2|V, = X.

Corollary 8.15 Isomorphisms 6, S € Nor A, preserve the relations <g, T, <, <, forn € NUoo.
Thus all results of Propositions 8.2 and 8.13 and Corollary 8.14 hold for these relations.

Proof. For S € Nor A and each R € Q, set R, = ¢”R. Let L <4 M in Q. If L, S K G M for
some K € Q,then LG K_ G M and K_g € Q, a contradiction. Thus Ly <4 M.

Let LC M. Let Ly C K € Q. Then L C K g, sothat M + K (is closed Hence (M+K )
M +K is closed. So L, T M. Conversely, if L, C M, then, by above L= (Lg) T (My) o=
So 0, preserves the relation C . Similarly, 4 preserves the relation < .

If L ¢ M then dim(M/L) = dim(M,/L,). So 6, preserve all relations <,,, n € NUoo. m

M.

Let us consider some cases where Corollary 8.14 can be applied.

Proposition 8.16 Let an operator T € B(X) have eigenvectors {ex}xea.

(i) If X = span(ex)ren then the <%-radical v = s<1({0}) = X in Lat T and all results of
Corollary 8.14(iii) hold for the HH-relation <, (see (8.8)).

(ii) Set X, = span(ey)uzrea for p € A If NueaX, = {0} then the dual <-radical p =
0« (X) ={0} in Lat T" and all results of Corollary 8.14(ii) hold for the HH-relation <.

Proof. (i) As {0} <, Ce,, we have Cey € [{0},<,] (see (8.3)) for all A € A. By (8.4),
X = VCey = s<1({0}). By Corollary 8.15, v = X and Corollary 8.14(iii) holds for <, .
Part (ii) has a similar proof. m

To illustrate Proposition 8.16, consider the following example.

Example 8.17 Let X be a Hilbert space with basis {e,, }5° ; and T" be the adjoint to the unilateral
shift: Te, = e,—1. Let A = {\ € C: |\ < 1}. For each A € A, ey, = (1,A\,\%,...) € X is an
eigenvector of T: Tey = Xey, and X = span(ey)rea. Thus all results of Corollary 8.14(iii) hold. W

Let the commutant S’ of a set S C B(X) contain projections {Py}aea, dim Py < co. Set @ =
Lat S. All subspaces Xy = PAX belong to [{0}, <], and all (1 — Py\)X to [<,X] . As in
Proposition 8.16, we obtain

Proposition 8.18 (i) If >~ xeaXy = X then the < -radical v = s~ ({0}) = X in Q and all
results of Corollary 8.14(iii) hold for <__.

(ii) If Nxea(1 — Py)X = {0} then the dual <2 -radical p = o« (X) = {0} in Q and all results
of Corollary 8.14(ii) hold for < __
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For example, suppose that the commutant S’ contains a compact operator T. Then Sp(T) =
{1, for m < oo, where A\g = 0. The algebra S’ contains projections P,, 1 < n < m, such that
dim P,, < co. The subspaces X,, = P, X and V,, = (1 — P,) X are T-invariant,

X =X,+V,, Sp(T|x,)={ } and Sp(T|y,) = Sp(T)\{\n} for 1 <n < m. (8.14)
Moreover, X,, C Vi for n # k. So, for each 1 <k <m, X =Y, + Zﬁ:l +X,,, where i, = nk_, V4,

and all subspaces in the decompositions are S-invariant. Thus
1) if Y p>1X, = X then all results of Corollary 8.14(iii) hold for the relation <_;
2) if Np>1V,, = {0} then all results of Corollary 8.14(ii) hold for the relation <__.

Proposition 8.19 The conditions Y n>1X, = X and Ny>1V,, = {0} above are not equivalent.

Proof. To show that > ,>1X, = X #= N,>1V,, = {0}, consider the compact operator T’
constructed in [Ha] (see also [N, p. 262]) on a Hilbert space X. It has the following properties:

Sp(T) = {An}iZo, > n>1Xn = X, where X, = Ker(T — A,1),

and there exists a T-invariant subspace E # {0} satisfying T'|g # 0 and Sp(T|g) = 0. Let P, be
the projections on X,,. Then (8.14) hold.
As the spectral radius 7(T'|g) = 0, we have, for each e € E,

HT%HW < H(TyE)kHl/k o r(T|p) = 0, as k — oo, (8.15)

Let e € E and n > 1. By (8.14), e = x + gy, where x € X,, and y € V,,. As T and P,, commute,

1/k 1/k 1/k (3.
HT’%;H :HT’ane PnTkeH §||Pn||1/kHTkeH G199

)

-

as k — oo. As dim X,, < oo and Sp(7T'|x, ) = A\n # 0, it is easy to prove that z = 0. Thus e € V,,.
Hence {0} # E C Np>1Vy. Thus Y p>1X, = X does not imply Np,>1V,, = {0}.

To prove conversely that N,>1V,, = {0} 7= > n>1X, = X, consider A = T*. Then Sp(4) =
{\r}52,. Asin (8.14), let Y}, and U,, be A-invariant subspaces satisfying

n=0"
X = Yn + Una SP(A|Yn) = {)‘7*1}7 dlen < oo and Sp(A|Un) = Sp(A)\{A;},

for each n. Set U = Ny>1U,,. Since Sp(A|y) = {0}, we have as in (8.15) that HAkqu/k — 0, as
k — oo, for each u € U. Let x € X, and Tx = Az for n > 1. Then for all u € U,
1/k 1/k 1/k
Pl ) = || = [, A < el 4Re T — 0, (3.16)

as k — oo. Hence x LU. If Tx = Az + z and Tz = A,z, then 21U and, by (8.16), xLU. As
dim X,, < oo, continuing this, we get that all X,, LU. As > ,,>1X,, = X, we have U = {0}.
On the other hand, let y € Y,, be such that Ay = X\}y. Then, for each e € F,

’1/k 8.15)

Ml e = b0 = |wzre) " < i e 20, an)

as k — oo. Hence yLE. If Ay = X'y + z and Az = Nz, then 21U and, by (8.17), yLU. As
dim Y], < oo, continuing this, we get that all Y,, L E, so that ) ,>1Y; # X. Thus N,>1U, = {0}
does not imply > ,>1Y, =X. =
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8.4 Relation <, in sublattices of C1(H), where H is a Hilbert space

In this section X = H is a Hilbert space. First we consider reflexive sublattices of ClI(H), dim
H = oo, where < is neither H-, nor a dual H-relation.
For z,y € H, define the rank one operator x ® y on H by

(z®@y)¢ = (& )y for € H. (8.18)

Let F be a closed symmetric operator on H with domain D(F') and F* be its adjoint. Let F* # F.
Then D(F) G D(F*). For u,v € H, y € D(F) and z € D(F*),

(z@y)(u®v)=(v,z)(u®y) and Flz@y) =2@ Fy, (z@y)F =Fr®y. (8.19)
Set X = H® H and let Q = {{0},H © {0},{0} & H,X}. Consider

x® Fy 0

A e = (P50 Y by ).

By (8.19), A is a subalgebra of B(X). For each closed operator S on H with domain D(5),

M, = {E: SEdE: €€ D(S)} is a closed subspace of X.

Lemma 8.20 Let F'D(F) = H. Then Lat A= QU (Uiec\(0}Kt) and, for each t,
Ki={M,: FCTCF* T is closed} ={L: L is a space, M,, CLCM,,.}.

Proof. Let L € Lat Aand L ¢ Q. As FD(F) is dense in H, the subspaces H®{0} and {0} & H
have no non-trivial A-invariant subspaces. Hence L = M for some closed operator S # 0 on H.

As A(z,y)€ € Mg for all z,y € D(F) and £ € D(S),

n

(Fr®y)é ¢49 Z(&Fac)y €D(S)and (x®@ Fy)S=S(Fr®uy) G19) oy ® Sy.
i=1

As FD(F) is dense in H, we have D(F) C D(S). As (zx ® Fy) S = Fx ® Sy, we have

(8.18) (8.18

(x ® Fy) Sn (Sn,z)Fy = (Fx® Sy)n = ) (n, Fz)Sy for n € D(S). (8.20)

Fix n and choose x such that (n, Fx) # 0. Then Sy = tFy fory € D(F) with ¢t = (Sn,z)/(n, Fx) €
C. As 0 # S is closed and D(F) C D(S), we have t # 0. Thus tF C S.

Choose now y € D(F') in (8.20) such that F'y # 0. Then (Sn,z) = t(n, Fx) for all x € D(F)
and n € D(S). Hence n € D(F*) and Sn = tF*n. Thus S C tF* and tF C S C tF*. Set T = S/t.
Then My = M,, and FF CT C F*.

Conversely, let F' C T C F*. Then, for A(z,y) € A, £ € D(T) and ¢t € C\{0}, we have

(8.18
) pu—

Az, ) (1TE © &) 2V (T, 2)Fy & (€, Fa)y = (T€,2)(tTy & y) € M,,..

Thus M,, € Lat A for all t € C\{0}.
If L is a subspace of X and M,., € L C M,,,, then there is a linear operator 7' such that
D(F)C D(T) C D(F*) and L = M,,. As L is closed, T is closed. Thus L € K;. m
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Corollary 8.21 The sublattice Lat A of Cl(H) in Lemma 8.20 is not modular and the relation
<4 tn Lat A is neither an H-, nor a dual H-relation.

Proof. As {0},H @ {0},X,M,., M, form a pentagon in Lat A (see (6.3)), Lat A is not
modular.

By Lemma 8.20, {0} <4 H @ {0} <4 X. If <; is an H-relation then, by Lemma 3.1(iii), M, =
{0} v M, <g (H®{0})V M, = (H®{0}) + M,, = X. However, M, £, X, since M, G M, G X.
Thus <4 is not an H-relation.

If <4 is a dual H-relation then {0} = (H & {0}) " M. <¢ XN M,. = M, by Lemma 3.1(ii).
However, {0} £4 M., since {0} S M, G M,.. Thus <; is not a dual H-relation. m

As sublattices of a modular lattice are modular, it follows from Corollary 8.21 that Cl(H) is
not modular if dim H = co. On the other hand, CI(H) = Ln(H) if dim H < oo, so that Cl(H) is
modular by Proposition 8.3. This yields (cf. Proposition 1.5.5 [K]).

Corollary 8.22 Cl(H) is a modular lattice if and only if dim(H) < oco.

We will now consider some sublattices of CI(H ), where <4 is an HH-relation. Denote by P(H)
the set of all orthogonal projections in B(H). For L € CI(H), p, denotes the projection on L. So
Cl(H) can be identified with P(H) and each sublattice of Cl1(H) with a sublattice of P(H).

A complete sublattice Q of CI(H) is a commutative subspace lattice (CSL) if all projections p, ,
L € Q, commute. For p € P(H), let p- =1 —p. If Q is CSL and p,q € Q then

pAg=pq, pNVqg=p+q—pg=p+pq. (8.21)

Theorem 8.23 Let Q be a CSL in CI(H). Then
(i) @ has properties (JID) and (MID) (see (6.5)), so that it is modular.
(i) L+ K eQ forall L, K € Q and <4 is an HH-relation in Q.
(i) C==<=Cand Ty = <5 = <qg in Q.
(iv) <g is an H-order and a dual R-order; <{ is an R-order and a dual H-order.
(v) <g= <g (see (7.15) and (7.16)) is an RR-order.
(vi) Q is a union of disjoint intervals that have no gaps.

Proof. (i) It was noted in [Da, p. 357] that @ has properties (JID) and (MID). For complete-
ness, we prove this here directly. Let G C @ and z € Q. Set ¢ = VG and p = V{zz: = € G}.
As @ is a complete sublattice of CI(H), ¢ € Q. So

(6.4)
p=V{zx: x € G} (521 V{izAz: z€ G} < 2zA(VG)=2Aq (821) 2q. (8.22)

22
We have z = zx@zte < p®ztqforallz € G. Hence ¢ = V{z: z € G} < p®ztq (8§ : 2qPztq = q.
So zqg = p, ie., z A (VG) = V{z Ax: z € G}. Thus @ has property (MID) (see (6.5)).
If G={z,y} then zA (zVy)=(2Az)V (2 Ay). Thus Q is distributive. So it is modular.
Set now 7 = AG and s = A{zt2: 2 € G}. As Q is complete, r € Q. So

(6.4)
2@zt (®21) z2Vr=2zV(ANG) < MzVvae: xeG} 420 Mz @zt x € G)

=z20Nzte s €Gl=20s. (8.23)
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So ztr < s. For x € G, we have © = zz ® 2tz > zr ® s. Therefore r = Nz z € G} > 2r®s. So
21r > s. Hence z1r = s, so that z @ ztr = 2@ s. Thus

zV (AG) (Sél)zGBZLr:z@s(Sig) NMzVez:xeG}.

Therefore (see (6.5)) @ has properties (JID).

(ii) Let a = p,,b=p, for L, K € Q. Then L+ K = L& a'*K = L& abH. As Q is CSL, a and
b commute. So ab is a projection. Thus a~bH is a closed subspace of K. So L + K is closed.

As @ is modular, it follows from Corollary 6.7 that < is an HH-relation in Q.

(ili) As L+ K € Q for all L, K € @, it follows from (8.9) that C = < = C . Hence, since <,=
<GN G, Eg= <gNLC and <3= <gN <, we have <;= Cy = <4 .

As @ is modular, has properties (JID) and (MID) (see (6.5)) and <4 is an HH-relation in @,
(iv) and (v) follow from Lemma 6.9 and Corollary 7.21. Part (vi) follows from Theorem 6.10. m

The lattice of all finite projections in a W*-algebra is modular (Theorem V.1.37 [T]). So
Corollary 6.7 yields

Corollary 8.24 <, is an HH-relation in the lattice of all finite projections in any W*-algebra.

The lattice CI(H) ~ P(H) has a large variety of H- and dual H-relations which is difficult
to describe. However, it is possible to describe all HH-relations in P(H). To do this, recall that
projections p,q € P(H) are equivalent (p ~ q) if

p =vv* and ¢ = v*v for some partial isometry v. (8.24)
To introduce a new class of HH-relations in P(H ), we need the following result.
Proposition 8.25 [K3| Let p < q in P(H). Then, for each projection r € P(H),
(q—p)" <(qvr—pvr) (8.25)
(q—p)*t ~3 for somez € P(H), and3 < (gAr—pAr)t. (8.26)
Consider now the reflexive relations <<iin P(H), for 0 <n < oo, defined by the condition
P <<i qif p < qin P(H) and dim(q — p)* > n, so that <<§: <. (8.27)
Theorem 8.26 The relations <<i, 0 <n < oo, are HH-relations in P(H).

Proof. Let p,q,7 € Q and p <<i q for some n. Then p < ¢ and dim(q — p)* > n.

We have that pV r,q V7 belong to @ and pVr < gV r. By (8.25), (¢—p)t < (¢qVr—pVr)t
So dim(qVr —pVr)t >n. Hence pV r <<i gV r by (8.27).

We have pAr,gAr € Q and pAr < gAr. By (8.26), (¢—p)* ~ 3 and 3 < (¢gAr —pAr)* for some
projection 3 in P(H). It follows from (8.24) that dim(q—p)* = dim 3. Hence dim(gAr —pAr)+ > n.
SopAr <<i g A r by (8.27). Thus, by Definition 3.2 <<i is an HH-relation. m

By Corollary 8.6, all <,,, 1 < n < oo, are HH-relations in C1(H) ~ P(H). The following result
obtained [K3] in describes all HH-relation in P(H).

Theorem 8.27 For a separable H, each HH-relation in P(H) is either <, , or <<i forn € NUoo.

n?’

48



9 H-relations in the lattices of ideals of Banach algebras

9.1 H-relations in the lattices of ideals of Banach algebras

Let A be a Banach algebra. Denote by Id 4 the set of all closed two-sided ideals in A (we call them
ideals). Let LR(A) be the Banach algebra of operators on A generated by all operators of left and
right multiplication by elements from A. Then Id4 = Lat LR(A) is a sublattice of C1(A).

The following Proposition was obtained in [Rul, Example 4.6] and rediscovered in [Ki, Lemma
4.9(iv)] (see also [W, Lemma 8.1] and [Di, Proposition 2.4]).

Proposition 9.1 Let L and R be closed left and right ideals of A. If L has a bounded right
approximate identity (a. i.), or R has a bounded left a. i., then L + R is closed.

Corollary 9.2 Let a be a Banach algebra. If each I € Ida4 has a bounded left or right a. 1., then
< =LC =C and <y = <4 = T4 are HH-relations in Id 4.

Proof. It follows from (8.9) and Proposition 9.1 that < = C = C. From this and from (8.2)
and (8.11) we have <g= <4= Cg4 in Id4. By Theorem 8.11, it is an HH-relation. m

Let < be a relation in Id4. As in (8.3), for L € Idy, let

o (L)=n{J€ Ids: J < L} and s (L) =) {J€ Ids: L < J}. (9.1)

For an H-relations <, <* is an R-order in Id4 and the ideal

¢, & span{J € Id4: L <> J} is the unique <" -radical in [L, A] C Id4.

L

If < is a dual H-relations then <9 is a dual R-order in Id4 and the ideal

P, (26 N{J € Ida: J < L} is the unique dual < -radical in [{0}, L] C Id 4.
Corollary 9.3 The results of Theorem 8.1 and Proposition 8.2 hold for X = A, where @ = Idy4 is
a sublattice of Cl(A) and the word " spaces” replaced by ”ideals” of A.

By Corollary 8.6, all «,, are HH-relations in Id4 and <, is an HH-order. Proposition 8.2
yields

Corollary 9.4 Let A be a separable Banach algebra.

(i) Let o (A) ={0}. Then there is a chain ...I, C ... C Ip = A of ideals of finite codimension
in A such that NpI,, = {0}. Each {0} # J € Id4 contains I € Ida such that 0 < dim(J/I) < oo.

(i) Let s ({0}) = A. Then there is a chain {0} = Iy C .. C I,.. of ideals such that dim I,, < oo
and Y I, = A. Each A # J € 1da is contained in I € Ida such that 0 < dim(I/J) < oo.

Since ideals of a Banach algebra A are precisely invariant subspaces of the algebra LR(A), it

is natural to call superinvariant subspaces of A by superideals. Thus I € Id,4 is a superideal of A,

if (see (8.12)) it is invariant for all operators S from the Lie subalgebra Nor LR(A) of the algebra
B(A):

Nor LR(A) ={S € B(A): ST —TS € LR(A) for all T € LR(A)}. (9.2)

A bounded operator § € B(A) is a derivation on A if §(ab) = d(a)b + ad(b) for a,b € A.
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Theorem 9.5 (i) Nor LR(A) contains all derivations of A.
(ii) If I € Id4 then each operator S € Nor LR(A) maps I2 in I: Sz € I for x € I2.
(iil) If I2 = I (in particular, if I has a left (right) a. i.) then I is a superideal.

Proof. (i) Let L,, R, be the operators of left and right multiplication by a € A on A. Then
[0, La]r = 6 Loz — Lod(7) = 6(az) — ad(x) = §(a)x = Ls(q)z for all z € A.

Hence [0, Lo] = Lsqy € LR(A). Similarly, [0, Ry] = 0Ry — Rod = Rs(q) € LR(A). Since the algebra
LR(A) is generated by the sums of products of the operators L, and R, and since [0,T'S] =
[0,T]S + T10,S] for all T, S € B(A), we have 6 € Nor LR(A).

(ii) Let S € Nor LR(A) and a,b € I. Then

S(ab) = SRya = RpSa + [S, Rpyla = (Sa)b+ [S, Rpa.
As Sa € Aand b e I, we have (Sa)b € I. As [S, Ry) € LR(A) by (9.2), we have [S, Ryla € I. Hence

S(ab) € I. Since S is linear and bounded, it maps I? into I. Part (iii) follows from (ii). m

To see an example of a Banach algebra that has no non-trivial superideal, consider a Banach
space A with trivial multiplication: ab = 0 for a,b € A. Then A is a Banach algebra, LR(A) = {0}
and Nor LR(A) = B(A). As B(A) has no non-trivial invariant subspaces, A has no superideals.
On the other hand, all closed subspaces of A are ideals of A.

Denote by 34 the set of all closed subalgebras of A of finite codimension.

Proposition 9.6 For each Banach algebra A, o _(A) =N S

sexy P-

Proof. As {J € Ids: J < A} C X4, we have Ng_,
proved that each S € ¥4 contains an ideal of finite codimension. Thus o (4) € N
o (A) =Ngey, S W

<

S Co. (A) by (9.1). In [L] it was
S-S0

S5ex

Sex

9.2 H-relations in the lattices of all ideals of C*-algebras.

Let A be a C*-algebra. Since ideals of A have bounded a.i., I + J € Id4 for all I,J € Id4, by
Proposition 9.1 (see [D]). Thus Id 4 is a sublattice (not a complete sublattice) of Ln(A). So Id4 is a
modular lattice and <y is an HH-relation in Id4 by Proposition 8.3. It also follows from Corollary
9.2 that the relations <, C and C coincide in Id4 and <3 = <3 = Cy .

The complete lattice Id 4 has many H-relations (some of them stronger than <g) that depend on
the nature of the quotient ideals J/I. A large variety of such relations was investigated in [KST4].
In this section we briefly consider some of them.

Let 2L be the set of all C*-algebras. We say that a subclass P of 2 is a property, if

{0} € P and A € P implies B € P for all B ~ A. (9.3)

If A € P, we say that A has property P, or A is a P-algebra. For example, the classes CC'R of all
CCR-algebras and GC'R of all GCR~algebras are properties.
A standard way to define a relation in Id 4 is to consider a property P and to write

I'<,Jif I CJinldg and J/I is a P-algebra, ie., J/I € P. (9.4)
A property P on 2 is lower stable if A € P implies that all I € Ids belong to P; P is upper
stable if A € P implies that the quotients A/I € P for all I € Id4.
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Theorem 9.7 (i) A property P is upper stable if and only if <, is an H-relation.
(.
Then <%, is an R-order and Ida has the <" -radical v,,: {0} <% v, <5 A.
(ii) A property P is lower stable if and only if <, is a dual H-relation.
Then < is a dual R-order and 1da has the dual < -radical p,: {0} <<ﬁ; pp <5 A

Proof. (i) Let I <, JinIdy, I # J, and I C K € Id4. Then (K N J)/I is an ideal of J/I.
As J/I € P and P is upper stable, the quotient (J/I)/((KNJ)/I) € P. As (J/I)/(KNJ)/I) =
J/(K NJ), we have J/(K N J) € P. By Corollary 1.8.4 [D], J/(KNJ) ~ (J + K)/K, so that
(J+K)/K € P. Thus K <, (J+ K)=JV K. So, by Lemma 3.1, <, is an H-relation.

Conversely, if <, is an H-relation and A € P then {0} <, A by (9.4). Hence, for I € Idg4,
I <, (A+1I)=Aby Lemma 3.1. Thus A/I € P by (9.4). So P is upper stable.

The rest of (i) follows from Theorem 5.5. Part (ii) can be proved similarly. m

Now we can treat Id4 as a lattice with two relations: C and <, . With this approach we
can construct a large variety of H- and dual H-relations and, using methods of the lattice theory,
obtain many results in the theory of C*-algebras. Thus Theorems 8.1 and 9.7 yield

Theorem 9.8 1. Let P be an upper stable property, so that <, is an H-relation. Let A € 2.

(i) The radical v,, is the largest ideal in A such that there is an ascending < ,-series of ideals
from {0} to t,.

(i) Ifr, € I+# A, then there is J € Ida such that J/I is a P-algebra.

(iii) v, is the smallest out of all ideals J such that A/J has no P-ideals.

II. Let P be a lower stable property, so that <, is a dual H-relation. Let A € 2.

(i) The dual radical p, is the smallest ideal in A such that there is an descending < ,,-series
of ideals from A to p,.

(i) If {0} #I & p, then there is J € Idy such that I/J is a P-algebra.

(iii) p, is the largest ideal such that all its quotients are not P-algebras.

Proof. I. Parts (i) and (ii) follow from Theorem 8.1 (ii).

(iii). By Theorem 8.1 (ii), v, has no < ,-successor. So A/t, has no P-ideals.

Let A/J have no P-ideals for J € Id4. If v, ¢ J then, by Theorem 8.1 (ii) 2), A/J has P-ideals.
So t, C J which proves (iii). The proof of part II is similar. m

Each automorphism ¢ of a C*-algebra A generates a lattice automorphism <;~5 of Id4. For a
property P, let I <, J in Idy, i.e., J/I € P. Then ¢(I) C ¢(J) and the map ¢: J/T — ¢(J)/p(I)
defined by ¢(z + I) = ¢(x) + ¢(I) for & € J, is an isomorphism, i.e., J/I ~ ¢(J)/d(I), so that
B(J)/p(I) € P,ie., o(I) <, ¢(J). As ¢~V is also an automorphism, ¢(I) <, ¢(.J) implies I <, J.
Thus % preserves <, . So Proposition 5.10 yields

Corollary 9.9 Let <, be an H-relation with <" -radical t,, and <4 be a dual H-relation with
dual <5 -radical py. Then g(tp) =t, and 5(]35) = pg for all automorphisms ¢ of A.

By Propositions 4.2.4 and 4.3.5 [D], the properties CCR and GCR of all CCR-~ and GCR-
algebras are lower and upper stable. For the property CCR this gives a well-known result that
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the radical t.., is the largest GCR-ideal in A and A/t..,, has no CCR-ideals. Moreover, if
toon € I # A then there is J € Idy such that J/I is a CCR-algebra. However, the property of all
NGCR-algebras is lower, but not upper stable (see 4.7.4 b) and ¢) [D]).

Consider now some more lower and upper stable properties. A unital A € 2 has real rank zero
[BP] if its invertible selfadjoint elements are dense in the set of all selfadjoint elements of A. A
non-unital algebra is real rank zero if its unitization is real rank zero. Denote by RZ the class of
all real rank zero algebras. Then RZ is a property.

Let A € RZ. By Corollary 2.8 [BP], each hereditary C*-subalgebra of A also belongs to
RZ. As each ideal I of A is hereditary (Theorem 1.5.3 [Dal]), I € RZ. Let p: A — A/I. As
[p(@)]| a/r < llzll 4, it follows that A/I also belongs to RZ. This yields

Corollary 9.10 The property RZ is lower and upper stable.

Recall that A € A is approzimately finite-dimensional (AF algebra) if it is the closure of an
increasing union of finite-dimensional *-subalgebras. It is nuclear if, for each C*-algebra B, A® B
has only one C*-norm. Finite-dimensional and all commutative C*-algebras, C'(H), all AF and all
C*-algebras of type I are nuclear. Then (see Section II1.4 [Dal] and Corollary XV.3.4 [T])

Theorem 9.11 (i) A C*-algebra A is nuclear if and only if each ideal I and A/I are nuclear.
(ii) A C*-algebra A is an AF algebra if and only if each ideal I and A/I are AF algebras.

Denote by AF and NU the classes of all AF and of all nuclear C*-algebras. By Theorem 9.11,
they are lower and upper stable properties. Hence Theorem 9.7 yields

Corollary 9.12 For each A € A, < 0y Kgonr Lnzr Lupr Lyp are HH-relations in 1d 4.
We will now discuss transitivity of the relation <, for a property P.

Lemma 9.13 The relation <, is transitive in all lattices Ida, A € U, if and only if, for all B € 2
and all S € 1dp, the condition S, B/S € P implies B € P.

Proof. Let B € 2 and S € Idg. Let S, B/S € P. Then {0} <, S <, B. If <, is transitive in
all lattices Id4, A € 2, it is transitive in Idp. So {0} <, B. Thus B € P.

Conversely, let A € Aand K <, I <, Jinlda. Then I/K,J/I € Pand J/I = (J/K)/(I/K).
Let, for all B € 2 and S € Idg, S,B/S € P implies B € P. Set B = J/K and S = [/K. As
S,B/S ~ J/I € P, wehave J/JK = B € P. So K <, J. Thus < is transitive in all Id4, A € 2. =

The relation <, is not transitive. Indeed, let B = C(H)+ C1y. Then C(H) and B/C(H) =~
C1 are CCR-algebras, but B is not a CCR-algebra. So, by Lemma 9.13, < is not transitive.

Similarly, <, is not transitive, since A € RZ if and only if all I € Id4 and A/I are RZ-algebras
and all projections in A/I lift to projections in A (Theorem 3.14 [BP]). On the other hand, <,
and <, are transitive by Theorem 9.11. It is also easy to show that < is transitive.

If an HH-relation <, is not transitive then, generally, the < -radical t,, is not a P-algebra.
For example, if B = C(H)+ Cly, we have {0} <., C(H) < ., B and t.., = B is a GCR- and
not a CCR-algebra. Even if <, is transitive, v, may still be not a P-algebra. It is a P-algebra if
and only if the inductive limits of ascending series of P-ideals of A are P-algebras ([KST4]). For
example, AF and nuclear algebras have this property (see [W, p. 17]).
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Corollary 9.14 For A € 2, let t,, be the <, -radical and vy, be the <% -radical.
(i) ([KST4]) The relations < 5, Ky, are R-orders in Ida: <= <& and <y, = <5, -
(ii) ([ST], [KST4]) v, is the largest AF-algebra and v, is the largest nuclear algebra in A.

NU

9.3 Relation < in the lattices of Lie ideals of Banach Lie algebras.

A complex Lie algebra A with Lie multiplication [-,-] is a Banach Lie algebra, if it is a Banach
space in some norm ||-|| and ||[a,b]|] < C'||a| ||b|| for some C' > 0 and for all a,b € A.

A subspace I of A is a Lie subalgebra if [a,b] € I for all a,b € I; it is a Lie ideal if [a,b] € I for
all a € I, b € A. Banach algebras are Banach Lie algebras with Lie multiplication [a, b] = ab — ba.

The set Lig of all closed Lie ideals of A is a complete lattice of invariant subspaces of the
subalgebra of B(A) generated by all operators ad(a): * — [a,x] on A. As in (8.8), the HH-relation
<, in Liy is defined by: I < J if dim(J/I) < co. Then Corollaries 9.3 and 9.4 hold in this
setting with two-sided ideals replaced by Lie ideals.

A linear bounded operator § on A is a Lie derivation if

5([a,b]) = [6(a), b] + [a, 6(b)] for a,b € A. (9.5)

The set © (A) of all Lie derivations on A is a closed Lie subalgebra of the algebra B (A) of all
bounded operators on A. Each a € A defines a Lie derivation ad(a) on A.

An ideal I € Liy is called characteristic if §(I) C I for all 6 € © (A). By (9.5), the centre of
A is a characteristic Lie ideal. If A is commutative then {0} and A are the only characteristic Lie
ideals of A, as © (A) = B(A) and only {0} and A are invariant for B(A).

If 6§ € D(A) then e = >°°° ¢"§"/n! for t € R, is a one-parameter group of bounded Lie
automorphism of A: e*([a,b]) = [e*(a), e?®(D)] for a,b € A. Hence

Te Li, >e%I)e Li, forallt e Rand § € D (A). (9.6)

Moreover, since d(a) = %ir%(et‘s(a) —a)/t €I for all a € I, it follows that
—

I is a characteristic Lie ideal if and only if e®(I) = I for allt € R and § € © (A). (9.7)

Denote by Li‘;h the subset of Li, of all closed characteristic Lie ideals of A. We have that

if J € Li;h and I is a characteristic Lie ideal of J, then I € Li:h. (9.8)

Indeed, 6|7 € D (J) for all § € D (A), as J € Li¢". Then §(I) = 6[;(I) € I, as I € Li". Thus, as
ad(a) € D (A), for each a € A, [a,]] = ad(a)(I) C I. Hence I € Lic™.

The existence of Lie and characteristic Lie ideals of finite codimension in Banach Lie algebras
was studied in [KST2]. We will use below the following result obtained there.

Theorem 9.15 If a Banach non-commutative Lie algebra has a closed proper Lie subalgebra of
finite codimension, then it has a proper closed characteristic Lie ideal of finite codimension.

As the intersection and the closed sum of any family of characteristic Lie ideals is a characteristic
Lie ideal, Liflh is a complete sublattice of Li,. Denote by p(A4) the dual <? -radical in Lii‘h and
by X, the set of all closed Lie subalgebras of finite codimension in A.

We now prove the following version of Proposition 9.6 for Banach Lie algebras.
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Theorem 9.16 Let Li;h have no commutative infinite-dimensional Lie ideals and N, L = {0}.
Then, for each {0} # K € Li", there is I € Li?" such that K # I < I, and p"(A) = {0}.

A

Proof. Set p =p®(A). Let {0} # K € Li?". If dim K < oo then {0} <, K and {0} € Li¢".
Let dim K = oo. As N L = {0}, there is L € ¥, that does not contain K. Then K N L is

Lex
a proper closed Lie subalgebrg of A. Replacing M by A in Lemma 8.4(i), we have that K N L has
finite codimension in K. By our assumption, K is non-commutative. So, by Theorem 9.15, there
is I € Li" of finite codimension, i.e., dim(K/I) < co. By (9.8), I € Li?", so that I < K in Li?".
If p # {0} then, by above, I <__ p for some p # I € Liih which contradicts Theorem 8.1(i). m

The condition that Lii‘h has no commutative infinite-dimensional Lie ideals in Theorem 9.16 is
essential. To show this, consider the following construction of Banach Lie algebras [Bo, Sec 1.8].

Let X be a Banach space and £ a closed Lie subalgebra of B(X). The direct sum A = £ @i X
(semidirect product of £ and X) endowed with Lie multiplication and norm

(a3 2), (b59)] = ([a,bls ay — bz) and [[(a; 2)]| = max {[lall, ]} for a,b € £, z,y € X,
is a Banach Lie algebra. Clearly, J = {0} @4 X is a closed commutative Lie ideal of A.

Example 9.17 Let dim X = oo, dim £ < oo and let £ have no invariant subspaces in X. Then
Opes, L= {0}. However, p?*(A) = J # {0}, as Lii‘h has a commutative Lie ideal J.

Proof. If Y is a closed subspace of codimension 1 in X then {0} @4 Y € ¥4, as dim £ < oo.
Since the intersection of all such Lie subalgebras is {0}, we have N, L = {0}.

As £ is irreducible in X, each K € Liy has form K = I @9 X, where I € Lig; and J is the
unique minimal non-zero closed Lie ideal of A. By (9.6), e?®(.J) is a minimal Lie ideal for each ¢t € R
and 0 € ® (A), so that e®(J) = J. By (9.7), J € Li?". Thus the condition in Theorem 9.16 fails
and the theorem does not hold since {0} # pP(A)=J <_ A m

Let p_ (£) be the dual <7 -radicals in Li, and p_ (X) be the dual <¢ -radicals in Lat £ — the
lattice of all £-invariant subspaces in X. Let p_ (A) be the dual <% -radical in Li,.

Proposition 9.18 Let A= £ @4 X. Ifp_(£) = {0} then p_(A) = {0} &4 p_(X).

Proof. Asp_ (&) = {0}, there is a descending < -series of Lie ideals (I)); <)<, of £ from £ to
{0}. Then C, = {I, ®'Y X}1<)<, is a descending < __ -series of Lie ideals of A from A to {0} &4 X.

Let C, = {Y,}i<w<a be a descending < __ -series of subspaces in Lat £ from X to p_ (X). As
p.. (X) has no invariant subspaces of finite codimension, the Lie ideal J = {0} @9 p_ (X) contains
no Lie ideals of A of finite codimension and C' = C, U C,; is a descending < __ -series of Lie ideals
from A to J. So, by Corollary 9.3, p_(A) =J. m
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