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Abstract

A big Ramsey spectrum of a countable chain (i.e. strict linear order)
C is a sequence of big Ramsey degrees of finite chains computed in C.
In this paper we consider big Ramsey spectra of countable scattered
chains. We prove that countable scattered chains of infinite Hausdorff
rank do not have finite big Ramsey spectra, and that countable scat-
tered chains of finite Hausdorff rank with bounded finite sums have fi-
nite big Ramsey spectra. Since big Ramsey spectra of all non-scattered
countable chains are finite by results of Galvin, Laver and Devlin, in
order to complete the characterization of countable chains with finite
big Ramsey spectra (or degrees) one still has to resolve the remaining
case of countable scattered chains of finite Hausdorff rank whose finite
sums are not bounded.
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1 Introduction

Ramsey’s famous theorem:

Theorem 1.1 (Ramsey’s Theorem [11]). For any n > 1 and an arbitrary
coloring χ :

(ω
n

)

→ k of n-element subsets of ω with k > 2 colors there
exists a copy M ⊆ ω of ω which is monochromatic in the following sense:
χ(X) = χ(Y ) for all X,Y ∈

(M
n

)

.
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was published in 1930, but already in 1933 it was generalized to cardinals
by Sierpiński. This marked the beginning of combinatorial set theory which
is nowadays a deep and influential part of set theory (see [14]). In con-
trast to Ramsey theory which abounds with positive results of the form “for
any coloring there is a monochromatic copy”, the generalization of Ram-
sey’s Theorem to cardinals brought a plethora of negative or conditionally
positive results of the form “there is a complicated coloring such that no
monochromatic copy exists” or “for any coloring there is a monochromatic
copy provided we exclude a certain type of behavior”.

Scaling down to countable chains does not take us back to the realm
where monochromatic copies dwell. It is easy to construct a Sierpiński-
style coloring of

(

Q
2

)

with two colors and with no monochromatic subchain
isomorphic to Q. However, Galvin showed in [4, 5] that for every coloring
χ :

(

Q
2

)

→ k, k > 2, there is an oligochromatic copy of Q in the following
sense: there is a U ⊆ Q order-isomorphic to Q such that χ takes at most
two colors on

(U
2

)

. This observation was later generalized by Laver (see [3,
Theorem on p. 275]) who proved that for every finite n and every coloring
χ :

(

Q
n

)

→ k, k > 2, there is an oligochromatic copy of Q with at most Tn

colors, where Tn depends only on n. In his thesis [1] Devlin actually managed
to compute the numbers Tn and it turns out that Tn = tan(2n−1)(0).

The integer Tn is referred to as the big Ramsey degree of n in Q. This
term was coined by Kechris, Pestov and Todorčević [7] where big Ramsey
degrees were considered under this name in the context of structural Ramsey
theory of Fräıssé limits. In particular, an integer T > 1 is a big Ramsey
degree of a finite chain n in a chain A if it is the smallest positive integer
such that for every coloring χ :

(A
n

)

→ k where k > 2 there is a U ⊆ A

order-isomorphic to A such that χ takes at most T colors on
(U
n

)

. If no such
T exists we say that n does not have big Ramsey degree in A. We denote
the big Ramsey degree of n in A by T (n,A), and write T (n,A) = ∞ if n
does not have the big Ramsey degree in A.

Clearly, for every n ∈ N there is, up to isomorphism, only one chain of
length n. Hence, for any chain A it is convenient to consider the big Ramsey
spectrum of A:

spec(A) = (T (1, A), T (2, A), T (3, A), . . .) ∈ (N ∪ {∞})N.

A chain A has finite big Ramsey spectrum if T (n,A) < ∞ for all n > 1, that
is, if spec(A) ∈ NN. In this parlance the Ramsey’s theorem and the results
of Galvin and Devlin take the following form:

Theorem 1.2. (a) (Ramsey [11]) spec(ω) = (1, 1, 1, . . .).
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(b) (Galvin [4, 5]) T (2,Q) = 2.
(c) (Devlin [1]) spec(Q) = (T1,T2,T3, . . .), which coincides with the

OEIS sequence A000182.

For a chain A let A∗ denote A with the order reversed. It is obvious that
spec(A) = spec(A∗) for all chains A. In particular, spec(ω) = spec(ω∗).
Interestingly, ω and ω∗ are the only countable chains whose spectrum is
(1, 1, 1, . . .) [12]. We thus get the following strengthening of Ramsey’s The-
orem:

Theorem 1.3 ([12, Corollary 11.4]). Let A be a countable chain.
(a) T (2, A) = 1 if and only if A ∼= ω or A ∼= ω∗.
(b) Consequently, spec(A) = (1, 1, 1, . . .) if and only if A ∼= ω or A ∼= ω∗.

It is very easy to show that if A and B are chains such that A embeds
into B and B embeds into A then spec(A) = spec(B) for all n > 1. Devlin’s
result, therefore, immediately applies to any non-scattered countable chain
(recall that a countable chain is scattered if it does not embed Q, otherwise
it is non-scattered):

Theorem 1.4 (Devlin [1]). If A is a non-scattered countable chain then
spec(A) = spec(Q) = (T1,T2,T3, . . .).

Not much is known about big Ramsey spectra of scattered chains. One
of the most notable results in this direction was proved by R. Laver:

Theorem 1.5 (Laver [9]). T (1, S) < ∞ for every scattered chain S.

In this paper we build on Laver’s result by proving that countable scat-
tered chains of infinite Hausdorff rank do not have finite big Ramsey spec-
tra, and prove that countable scattered chains of finite Hausdorff rank with
bounded finite sums (see below for the definition) have finite big Ramsey
spectra. At the moment we are unable to resolve the remaining case of
countable scattered chains of finite Hausdorff rank whose finite sums are
not bounded.

The paper is organized as follows. In Section 2 we recall some standard
notions and notation. In Section 3 we prove that big Ramsey spectra of
countable chains are non-decreasing (where, as usual, we take n < ∞ for
all n ∈ N). In Section 4 we prove that big Ramsey spectra of countable
scattered chains of infinite Hausdorff rank take the form (n,∞,∞,∞, . . .)
for some n ∈ N (Theorem 4.4). In Section 5 we focus on countable scattered
chains of finite Hausdorff rank. We identify a class of chains with bounded
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finite sums (to be defined below) and prove such scattered chains have finite
big Ramsey spectra (Theorem 5.9). As a corollary we prove that if S is a
chain of finite Hausdorff rank satisfying T (1, S) = 1 then spec(S) is finite.

In both cases we rely on a Ramsey-type result and an appropriate rep-
resentation of countable scattered chains. Whereas in Section 4 we use
Galvin’s result about square bracket partition relation and work bottom-up
using a “semantic representation” of scattered chains based on condensa-
tions, in Section 5 we use Laver’s analysis of scattered chains from [9] and
an infinite version of the Product Ramsey Theorem, and work top-down
using a syntactic representation of scattered chains based on trees. We close
the paper with an open problem.

2 Preliminaries

In a partially ordered set (A,6) let [a, b]A = {x ∈ A : a 6 x 6 b}. An
interval of A is a subset I ⊆ A such that [x, y]A ⊆ I for all x, y ∈ I. If we
wish to stress that A and B are isomorphic as ordered sets we shall say that
they are order-isomorphic and write A ∼= B.

A chain (or a strict linear order) is a pair (A,<) where 6 is a partial
order on A with no incomparable elements. For a well-ordered set (A,<) let
tp(A,<) denote the order type of (A,<), that is, the unique ordinal α which
is order-isomorphic to (A,<). As usual, N = {1, 2, 3, . . .} is the chain of all
the positive integers with the usual ordering, Z = {. . . ,−2,−1, 0, 1, 2, . . .} is
the chain of all the integers with the usual ordering, and Q is the chain of all
the rationals with the usual ordering. The order type of Z will be denoted
by ζ. Every integer n ∈ N can be thought as a finite chain 0 < 1 < . . . <
n− 1.

Let (A,<) be a chain and assume that for each a ∈ A we have a
chain (Ba, <a). Then the (indexed) sum of chains

∑

a∈A Ba is the chain on
⋃

a∈A({a}×Ba) where the linear order ≺ is defined lexicographically : (a, b) ≺
(a′, b′) iff a < a′, or a = a′ and b <a b′. The product of chains A and B is
the chain

∑

a∈A B. Instead of
∑

i∈nBi we shall write B0+B1 + . . .+Bn−1.
For the sake of simplicity we use the same notation for the operations

on chains and for the corresponding operations on ordinals. Moreover, in

some proofs we shall move freely between
∑

ξ∈α βξ and
(

⋃

ξ∈α{ξ} × βξ,≺
)

,

and analogously for products. We believe that the context will always be
sufficient to enable the correct parsing of the symbols.

The class of chains can be preordered by the embeddability relation in
a usual way: for chains A and B we write A →֒ B to denote that there is
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an embedding from A to B, and we write A ≡ B if A →֒ B and B →֒ A.
A chain A is scattered if Q 6 →֒ A; otherwise it is non-scattered. In 1908

Hausdorff published a structural characterization of scattered chains [6],
which was rediscovered by Erdős and Hajnal in their 1962 paper [2]. We
shall now present Hausdorff’s characterization of countable scattered chains.
Define a sequence Hα of chains indexed by ordinals as follows:

• H0 = {0, 1};

• for an ordinal α > 0 let Hα = {
∑

i∈Z Si : Si ∈
⋃

β<α Hβ for all i ∈ Z}.

Theorem 2.1 (Hausdorff [6]). For each ordinal α the elements of Hα are
countable scattered chains. Conversely, for every countable scattered chain
S there is an ordinal α such that S ∈ Hα.

The least ordinal α such that Hα contains a countable scattered chain S
is referred to as the Hausdorff rank of S and denoted by rH(S). A countable
scattered chain S has finite Hausdorff rank if rH(S) < ω; otherwise it has
infinite Hausdorff rank.

Let C be a chain and n a finite chain. Then the set
(C
n

)

of all the n-
element subsets of C clearly corresponds to the set Emb(n,C) of all the
embeddings n →֒ C. We sometimes find it more convenient to formally
introduce big Ramsey degrees as follows. For chains A, B, C and integers
k > 2 and t > 1 we write C −→ (B)Ak,t to denote that for every k-coloring
χ : Emb(A,C) → k there is an embedding w ∈ Emb(B,C) such that |χ(w ◦
Emb(A,B))| 6 t. For a chain C and a finite chain n we say that n has finite
big Ramsey degree in C if there exists a positive integer t such that for each
k > 2 we have that C −→ (C)nk,t. Equivalently, a finite chain n has finite
big Ramsey degree in a chain C if there exists a positive integer t such that
for every k > 2 and every k-coloring χ : Emb(n,C) → k there is a U ⊆ C
order-isomorphic to C such that |χ(Emb(n,U))| 6 t. The least such t is
then denoted by T (n,C). If such a t does not exist we say that A does not
have finite big Ramsey degree in C and write T (A,C) = ∞. The sequence

spec(C) = (T (1, C), T (2, C), T (3, C), . . .) ∈ (N ∪ {∞})N

is referred to as the big Ramsey spectrum of C. We say that C has finite
big Ramsey spectrum if spec(C) ∈ NN. For the sake of convenience, for any
chain C we let T (0, C) = 1 by definition. It is easy to see that C1 ≡ C2

implies spec(C1) = spec(C2).
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3 Monotonicity

Big Ramsey degrees in Fräıssé limits are monotonous in the following sense
(see [15]). Let F be a countable Fräıssé limit in a relational language and
let A and B be finite substructures of F . Then A →֒ B implies that
T (A,F ) 6 T (B,F ). In this section we prove that the same holds for count-
able chains. Consequently, the big Ramsey spectrum of any countable chain
is a nondecreasing sequence of elements of N ∪ {∞} where, of course, we
take ∞ to be larger than any integer. Since in the context of arbitrary
chains we cannot rely on ultrahomogeneity, we shall proceed by discussing
the structure of countable chains.

Lemma 3.1. Let A be an infinite chain and m,n ∈ N such that 2 6 m 6 n.
If T (n,A) < ∞ then T (m,A) < ∞.

Proof. Let T (n,A) = t ∈ N and let us show that T (m,A) 6 t ·
(n
m

)

. Take
any k > 2 and any χ : Emb(m,A) → k. Define

χ′ : Emb(n,A) → P(k)

by
χ′(f) = χ(f ◦ Emb(m,n)) ⊆ k.

Since T (n,A) = t, there is an A′ ⊆ A order-isomorphic to A such that

|χ′(Emb(n,A′))| 6 t.

Therefore,

χ′(Emb(n,A′)) = {χ′(f) : f ∈ Emb(n,A′)}

= {χ(f ◦ Emb(m,n)) : f ∈ Emb(n,A′)}

has at most t elements, so there exist not necessarily distinct g0, g1, . . . , gt−1 ∈
Emb(n,A′) such that

{χ(f ◦ Emb(m,n)) : f ∈ Emb(n,A′)} = {χ(gi ◦ Emb(m,n)) : i < t}. (3.1)

On the other hand, it is easy to see that Emb(m,A′) = Emb(n,A′) ◦
Emb(m,n) because A′, as a chain isomorphic to A, is infinite. So,

χ(Emb(m,A′)) = χ(Emb(n,A′) ◦ Emb(m,n))

= χ(
⋃

f∈Emb(n,A′) f ◦ Emb(m,n))

=
⋃

f∈Emb(n,A′) χ(f ◦ Emb(m,n))

=
⋃

i<t χ(gi ◦ Emb(m,n)) because of (3.1).
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Therefore,

|χ(Emb(m,A′))| 6
∑

i<t

|χ(gi ◦ Emb(m,n))| 6 t ·

(

n

m

)

,

because |χ(gi ◦ Emb(m,n))| 6
(n
m

)

.

Lemma 3.2. Let A be a chain with no maximal element. Then m 6 n
implies T (m,A) 6 T (n,A) for all m,n ∈ N.

Proof. Let T (n,A) = t ∈ N. Take any k > 2 and let χ : Emb(m,A) → k
be a coloring. Define χ′ : Emb(n,A) → k by χ′(h) = χ(h↾m). Then there
is an A′ ⊆ A order-isomorphic to A such that |χ′(Emb(n,A′))| 6 t. Since
A′ is a chain with no maximal element, every m-element subchain of A′

can be extended to an n-element subchain of A′, whence χ(Emb(m,A′)) ⊆
χ′(Emb(n,A′)). Therefore, |χ(Emb(m,A′))| 6 t.

Lemma 3.3. Let A be a chain such that A = B + ω∗ for some chain B.
Then m 6 n implies T (m,A) 6 T (n,A) for all m,n ∈ N.

Proof. Without loss of generality we may assume that B ∩ ω∗ = ∅. Fix
m,n ∈ N such that m 6 n. Let f : m →֒ n be the inclusion f(i) = i, and
let g : A →֒ A be the self-embedding of A where g(b) = b for all b ∈ B and
g(i) = i+ n for all i ∈ ω∗. Because g “leaves enough room towards the end
of the chain” it is easy to show that g ◦ Emb(m,A) ⊆ Emb(n,A) ◦ f .

Let T (n,A) = t ∈ N. Take any k > 2 and let χ : Emb(m,A) → k be
a coloring. Define χ′ : Emb(n,A) → k by χ′(h) = χ(h ◦ f). Then there is
a w : A →֒ A such that |χ′(w ◦ Emb(n,A))| 6 t. The definition of χ′ then
yields that |χ(w ◦Emb(n,A)◦f)| 6 t. Therefore, |χ(w ◦g ◦Emb(m,A))| 6 t
because g ◦ Emb(m,A) ⊆ Emb(n,A) ◦ f .

Lemma 3.4. Let A be a chain such that A = B + r for some r ∈ N and
some chain B with no maximal element. Assume that B ∩ r = ∅ where
r = {0, 1, . . . , r − 1}, and that there exists an embedding ĝ : A →֒ A such
that ĝ(0) /∈ r. Then m 6 n implies T (m,A) 6 T (n,A) for all m,n ∈ N.

Proof. Let ĝ(0) = b0 ∈ B. Since B does not have the maximal element there
exist b1, . . . , br−1 ∈ B such that b0 < b1 < . . . < br−1. Let g : A →֒ A be
the self-embedding of A where g(b) = ĝ(b) for all b ∈ B and g(i) = bi for
all i < r. Then g is clearly a self embedding of A. Let f : m →֒ n be the
inclusion f(i) = i. As in the proof of Lemma 3.3 it is easy to show that
g ◦Emb(m,A) ⊆ Emb(n,A) ◦ f because g “leaves enough room towards the
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end of the chain”. We can now simply repeat the argument of Lemma 3.3
to conclude the proof.

Let f : n →֒ B + r be an embedding, where n, r ∈ N and B is a chain
such that B ∩ r = ∅. Then tp(f) = im(f)∩ r will be referred to as the type
of f . (For a set map f : A → B by im(f) we denote the image of f , that is,
the set {f(a) : a ∈ A}.) Given a type τ ⊆ r, let

Embτ (n,B + r) = {f ∈ Emb(n,B + r) : tp(f) = τ}.

Lemma 3.5. Let n, r ∈ N and let B be a chain such that B ∩ r = ∅.
For every type τ ⊆ r with |τ | 6 n, every k > 2 and every coloring χ :
Embτ (n,B + r) → k there is a U ⊆ B order-isomorphic to B such that
|χ(Embτ (n,U + r))| 6 T (n− |τ |, B).

Proof. Take an type τ ⊆ r such that |τ | 6 n and assume that T (n−|τ |, B) <
∞. If |τ | = n then for every U ⊆ B we have that |Embτ (n,U + r)| = 1,
whence |χ(Embτ (n,U + r))| = 1 = T (0, B). So, let s = |τ | < n and
let Φ : Embτ (n,B + r) → Emb(n − s,B) be the bijection that takes f ∈
Embτ (n,B + r) to f↾n−s ∈ Emb(n − s,B). Fix a k > 2 and a coloring
χ : Embτ (n,B+ r) → k. Let χ′ : Emb(n− s,B) → k be the coloring defined
by χ′(f) = χ(Φ−1(f)). Then there is a U ⊆ B order-isomorphic to B such
that |χ′(Emb(n − s, U))| 6 T (n − s,B). But then it easily follows that
|χ(Embτ (n,U + r))| 6 T (n− s,B).

Lemma 3.6. Let B be a chain with no maximal element and let r ∈ N.
Assume that B∩ r = ∅ and that g↾r = idr for every embedding g : B+ r →֒
B + r.

(a) If T (n,B + r) < ∞ then T (n− j,B) < ∞ for all n ∈ N and 0 6 j 6
min{n, r}.

(b) If T (n,B + r) < ∞ then T (n,B + r) =
∑min{n,r}

j=0

(r
j

)

· T (n− j,B).

Proof. (a) Assume that T (n − j,B) = ∞ for some 0 6 j 6 min{n, r} and
let us show that T (n,B + r) = ∞ by showing that T (n,B + r) > t for
every t ∈ N. Fix a t ∈ N. Because T (n − j,B) = ∞ there is a coloring
χ : Emb(n− j,B) → k for some k > t such that |χ(w ◦ Emb(n− j,B))| > t
for every w : B →֒ B. Define χ′ : Emb(n,B + r) → k as follows:

χ′(f) =

{

χ(f↾n−j), |tp(f)| = j,

0, otherwise.

8



Take any g : B + r →֒ B + r. Clearly, g↾B : B →֒ B. Let us show that

χ′(g ◦ Emb(n,B + r)) ⊇ χ(g↾B ◦ Emb(n− j,B)).

Take any f ∈ Emb(n − j,B) and let h : j → r be the inclusion i 7→ i. Put
f ′ = f + h : n →֒ B + r. Since |tp(f ′)| = j we have that

χ′(g ◦ f ′) = χ((g ◦ f ′)↾n−j) = χ(g↾B ◦ f ′↾n−j) = χ(g↾B ◦ f).

Therefore, |χ′(g ◦ Emb(n,B + r))| > |χ(g↾B ◦ Emb(n− j,B))| > t.

(b) Fix an n ∈ N and assume that T (n,B + r) < ∞. Then T (n −
j,B) < ∞ for all 0 6 j 6 min{n, r} (by (a)). Let Q = {τ ⊆ r : |τ | 6 n}
be the set of all the types realized by members of Emb(n,B + r). Let

Q = {τ0, τ1, . . . , τt−1} so that |Q| = t. Note that t =
∑min{n,r}

j=0

(

r
j

)

.
Fix a k > 2 and a coloring χ : Emb(n,B + r) → k. By Lemma 3.5 there

is a U0 ⊆ B order-isomorphic to B such that

|χ(Embτ0(n,U0 + r))| 6 T (n− |τ0|, B).

By the same lemma for each j ∈ {1, . . . , t− 1} we then inductively obtain a
Uj ⊆ Uj−1 order-isomorphic to Uj−1 (and hence to B) such that

|χ(Embτj (n,Uj + r))| 6 T (n− |τj |, B).

Then, using the fact that Ut−1 ⊆ Uj we have that

|χ(Emb(n,Ut−1 + r))| =
∑

j<t

|χ(Embτj (n,Ut−1 + r))|

6
∑

j<t

|χ(Embτj (n,Uj + r))|

6
∑

j<t

T (n− |τj|, B) 6

min{n,r}
∑

j=0

(

r

j

)

· T (n− j,B).

In order to conclude the proof we have to show that there exists a coloring

χ : Emb(n,B + r) → k where k >
∑min{n,r}

j=0

(

r
j

)

· T (n − j,B) such that

|χ(w ◦ Emb(n,B + r))| >
∑min{n,r}

j=0

(r
j

)

· T (n − j,B) for every embedding
w : B + r →֒ B + r.

Since T (n − j,B) is the big Ramsey degree of n − j in B, for every
0 6 j 6 min{n, r} there is a coloring χj : Emb(n − j,B) → kj where

9



kj > T (n − j,B) such that |χj(v ◦ Emb(n − j,B))| > T (n − j,B) for every
embedding v : B →֒ B. Define

χ : Emb(n,B + r) →
⋃

τ∈Q

{τ} × k|τ |

as follows: for an f ∈ Emb(n,B+ r) let τ = tp(f) and j = |τ |, and then put

χ(f) = (τ, χj(f↾n−j)).

Take any embedding w : B + r →֒ B + r. By the assumption we know
that w↾r = idr. Clearly, χ(w◦Emb(n,B+r)) =

⋃

τ∈Q χ(w◦Embτ (n,B+r)).
Let us show that this is a disjoint union.

Take any f ∈ Emb(n,B + r). Note first that tp(w ◦ f) = tp(f) because
w↾r = idr. For j = |tp(f)| we then have

χ(w ◦ f) = (tp(f), χj((w ◦ f)↾n−j)) = (tp(f), χj(w↾B ◦ f↾n−j)).

The claim now follows immediately, because the first component of χ(w ◦f)
is tp(f).

Consequently, |χ(w ◦ Emb(n,B + r))| =
∑

τ∈Q |χ(w ◦ Embτ (n,B + r))|.
Now, take any τ ∈ Q and let j = |τ |. Then

χ(w ◦ Embτ (n,B + r)) = {(τ, χj(w↾B ◦ f↾n−j)) : f ∈ Embτ (n,B + r)}

= {(τ, χj(w↾B ◦ f ′)) : f ′ ∈ Emb(n− j,B)}.

Therefore,

|χ(w ◦ Emb(n,B + r))| =
∑

τ∈Q

|χ(w ◦ Embτ (n,B + r))|

=
∑

τ∈Q

|χ|τ |(w↾B ◦ Emb(n− |τ |, B)))|

>
∑

τ∈Q

T (n− |τ |, B) [by the choice of χ|τ |]

=

min{n,r}
∑

j=0

(

r

j

)

T (n− j,B).

Theorem 3.7. Let A be a countable chain and m,n ∈ N. If m 6 n then
T (m,A) 6 T (n,A).
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Proof. Case 1. If A is a non-scattered chain then spec(A) = (T1,T2,T3, . . .)
by Theorem 1.4, and it is a well known fact that T1 < T2 < T3 < . . ..

Case 2. If A has no maximal element then Lemma 3.2 applies.

Case 3. If A = B + ω∗ for some chain B then Lemma 3.3 applies.

Case 4. Assume that A is a scattered chain with a maximal element,
but A = B + ω∗ for no chain B.

Then A = B + r for some r ∈ N and some chain B with no maximal
element. Without loss of generality we can assume that B∩r = ∅. If there is
an embedding g : A →֒ A such that g(0) ∈ B Lemma 3.4 applies. Therefore,
for the rest of the proof assume that for every embedding g : A →֒ A we
have that g↾r = idr.

If T (n,A) = ∞ the statement is trivially true.
If T (n,A) < ∞ then T (m,A) < ∞ either because m = 1 in which case

Theorem 1.5 applies, or m > 2 in which case Lemma 3.1 applies. Anyhow,
both T (m,A) and T (n,A) are finite, so by Lemma 3.6 (recall that A = B+r),

T (m,B + r) =

min{m,r}
∑

j=0

(

r

j

)

· T (m− j,B) and

T (n,B + r) =

min{n,r}
∑

j=0

(

r

j

)

· T (n− j,B).

Since m 6 n and B is a chain with no maximal element, Lemma 3.2 ensures
that T (m − j,B) 6 T (n − j,B) for all 0 6 j 6 min{m, r}. Therefore,
T (m,B + r) 6 T (n,B + r). This completes the proof.

4 Countable scattered chains of infinite rank

In this section we prove that countable scattered chains of infinite Hausdorff
rank do not have finite big Ramsey spectra. We prove the result using a
“semantic representation” of scattered chains based on condensations.

A map f : A → B between two chains is a homomorphism if x 6

y ⇒ f(x) 6 (y) for all x, y ∈ A. A condensation of A [12] is a surjective
homomorphism c : A → B. Note that any condensation of a scattered chain
is scattered.

If c : A → B is a condensation then ρ = ker c is an equivalence relation
whose classes are intervals of A. Conversely, for every equivalence relation
ρ whose classes are intervals of A the linear order carries from A to A/ρ in

11



the obvious way and the natural quotient map natA,ρ : A → A/ρ given by
natA,ρ(a) = [a]ρ is a condensation ([a]ρ is the equivalence class of a with
respect to ρ.)

A condensation c : A → B is referred to as finite if the following holds:
c(x) = c(y) if and only if [x, y]A ∪ [y, x]A is finite [12]. It is easy to see
that if c1 : A → B1 and c2 : A → B2 are finite condensations of A then
B1

∼= B2
∼= A/θA where θA is defined by

(x, y) ∈ θA if and only if [x, y]A ∪ [y, x]A is finite.

Hence, up to isomorphism of codomains, there is a unique finite condensation
of A that we refer to as the finite condensation of A and denote by finA.
Note that finA = natA,θA . For each finite condensation finA : A → A/θA
and each y ∈ A/θA the order-type of fin−1

A (y) is either n for some n ∈ N,
or ω, or ω∗ or ζ. We say that y ∈ A/θA is a finitary point if fin−1

A (y) is
finite; otherwise we say that y is an infinitary point. Clearly, there do not
exist x, y ∈ A/θA such that [x, y]A/θA = {x, y} and both x and y are finitary
points. The following is an immediate consequence:

Lemma 4.1. Let S be a countable scattered chain, let finS : S → S′ be
the finite condensation of S where S′ = S/θS , and let I ⊆ S′ be an infinite
interval of S′. Then there are infinitely many infinitary points in I.

Proof. Suppose that there are only finitely many infinitary points in I. Then
some infinite subinterval J ⊆ I contains no infinitary points. Since J is
scattered there exist a, b ∈ J such that a < b and [a, b]S′ = {a, b} — contra-
diction.

Let A be a chain. For each ordinal α let us define an equivalence relation
θ[α] on A, a chain A[α] = A/θ[α] and a condensation FinαA : A → A[α]

inductively as follows.

• Let θ[0] = {(a, a) : a ∈ A} and define Fin0A : A → A[0] by Fin0A(a) =
{a}.

• For a successor ordinal α = β + 1 let FinαA = finA[β] ◦ Fin
β
A and θ[α] =

ker FinαA.

• For a limit ordinal λ let θ[λ] =
⋃

α<λ θ
[α] and define FinλA : A → A[λ]

by FinλA(a) = [a]θ[λ].

We say that an ordinal α is the finite condensation rank of a chain A
and write rF (A) = α if α is the least ordinal such that A[α] ∼= 1. For every

12



countable scattered chain S the finite condensation rank rF (S) exists and
rF (S) = rH(S) [12].

The proof that we present in this section heavily relies on a powerful re-
sult of Galvin about square bracket partition relations which express strong
counterexamples to ordinary partition relations. For chains C, B0, B1, B2,
. . . , and n < ω write

C −→ [B0, B1, B2, . . .]
n

to denote that for every coloring χ : Emb(n,C) → ω there is an i < ω and
a subchain U ⊆ C such that U ∼= Bi and i /∈ χ(Emb(n,U)). Erdős and
Hajnal note in [3, p. 275] that in 1971 Galvin proved the following:

Theorem 4.2 (Galvin 1971). If S is a scattered chain that contains no
uncountable well-ordered subsets then

S −→/ [ω, ω2, ω2, ω3, ω3, . . . , ω⌊ i+1
2

⌋+1, . . .]2 (i ∈ ω).

A recent proof of Galvin’s result can be found in [13].
For notational convenience let ω(+) = ω and ω(−) = ω∗. For a finite

sequence δ = (δ0, δ1, . . . , δn−1) ∈ {+,−}n let

ω(δ) = ω(δ0) · ω(δ1) · . . . · ω(δn−1).

Let α be an ordinal. For an α-sequence δ = (δi)i<α ∈ {+,−}α and n < α
we let δ↾n = (δ0, δ1, . . . , δn−1).

Lemma 4.3. Let S be a countable scattered chain such that rH(S) > ω.

There exists an ω-sequence δ ∈ {+,−}ω = (δ0, δ1, . . .) such that ω(δ↾k) →֒ S
for all k > 1.

Proof. Each of the chains S ∼= S[0], S[1], S[2], . . . , S[n], . . . is a countably
infinite scattered chain. Recall that finS[j] : S[j] → S[j+1], j > 0. For each
j ∈ N we shall label infinitary points of S[j] by elements of {+,−}j and
along the way build a set T of finite words over {+,−} as follows. To start
the induction put the empty word ε in T and label each infinitary point
y ∈ S[1] by + if the order type of fin−1

S[0](y) is ω or ζ; otherwise label the

point by −. Add all the labels assigned to infinitary points of S[1] to T .
Note that ℓ ∈ T means that ω(ℓ) →֒ S.

Assume that all the infinitary points of S[j] have been labelled by el-
ements of {+,−}j . Take any infinitary point y ∈ S[j+1]. Since fin−1

S[j](y)

is an infinite interval of S[j], it contains infinitely many infinitary points
(Lemma 4.1). Each of the infinitary points in fin−1

S[j](y) is labelled by one of

13



the 2j labels, so there is a label ℓ ∈ {+,−}j which occurs infinitely many
times in fin−1

S[j](y). If the order type of fin−1
S[j](y) is ω or ζ label y by ℓ+;

otherwise label y by ℓ−. Add all the labels assigned to infinitary points of
S[j+1] to T . Note again that ℓ ∈ T means that ω(ℓ) →֒ S.

The prefix ordering turns T into an infinite (not necessarily full) bi-
nary tree, so by Kőnig’s Lemma there is an infinite branch δ ∈ {+,−}ω =

(δ0, δ1, . . .). Clearly, the construction ensures that ω(δ↾k) →֒ S for all k >

1.

Theorem 4.4. Let S be a countable scattered chain such that rH(S) > ω.
Then T (n, S) = ∞ for every 2 6 n < ω.

Proof. Due to Lemma 3.1 it suffices to show that T (2, S) = ∞.
According to Lemma 4.3 there exists an ω-sequence δ ∈ {+,−}ω =

(δ0, δ1, . . .) such that ω(δ↾k) →֒ S for all k > 1.

Case 1: The symbol + occurs infinitely many times in δ.
Since S is a countable scattered chain Theorem 4.2 applies, so

S −→/ [ωn0 , ωn1 , ωn2 , ωn3 , ωn4 , . . .]2,

where ni = ⌊ i+1
2 ⌋ + 1, i ∈ ω. Therefore, there exists a coloring γ :

Emb(2, S) → ω with the following property: for every i < ω and every
subchain H ⊆ S such that H ∼= ωni we have that i ∈ γ(Emb(2,H)).

Note that if + appears m times in δ↾k then, clearly, ωm →֒ ω(δ↾k).

Analogously, if − appears m times in δ↾k then (ω∗)m →֒ ω(δ↾k). Since +
occurs infinitely many times in δ it follows that ωi →֒ S for all i ∈ N.

Now, take any t > 2 and consider the coloring χt : Emb(2, S) → t
given by χt(f) = min{t − 1, γ(f)}. Let S′ be an arbitrary subchain of S
order-isomorphic to S. Since ωi →֒ S ∼= S′ for all i ∈ N, for every i < t
there is a subchain Hi ⊆ S′ order-isomorphic to ωni . By the construction
of χt it then follows that i ∈ χt(Emb(2,Hi)) ⊆ χt(Emb(2, S′)). Therefore,
|χt(Emb(2, S′))| > t. This concludes the proof that T (2, S) = ∞ in Case 1.

Case 2: The symbol + occurs only finitely many times in δ.
Then the symbol − occurs infinitely many times in δ, so (ω∗)i →֒ S for

all i ∈ N. Therefore, ωi →֒ S∗ for all i ∈ N. This time we apply Theorem 4.2
to S∗ to conclude that S∗ −→/ [ωn0 , ωn1 , ωn2 , ωn3 , ωn4 , . . .]2, and as in Case 1
we conclude that T (2, S∗) = ∞. But it is easy to see that T (2, S) = T (2, S∗)
for every chain S. Therefore, T (2, S) = ∞.
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5 Countable scattered chains of finite rank

In order to complete the characterization of countable chains with finite big
Ramsey spectra we still have to consider countable scattered chains of finite
Hausdorff rank. It is out conjecture that all such scattered chains have fi-
nite big Ramsey spectra. To support the conjecture we will prove that the
conjecture is true for a class of countable scattered chains which includes in-
divisible countable scattered chains. Our discussion heavily relies on Laver’s
deep analysis of the structure of scattered chains presented in [8] and [9].
Note, however, that we use a different (and simpler) tree representation of
scattered chains.

A rooted tree is a pair τ = (T, v0) where T is a partially ordered set,
v0 ∈ T is the root of T and [v0, x]T is well-ordered for every x ∈ T . Maximal
chains in T are called the branches of τ . The height of a rooted tree is the
supremum of order-types of branches in T :

ht(τ) = sup{tp(b) : b is a branch in τ}.

For a vertex x ∈ T let succτ (x) be the set of all the immediate successors of
x and let outτ (x) = {(x, y) : y ∈ succτ (x)} be the set of the outgoing edges.
A vertex x ∈ T is a leaf of τ if succτ (x) = ∅. Every finite branch starts at
the root of the tree and ends in a leaf.

Let {bξ : ξ < α} be a set of branches of a rooted tree τ = (T, v0). The
subtree of τ induced by branches bξ, ξ < α, is the subtree of τ induced by
the set of vertices

⋃

ξ<α bξ.
A rooted tree τ = (T, v0) is ordered if outτ (x) is a chain for every x ∈ T .

If ht(τ) 6 ω then the linear orders on outτ (x), x ∈ T , uniquely determine a
linear ordering on the vertices of T : just traverse the tree using the breadth-
first-search strategy. This means that we start with the root v0, then list
the immediate successors of v0 according to the ordering of outτ (v0), and so
on. We refer to this ordering as the BFS-ordering of τ .

A labelled ordered rooted tree is an ordered rooted tree whose vertices
are labelled by the elements of some set Lv, and edges are labelled by the
elements of some set Le. For a labelled ordered rooted tree τ by Lv(τ) we
denote the set of vertex labels that appear in τ , and by Le(τ) we denote the
set of edge labels that appear in τ .

Let τ be a labelled ordered rooted tree whose vertices are labelled by
elements of Lv and edges are labelled by elements of Le, and let U ⊆ Le.
By τ↾U we denote the subtree of τ induced by all of its branches whose edge
labels belong to U .
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Let us now recall Laver’s analysis of the structure of scattered chains
from [8] and [9]. A scattered chain C is additively indecomposable if C →֒ A+
B implies C →֒ A or C →֒ B for all scattered chains A and B. Note that the
empty chain ∅ and the one-element chain 1 are additively indecomposable.

Theorem 5.1 (Laver [8]). Every scattered chain is a finite sum of additively
indecomposable scattered chains.

The following result is implicit in the proof of [9, Theorem 2.11]:

Theorem 5.2 (Laver [9]). Let S be an additively indecomposable countable
scattered chain. Then one of the following holds:

• there exist additively indecomposable countable scattered chains Ri,
i ∈ ω, such that R0 →֒ R1 →֒ R2 →֒ . . . and either S ≡

∑

i∈ω Ri or
S ≡

∑

i∈ω∗ Ri; or

• there exists an n ∈ N and additively indecomposable countable scat-
tered chains Rij , i ∈ ω, 0 6 j 6 n, such that R0j →֒ R1j →֒ R2j →֒ . . .
for all 0 6 j 6 n and either S ≡

∑

i∈ω(Ri0 + Ri1 + . . . + Rin) or
S ≡

∑

i∈ω∗(Ri0 +Ri1 + . . .+Rin).

Let us now define a family of sets An, n ∈ ω, of labelled ordered rooted
trees and the scattered chains they encode. Let Lv = {0, 1,+, ω, ω∗} be
the set of vertex labels and let Le = ω ∪ {ιn : n ∈ ω} be the set of edge
labels. Let A0 = {•0, •1} be the set whose elements are single-vertex trees
•0 (a vertex labelled by 0) and •1 (a vertex labelled by 1); the chains these
trees encode are ‖ • 0‖ = ∅ – the empty chain, and ‖ • 1‖ = 1 – the trivial
one-element chain;

Assume that Ai have been defined for all i < m and let us define three
operations on trees as follows:

• for n ∈ N and τ0, . . . , τn ∈
⋃

i<mAi let σ be the tree whose root is
labelled by +, edges going out of the root are labelled by ι0, . . . , ιn and
are ordered that way, and each edge ιk leads to a subtree isomorphic
to τk, 0 6 k 6 n:

+

ι0 ιn

τ0 τn

σ = · · ·
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let us denote this tree as σ = τ0 + . . . + τn; the chain it encodes is
‖σ‖ = ‖τ0‖+ . . .+ ‖τn‖;

• for τk ∈
⋃

i<mAi, k ∈ ω, let τ , resp. τ∗, be a tree whose root is labelled
by ω, resp. ω∗, edges going out of the root are labelled by and ordered
as ω, resp. ω∗, and each edge labelled by k ∈ ω leads to a subtree
isomorphic to τk, k ∈ ω:

ω

τ0 τk

τ =
· · · · · ·

0 k

ω∗

τk τ0

τ∗ =
· · ·· · ·

k 0

let us denote the tree as τ =
∑

k∈ω τk, resp. τ
∗ =

∑

k∈ω∗ τk; the chain
it encodes is ‖τ‖ =

∑

k∈ω ‖τk‖, resp. ‖τ
∗‖ =

∑

k∈ω∗ ‖τk‖.

Then put

Am =
{

∑

k∈ω τk : τk ∈
⋃

i<mAi and ‖τ0‖ →֒ ‖τ1‖ →֒ . . .
}

∪
{

∑

k∈ω∗ τk : τk ∈
⋃

i<mAi and ‖τ0‖ →֒ ‖τ1‖ →֒ . . .
}

∪
{

∑

k∈ω(τk0 + . . . + τkn) :n ∈ N, τkj ∈
⋃

i<mAi and

‖τ0j‖ →֒ ‖τ1j‖ →֒ . . . for all j
}

∪
{

∑

k∈ω∗(τk0 + . . . + τkn) :n ∈ N, τkj ∈
⋃

i<mAi and

‖τ0j‖ →֒ ‖τ1j‖ →֒ . . . for all j
}

.

and let
A =

⋃

m∈ω

Am.

Furthermore, let S be the set of trees defined as “finite sums of trees fromA”:

S = A ∪ {τ0 + . . .+ τn : n ∈ N and τ0, . . . , τn ∈ A}.

Lemma 5.3. A chain S is an additively indecomposable countable scattered
chain of finite Hausdorff rank if and only if there is a tree τ ∈ A such that
S ≡ ‖τ‖.
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Proof. (⇒) This direction follows straightforwardly from Theorem 5.2 by
induction on the Hausdorff rank of S.

(⇐) Take any τ ∈ A. By construction ‖τ‖ is a countable scattered chain
of finite Hausdorff rank, and ≡ clearly preserves these properties. Let us
show by induction on m that ‖τ‖ is additively indecomposable for every
τ ∈ Am, m ∈ ω. The case m = 0 is trivial. Assume that the claim is true
for all j < m and take any τ ∈ Am. Let us only consider the possibility
where τ =

∑

k∈ω(τk0 + . . . + τkn) for some n ∈ N and trees τkj ∈
⋃

i<mAi,
∅ 6 j 6 n, k ∈ ω, such that

‖τ0j‖ →֒ ‖τ1j‖ →֒ ‖τ2j‖ →֒ . . . for all 0 6 j 6 n.

(The remaining cases follow by similar arguments.) For notational conve-
nience let σk = τk0 + . . .+ τkn, k ∈ ω. It is then obvious that

‖σ0‖ →֒ ‖σ1‖ →֒ ‖σ2‖ →֒ . . . . (5.1)

To show that ‖τ‖ is additively indecomposable, let f : ‖τ‖ →֒ A+B be an
embedding and assume that ‖τ‖ 6→֒ A. Then there is an x ∈ ‖τ‖ such that
f(x) ∈ B. Take i ∈ N so that x ∈ ‖σi‖. Then

‖σi+1‖ →֒ B. (5.2)

Therefore,

‖τ‖ =
∑

k∈ω

‖σk‖ →֒
∑

k∈ω

‖σi+1+k‖ →֒ B

where the existence of the first embedding follows from (5.1), while the
existence of the second embedding follows from (5.2) and the fact that ‖τ‖ →֒
A+B.

Lemma 5.4. A chain S is a countable scattered chain of finite Hausdorff
rank if and only if there is a tree σ ∈ S such that S ≡ ‖σ‖.

Proof. Directly from Lemma 5.3 and Theorem 5.1.

Let V ⊆ ω be an infinite subset of ω, let U = V ∪ {ιn : n ∈ ω} and let
τ ∈ S be arbitrary. Recall that τ↾U denotes the subtree of τ induced by
all the branches whose edge labels belong to U . The particular structure of
U ensures that the infinite sums in τ are restricted so that

∑

k∈ω becomes
∑

k∈V , and similarly for
∑

k∈ω∗ . Thus, we define ‖τ↾U‖ as follows:

• if τ = τ0 + . . . + τn then ‖τ↾U‖ = ‖τ0↾U‖+ . . .+ ‖τn↾U‖;
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• if τ =
∑

k∈ω τk then ‖τ↾U‖ =
∑

k∈V ‖τk↾U‖, and analogously in case
τ =

∑

k∈ω∗ τk.

Consequently,

• if τ =
∑

k∈ω(τk0 + . . . + τkn) then ‖τ↾U‖ =
∑

k∈V (‖τk0↾U‖ + . . . +
‖τkn↾U‖), and analogously in case τ =

∑

k∈ω∗(τk0 + . . .+ τkn).

It is obvious that ‖τ↾U‖ →֒ ‖τ‖.

Lemma 5.5. Let V ⊆ ω be an infinite subset of ω, let U = V ∪{ιn : n ∈ ω}
and let τ ∈ S be arbitrary. Then ‖τ‖ ≡ ‖τ↾U‖.

Proof. In view of the last remark, it suffices to show that ‖τ‖ →֒ ‖τ↾U‖ for
all τ ∈ S.

Let us, first, prove the statement in case τ ∈ A =
⋃

m∈ω Am. The
proof is by induction on m. Assume that the statement is true for all
τ ∈

⋃

i<mAi and take any τ ∈ Am. Let us only consider the possibility
where τ =

∑

k∈ω(τk0 + . . . + τkn) for some n ∈ N and trees τkj ∈
⋃

i<mAi,
∅ 6 j 6 n, k ∈ ω, such that

‖τ0j‖ →֒ ‖τ1j‖ →֒ ‖τ2j‖ →֒ . . . for all 0 6 j 6 n.

(The remaining cases follow by similar arguments.) For notational conve-
nience let σk = τk0 + . . .+ τkn, k ∈ ω. It is then obvious that

‖σ0‖ →֒ ‖σ1‖ →֒ ‖σ2‖ →֒ . . . . (5.3)

Moreover, by the induction hypothesis,

‖σk‖ →֒ ‖σk↾U‖, for all k ∈ ω. (5.4)

Let V = {v0 < v1 < v2 < . . .}. Then vi > i for all i ∈ ω, so (5.3) and (5.4)
yield

‖σk‖ →֒ ‖σvk‖ →֒ ‖σvk↾U‖, for all k ∈ ω.

Therefore,

‖τ‖ =
∑

k∈ω

‖σk‖ →֒
∑

k∈ω

‖σvk↾U‖ =
∑

ℓ∈V

‖σℓ↾U‖ = ‖τ↾U‖.

Finally, if τ ∈ S \ A we have that τ = τ0 + . . . + τn for some n ∈ N and
τ0, . . . , τn ∈ A, and the claim follows immediately from the above discussion.
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A tree σ ∈ S has bounded finite sums if there is an integer w ∈ N such
that Le(σ) ⊆ ω ∪ {ι0, . . . , ιw}. In other words, σ is a tree whose finite
sums have at most w+1 summands. A countable scattered chain S of finite
Hausdorff rank has bounded finite sums if there is a tree σ ∈ S with bounded
finite sums such that S ≡ ‖σ‖.

We are now going to prove that countable scattered chains of finite Haus-
dorff rank with bounded finite sums have finite big Ramsey spectra. The
tool we rely on is the following straightforward consequence of Ramsey’s
theorem (for a proof see e.g. [10]):

Theorem 5.6. For every choice of integers s > 1 andm0, m1, . . . , ms−1 > 1
there is an integer D = D(s;m0,m1, . . . ,ms−1) such that for every k > 2
and every coloring χ :

( ω
m0

)

× . . . ×
( ω
ms−1

)

→ k there is an infinite U ⊆ ω

satisfying
∣

∣

∣
χ
(

(

U
m0

)

× . . . ×
(

U
ms−1

)

)
∣

∣

∣
6 D.

Take any tree σ ∈ S. Every embedding f : n →֒ ‖σ‖, n ∈ N, corresponds
to a subtree of σ induced by branches [v0, ℓi]‖σ‖, i < n, where v0 is the root
of σ and ℓi is the leaf of σ that corresponds to f(i), i < n. Let us denote
this subtree of σ by 〈f〉σ. Clearly, 〈f〉σ has n leaves and its height is the
same as the height of σ (see Fig. 1 (a) and (b)).

Assume, now, that 〈f〉σ has p vertices. If we replace the vertex set of
〈f〉σ by {0, 1, . . . , p−1} so that the usual ordering of the integers agrees with
the BFS-ordering of the new tree, and then erase only those edge labels that
come from ω, the resulting labelled ordered rooted tree on the set of vertices
{0, 1, . . . , p − 1} will be referred to as the type of f and will be denoted by
tpσ(f). Fig. 1 (c) depicts the type of the embedding f given in Fig. 1 (a).

A finite labelled ordered rooted tree τ is an (n, σ)-type if τ = tpσ(g) for
some embedding g : n →֒ ‖σ‖. Therefore, for all n ∈ N and all σ ∈ S each
(n, σ)-type is a labelled ordered rooted tree with the following properties:

• its set of vertices is {0, 1, . . . , p−1} for some p ∈ N and the BFS-order
of the tree coincides with the usual ordering of the integers (hence 0
is the root of the tree);

• it has n leaves and its height is the height of σ;

• its leaves are labelled by 1, while other vertices are labelled by +, ω
or ω∗; and

• its edges going out of vertices labelled by + are labelled by ι0, ι1, . . . ,
while other edges are not labelled.
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‖σ‖ =

σ =

f

(a)
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ι1

ι0 ι2

21 3

+

ω ω∗

〈f〉σ =

ι0 ι2

+

ω ω∗

tpσ(f) = 0

1 2

3 4 5

01111 1 1 1

0

1 1 1 1 1 1

Figure 1: (a) A tree σ, the chain ‖σ‖ it encodes and an embedding f : 3 →֒
‖σ‖; (b) The tree 〈f〉σ that corresponds to f ; (c) The type tpσ(f) of the
embedding f .
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(Note that a labelled ordered rooted tree with the above properties need not
be an (n, σ)-type.) The following is now obvious:

Lemma 5.7. Given an n ∈ N and a σ ∈ S with bounded finite sums, there
are only finitely many (n, σ)-types.

For an (n, σ)-type τ and a set of edge labels U ⊆ ω ∪ {ιn : n ∈ ω} let

Embτ (n, σ↾U ) = {f ∈ Emb(n, ‖σ↾U‖) : tpσ(f) = τ}.

Lemma 5.8. Let V ⊆ ω be an infinite subset of ω, let U = V ∪{ιn : n ∈ ω},
let n ∈ N and let σ ∈ S have bounded finite sums. For every (n, σ)-
type τ there is a Dτ ∈ N such that for every k > 2 and every coloring
χ : Embτ (n, σ↾U ) → k there is an infinite V ′ ⊆ V such that for U ′ =
V ′ ∪ {ιn : n ∈ ω}:

|χ(Embτ (n, σ↾U ′)| 6 Dτ .

Proof. Assume, first, that no vertex of τ is labelled by either ω or ω∗. Since
σ has bounded finite sums, there is an integer w ∈ N such that Le(σ) ⊆
ω ∪ {ι0, . . . , ιw}. Let ht(σ) = h. Then there are at most (w + 1)h branches
in σ that do not pass through a vertex labelled by ω or ω∗. There are at

most
((w+1)h

n

)

subtrees of σ induced by choosing some n of those branches.
Therefore, for any coloring χ : Embτ (n, σ↾U ) → k and any U ′ it must be the

case that |χ(Embτ (n, σ↾U ′)| 6
(

(w+1)h

n

)

.
For the rest of the proof assume that at least one vertex of τ is labelled

by ω or ω∗. Let ℓ0 < ℓ1 < . . . < ℓs−1 be all the vertices of τ labelled by ω
or ω∗. Let mi = |outτ (ℓi)|, i < s, and let Dτ = D(s;m0,m1, . . . ,ms−1) be
the number provided by Theorem 5.6.

Take any f ∈ Embτ (n, σ↾U ) and let (v0, v1, . . . , vp−1) be the vertex set
of 〈f〉σ↾U

ordered by the BFS-order of 〈f〉σ↾U
. Since tpσ(f) = τ , the only

vertices in 〈f〉σ↾U
labelled by ω or ω∗ are vℓ0 , vℓ1 , . . . , vℓs−1 . Let Lf (i) ⊆ V

be the set of all the labels used to label the edges in out(vℓi), i < s. Clearly,
|Lf (i)| = mi, i < s.

By construction, each embedding f ∈ Embτ (n, σ↾U ) is uniquely deter-
mined by the sequence (Lf (0), Lf (1), . . . , Lf (s− 1)) of subsets of V of sizes
m0, m1, . . . , ms−1, respectively. Therefore,

Φ : Embτ (n, σ↾U ) →

(

V

m0

)

×

(

V

m1

)

× . . .×

(

V

ms−1

)

given by
Φ(f) = (Lf (0), Lf (1), . . . , Lf (s− 1))
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is an injective mapping. Now, take any k > 2 and any coloring χ : Embτ (n, σ↾U ) →
k, and define

χ′ :

(

V

m0

)

× . . .×

(

V

ms−1

)

→ k

by

χ′(A0, A1, . . . , As−1) =

{

χ(f), Φ(f) = (A0, A1, . . . , As−1),

0, otherwise.

Then by Theorem 5.6 there exists an infinite V ′ ⊆ V such that
∣

∣

∣

∣

χ′

((

V ′

m0

)

× . . .×

(

V ′

ms−1

))
∣

∣

∣

∣

6 Dτ .

Let U ′ = V ′ ∪ {ιn : n ∈ ω}. The construction of χ′ ensures that

χ(Embτ (n, σ↾U ′)) ⊆ χ′

((

V ′

m0

)

× . . .×

(

V ′

ms−1

))

,

whence |χ(Embτ (n, σ↾U ′))| 6 Dτ .

Theorem 5.9. Let S be a countable scattered chain such that rH(S) < ω.
Assume additionally that S has bounded finite sums. Then spec(S) is finite.

Proof. Since S countable scattered chain S of finite Hausdorff rank and with
bounded finite sums, there is a tree σ ∈ S with bounded finite sums such
that S ≡ ‖σ‖. Without loss of generality we may assume that S = ‖σ‖.
Take any n ∈ N and let us show that T (n, S) is finite. Let τ0, τ1, . . . , τs−1

be all the (n, σ)-types and let Dτ0 , Dτ1 , . . . , Dτs−1 be the integers provided
by Lemma 5.8. We are going to show that T (n, S) 6

∑

j<sDτj < ∞.
Take any k > 2 and any coloring χ : Emb(n, S) → k. Since

Emb(n, S) = Emb(n, ‖σ‖) =
⋃

j<s

Embτj (n, σ)

we have that χ is also a coloring of Embτj (n, σ) for all j < s. By Lemma 5.8
there is an infinite V0 ⊆ ω such that for U0 = V0 ∪ {ιq : q ∈ ω},

|χ(Embτ0(n, σ↾U0
))| 6 Dτ0 .

By the same lemma for each j ∈ {1, . . . , s− 1} we can inductively construct
an infinite Vj ⊆ Vj−1 such that for Uj = Vj ∪ {ιq : q ∈ ω},

|χ(Embτj (n, σ↾Uj
))| 6 Dτj .
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Then, having in mind that Us−1 ⊆ Uj for all j < s,

|χ(Emb(n, ‖σ↾Us−1
‖))| =

∑

j<t

|χ(Embτj (n, σ↾Us−1
))|

6
∑

j<t

|χ(Embτj (n, σ↾Uj
))| 6

∑

j<t

Dτj .

The theorem now follows from the fact that ‖σ‖ ≡ ‖σ↾Us−1
‖ (Lemma 5.5).

Corollary 5.10. Let S be a countable scattered chain of finite Hausdorff
rank. If T (1, S) = 1 then spec(S) is finite.

Proof. Let S be a countable scattered chain of finite Hausdorff rank such
that T (1, S) = 1. According to [9, Theorem 2.13], there is a tree σ ∈ A
with no finite sums such that S ≡ ‖σ‖. (In [9] the order type of such an
S is referred to as hereditarily increasing). But then finite sums in σ are
bounded, whence spec(S) is finite by Theorem 5.9.

Open problem. We have seen in Section 4 that countable scattered chains
of infinite Hausdorff rank do not have finite big Ramsey spectra. On the
other hand, we have just proved in Theorem 5.9 that countable scattered
chains of finite Hausdorff rank and with bounded finite sums have finite big
Ramsey spectra. At the moment, we are unable to resolve the remaining
case of countable scattered chains of finite Hausdorff rank whose finite sums
are not bounded.
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[6] F. Hausdorff. Grundzüge einer Theorie der Geordnete Mengen. Math-
ematische Annalen 65 (1908), 435–505.

[7] A. S. Kechris, V. G. Pestov, S. Todorčević. Fräıssé limits, Ramsey the-
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