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Abstract

This paper presents capacity planning rules for the coplanie of all-optical networks featuring GMPLS and RSVP-TE a
a connection setup protocol. As per RSVP standard, a refmestsage mechanism is incorporated to RSVP such that tleeistat
periodically refreshed on a link per link basis. We provig@lgtical expressions for the bandwidth and buffer sizeset@rovided
such that no flows are torn down due to lack of refresh mess&yesfindings show that small buffers (several KBytes) saffic
to sustain the signaling load for as much as 400 RSVP flowsipler with the simplest RSVP refresh mechanism (neithergisin
link bundling nor acknowledgments). On the other hand, ve® dind the packet drop probability per link for a given netkvor
topology for the case that the flow survival probability isgler than a given threshold. We provide numerical exampdagd on
the COST 239 european network topology and real RSVP traffices from early-commercial switching equipment.

1. INTRODUCTION

The advent of dynamical Optical Circuit Switching (OCS)weitks calls for a signaling protocol for lightpath estabfigent
and tear down. Within the framework of Generalized Multiptd_abel Switching (GMPLS [1]), the RSVP-TE protocaol [2]
and [3] can be used to this end, with its extensions for GMP4Sapd [5]. With RSVP-TE, lightpaths are established in the
same way as LSPs (Label Switched Paths) are established i MEtworks.

According to the RSVP protocol, the state must be continlyoupdated in the routers along the path from source to
destination, namely RSVP is a soft-state protocol. Oncdigidpath has been established, periodic refresh messagesent
on a hop-by-hop basis to signal that the LSP is alive. Thedd¢kose messages is interpreted as a path failure and titpdidp
is torn down. The goal of this paper is to analyze the casermieous lightpath disconnectignshich may happen due to
consecutive refresh message losses, and not path failartheCother hand, we provide capacity planning rules for thtécal
network control plane. First, we calculate the flow duratdistribution as a function of the control plane loss probgbi
Then, we provide expressions that serve to obtain the queeerd bandwidth per link, such that the flow duration isédarg
than a given value with a certain probability objective (e99%).

This work was funded by EU Project NOBEL (FP6-506760), RibfeELTIC-FIRM and the Spanish MEC (project CAPITAL subpmci code: TEC2004-
05622-C04-04 and project PINTA)



A. State of the art

The RSVP protocol has been extensively analyzed. A markaviadel is proposed in [6] that serves to analyze inconsis-
tencies in the RSVP endpoints. The paper compares a numiappobaches that depart from the pure soft-state paradigm,
considering different packet loss, delay and refresh timaues. A simulation analysis has been performed in [7] inctvh
the effect of different control message delivery mechasisrevaluated. The authors show that RSVP performs pooimgus
best-effort delivery for its control messages. Actualhg best results are obtained when a separate bandwidtheivedsfor
the RSVP messages. Furthermore, the timing parameter® gdrtitocol have also a strong influence on RSVP performance.
The optimisation of such timing parameters is subject oflyaig in [8], where a multi-objective evolutionary optiratfon
approach is adopted. The optimized parameters includeeotion setup time, protocol overhead and end-to-end dalay,
losses experienced by the data packets. Additionally, émtopnance of hardware and software implementations of R8ké
analyzed in [9]-[11], with emphasis on the router capaditytérms of CPU and memory) that is required to sustain a icerta
number of RSVP flows.

B. Problem statement

The case of optical networks differs from previous studiesRSVP performance in the following issues. Out-of-band
capacity is provided for the RSVP signaling flows, possilisotigh separate wavelengths. The delay performance ismot a
issue since dedicated bandwidth is provided and delay isat&d to be bounded. Most importantly, the lightpath darais
very large in comparison to the typical duration of other RSflows. In fact, a 40 Gbps wavelength may be allocated for
several days, whereas this is very unlikely to happen foerothternet RSVP flows.

Precisely, the objective of this paper is to analyze whattlaeebandwidth and buffer requirements such that a lightpgath
not erroneously torn down due to loss of RSVP refresh messdgethe best of our knowledge, previous works on RSVP have
never studied the probability of erroneous disconnectionSPs. Furthermore, we provide expressions for the queageasid
bandwidth that ensure that a lightpath will remain switcbhaedor a given period of time with a certain probability. Thesults
are extended for any given network topology and a numerigaingle is provided with the COST 239 european network
topology. Consequently, this paper provides consideratsight concerning the applicability of simple RSVP signglfor
lightpath provisioning in optical networks. It also proe&lcapacity planning rules for the control plane.

The paper is structured as follows. In Section 2 we presentrtbdeling assumptions. In Section 3 the analysis for a ie-|
scenario is presented, together with the results. Sectigndévoted to the analysis and results for the multiple h@mado.

Finally, Section 5 presents the discussion, followed byctusions and future work.

2. MODELING ASSUMPTIONS

According to RFC [3] on RSVP-TE and the corresponding exterssfor GMPLS [4] and [5], the refresh messages are
called Path and Resvdepending on whether they are transmitted in the forwardeerse direction of the flow establishment.
They contain several mandatory RSVP objects, but they cem @ntain optional objects for different purposes (cordirm
tion request, message identification, protection inforomatetc.). For example, the objectsSESSION>, <RSVP.HOP>,
<TIME VALUES>, <LABEL _REQUEST> and <sender descriptor are mandatory for RSVP-TE Path messages. On the
other hand, the objectsSESSION>, <RSVP.HOP>, <TIME_VALUES>, <STYLE> and<flow descriptor list- are manda-
tory for Resv messages. Assuming unicast data flows, thenhtémum IP packet size is around 120 bytes for Path and Resv

messages. Table 1 shows the mandatory RSVP objects in a mhiResv message for an IPv4 LSP tunnel.



Path message Resv message

Object size (bytes) | Object size (bytes)
IP header 20 IP header 20
Common header 8 Common heade| 8
SESSION 16 SESSION 16
RSVP HOP 24 RSVP HOP 24
TIME_VALUES 8 TIME_VALUES 8
LABEL _REQUEST 8 STYLE 8
SENDER TEMPLATE 12 FLOWSPEC <varies>
SENDERTSPEC <varies> FILTER_SPEC 12
UPSTREAMLABEL 8 LABEL 8
TABLE 1

MANDATORY OBJECTS AND TYPICAL SIZE FORPATH AND RESV MESSAGES FORGMPLS LSP IF/4 TUNNELS

However, typical configurations also include optional akgen the RSVP-TE messages. In order to validate the paddeet s
we track the RSVP packet flows between a pair of early-comialerore routers We analyze two different traces with 126
and 378 LSPs, respectively. They were captured for a timegef approximately 60 minutes, late in the evening, when no
new configuration events took place in the network.

According to our trace, the Path and Resv messages were 3&% Byng, which shows that the optional objects are
intensively used in commercial RSVP implementations. Iratvollows, we will assumme the packet sizes observed in the

trace, without loss of generality because the packet sizepiarameter in our analytical expressions.

A. Simulation architecture

In order to assess the validity of our analytical results,eaant-driven simulator has been implemented that mimies th
behavior of RSVP signaling agents. The simulation setugsistsof a one-hop bidirectional signaling channel betwizen
RSVP nodes. The channel is modeled as two fixed-rate sernwtdng at the link line rate (one for each direction). A buffe
can be specified for each link direction. The buffer size imsueed in number of packets, and, since packets are cosstant
it is straightforward to obtain the buffer size in bytes. Wi our simulations using the default recommended valueghfor
timer parameters and a uniform distribution for the rand@fnesh period. The number of flows traversing the link is the
main parameter in the simulations, as it clearly relatesh&édontrol plane load. We configure the simulations for thegea
of hundreds of LSPs. It is worth noting that the case of ma#tid SPs is not considered in this paper and that the LSPs are
assummed to be bidirectional.

On the other hand, a bundling mechanism for the refresh rgessa defined in [12], with the purpose of reducing signaling
load. To do so, a single refresh message serves as a keapabsage for several LSPs. However, it has been shown ingd®] th
a commercial PC is able to sustain the RSVP signaling load$anuch as 50.000 simultaneous flows, with no bundling at all.
Thus, we purposely consider the case of no link bundlingt &sdimpler to implement. On the other hand, we also consider
that the refresh messages are not acknowledged. As a esuitnalyze thesimplestcase of RSVP keepalive signaling. Our

findings show that a very small buffer and bandwidth per floadnees necessary using the simplest RSVP refresh mechanism.

1The router brand and model cannot be disclosed for confalépntieasons



3. SNGLE-HOP SCENARIO

We consider a single link between two adjacent routers, R8VP signaling and unicast flows. As mentioned before,
once the reservation is in place, the state installed in ¢theers is asoft-state The soft-state is erased after the expiration
of a cleanup timeoufrom the arrival of the last Path or Resv message for that flovicig. 1 the bold arrows represent the
direction of the LSP establishment, from “initiator” to fteinator”. Fig. 1 (a) matches the case of an LSP establishinen
the direction from node A to node B, while Fig. 1 (b) the opp®sine. As shown, the Path messages will travel in the flow
establishment direction and the Resv messages in the oppos. Since flows can be established in both directions, &at

Resv messages will travel in both directions.

C A B D

Fig. 1. RSVP message flows

Such RSVP messages are sent periodically by each routeradjiécent nodes in the flow’s path, in orderdéreshthe soft
state. Hence, they are callezgfresh messageMost importantly, the transmission period is smaller th@ncleanup timeout. In
fact, if R is the refresh period, the timeofitmust satisfyL. > (K 4 0.5) - 1.5R. The values suggested in [13] aRe= 30 secs
and K = 3. The refresh period? takes a random value in the ranie5R, 1.5R], in order to avoid message synchronization.
Each refresh message contains thEIME_VALUES> object [13] with theR value that was used to generate it. The value
of L used for a given flow in a router is based on the valuddftated in such object.

Routers A and B in Fig. 1 will also generate Path and Resv mess® their respective other adjacent routers in the path
(routers C and D in the figure). However, neither those message the link under analysis nor they trigger the transomiss
of any other message in such link [13]. Thus, links are coteptedndependent and can be analyzed separately. Congernin
the router architecture, it will be assummed that there i®@trol wavelength for RSVP signaling traffic and a single E/O
converter at the router output port for this wavelength. §hthere is a single queue in which the RSVP signaling trafic i
statistically multiplexed for transmission. This is the shoost-effective router architecture, due to the cost & €gnverters.

First, an arrival process for the multiplexed traffic will peoposed, and validated with real traces. Secondly, thpubut
gueue size will be obtained, for a given loss probabilityeshiye. Based on this loss probability, the distributiorthod time

elapsed until an erroneous disconnection happens will beede

A. Arrival process

Fig. 2 shows the complementary cumulative distributionction (ccdf) or survival probability function of the reftes
message inter-arrival times obtained by simulation, cawgbéo a Poisson process with the same rate and number ofesmpl

(log-natural axes). The number of active flows is 100. We nlesthat the multiplexing of 100 flows worth of RSVP refresh



messages produces inter-arrival times that are very otosggonential. This behavior has also been observed in #iéradfic
trace (Fig. 3).

This finding suggests thatM/D/1/K system may be a good model for the queueing system (packeétes¢ime is constant
due to the constant packet size assumed). However, we asbtoeheck the independence of the inter-arrival times tiier
purpose, Fig. 4 presents the autocorrelation from the sitedlpacket arrival process (more than 3 million samplesjpeved
to the 95% confidence interval around zero for a Poisson psodéhere is some substantial correlation in the arrivatgss
for lags lesser than 200. Thus, the hypothesis of indepénmaket arrivals cannot be accepted.

We find a similar behaviour for a scenario with 200 and 400 fl¢kig. 4). However, we note that the absolute value of the
autocorrelation drops as we increase the number of flowgedhdhe larger the number of independent flows being menkgal
the lower the autocorrelation and the more independentritrements of the resulting traffic process. Therefore, weeeka

better fit to the M/D/1/K model as the number of signaling flawsreases.
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Fig. 2. Survival function for the refresh message intevatriime (100, 200 and 400 flows)

B. Queueing model for the RSVP router

As follows from the previous results, an M/D/1/K model is gupeoximation to the real system, the better the larger the

number of flows in the link. Assuming that the total number oiM is N Flows, the link bandwidth isBW, the queue size

iS Qsizc Packets angp = \/p = NFlowsPacketSize g the ytilization factor, the queue length distributionidwrs from the

M/G/1/K system analysis = Q.. + 1) [14]. We first obtain the following recursive formulas fdret the queue length

distributionwg(’o) of an infinite buffer system
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Fig. 3. Survival function of the refresh PATH message intéral times (traffic trace)
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1—p if i=0
25 _ | 1)
L (aiﬂﬂ'éoo) + Z;;ll aifjﬂ'lgoo)) if i >0

lfao

where the valueg, are the probability that during a service time there are astle+ 1 arrivals, namely

ai:/ Gs(x)(Af) e Mdz, i>0 )
0 !

7

PacketSize

i is assumed

whereGg(z) is the survival function of the service time. In our scenadaonstant service time=

because Path and Resv packet sizes are constant,



1 fo<z<s
Gx(z)=P(S>z) = )
0 ifx>s

Hence, the values af; are easily computed recursively as follows

- . (A5)te ™% .o .
5 () a1 — g— ifi>0
a; :/ ﬂ)\e_’\mdcv = ! (4)
0

Al \i_—AS
v 1- Qe o

Once the queue length distributi@tfnw) for the infinite buffer system has been obtained from equoatiband 4, we compute

the probability

Qsize
g =1- Y x> (5)
=0
Finally, the loss probability for thé1/D/1/K system can be expressed as follows
1—
Ploss = &ﬂ (6)
—4Kp

Fig. 5 presents the packet loss probability from the abowvetimeed model compared to the simulation results. The icaly
results provide an upper bound for the loss probability. ¢éerthey can be used in worst-case approximations. Thetdrvia
of the analytical results from the simulation results is dué¢he correlation between refresh messages, that makesrikal
process not being Poisson. As the number of flows multipléxeie link grows the traffic gets closer to a Poisson procass a
the difference between analytical and simulation resglteduced. This effect can be observed in Fig. 6. We have mezte
the error percentage in the packet loss probability estimdbr the same utilization factor and queue size as the murab
flows increases. We observe that the error decreases sagtifiavith the multiplexing degree.

From the results in Fig. 5 it turns out that very small buffénsthe range of Kbytes) are necessary to achieve packetdoss
smaller than10—3. However, note that the number of flows is in the order of haddr and this is expected to grow as the

optical bandwidth increases.

C. Survival time of a lightpath

In this section, we analyse the probability of erroneousatisection and the time it takes for a flow to (eventually)dre t
down due to loss of refresh messages. In order for a flow to tredown no refresh message must be received during the
cleanup timeout

1) Derivation of the erroneous disconnection probabilityet us assume that the packet loss probability with a number o
flows N Flows, bandwidthBW and queue siz€)size iS pjoss-

Fig. 7 shows that the number of losses to turn down the flow isalveays the same, as explained in the following example.
First, recall that the interarrival times of refresh megsagre uniformly distributed betweéb R and 1.5R. Concerning the
timeout valueL, we note thatl = (K + 0.5) - 1.5R = 5.25R. Let us consider eleven interarrival times of refresh mgasa
which are equal td.5R, as seen in Fig. 7a. Then, the RSVP signaling agent does c&iveerefresh messages fabR and
the flow is turned down. If, however, the interarrival timesppen to be equal td.5R then only three consecutive losses

suffice to turn down the flow (Fig. 7b). Finally, Fig. 7c showsase in between the previous extreme cases.
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Let Xy ..., X, refer to the interarrival times of consecutive lost refresh messag&g.represents the time elapsed between
the last successful arrival and the first 1035. is the time elapsed between the i-th loss and the (i+1)-th &gl X, is the
time from the n-th loss to the first message successfullysimitted. It is worth remarking, as seen in Fig. 7, that a seofe

n consecutive losses can either turn down the associated filvav@ no effect at all. LeT' (") = Z?:o X;. Then,

Pdown = Z P n) > L ploss) (1 - ploss) (7)

The random variableX; are independent and identically distributed as uniforntcem variables in the randé.5R, 1.5R).

The values ofP(T(™) > L) can be computed numerically. For example, they are showraliteT2 for R = 30 secs.

Number of losses (n) P(T(™) > L)
2 0
0.0131836
0.353467
0.851581
0.990212
0.999846
~1

0w N o o b W

TABLE 2

VALUES OF P(T(™) > L) FORR = 30 SECS

In order to derivepy,.,, We take the approximation

Pdown ~ 1Max P(T(n) > L)(ploss)n(l _ploss) (8)

n=1...00

Note that the function to maximize is well defined as a médp— [0, 1] and (pioss)™(1 — pioss) iS @ decreasing function
with n. On the other hand,

P(T"Y > 1) = ZX > L) ZX >L—X,) 9)

> P(Z X;>L)=P(T"™ > 1)

And, thus,P(T™ > L) is an increasing function with (as seen for example in Table 2). Furthermore, it can beyeasil
shown thatP(T(?) > L) = 0 but P(T™ > L) # 0,n > 3 and P(T**) > L) = 1. Therefore,P(T"™) > L)(pi,ss)" has a
zero inn = 2 and a zero im — oo, and takes values in the ran¢@ 1) in between. Thus, a maximum exists in the interval
[3,00] € N.

To calculate such maximum we follow an iterative procedifréhe maximum is attained at = 3 losses then

P(T® > L)(pross)® > P(T™ > L)(pross)”, Vn > 3. (10)

This means thap;”.? < P(T®) > L)/P(T™ > L),¥n > 3. From the values in Table 2 it is easily checked that, <
P(T® > L)/P(T™ > L) ~ 0.0373. For larger loss probability the case with 4 losses is mdwayi Following the induction
argument this case will be the most likely as longpas, < P(TY > L)/P(T®) > L) ~ 0.415 and the general rule is that
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the maximum is attained at losses iff P(T~Y > L)/P(T™ > L) < pipss < P(T"™ > L)/P(T™*Y > L), n > 4.

Table 3 shows the most likely number of losses, for a rangeaoket loss values anfl = 30 secs.

Most likely
number of losses (n Packet loss range
3 Ploss < 0.0373
4 0.0373 < Pross < 0.415
5 0.415 < pioss < 0.86
6 0.86 < pross < 0.99

TABLE 3

LOSS PROBABILITY AND MOST PROBABLE DISCONNECTIONS

For a case withV¢4,s = 100, BW = 9500 bps andQ,;.. = 5 the experimental loss probability j5,ss = 0.049 and it
turns out that the maximum is attainedrat= 4 losses.

2) Derivation of the flow survival probability for a given timinterval: We may now derive the probability that a flow
remains connected after an arbitrary period of time eéconds. To make the problem analytically tractable, tine txis is
slotted in constant length refresh intervals, whose lefgg#tpproximated by the medt[R]. Then, we calculate the probability
that a connection lifetime is greater than a given numbewuohsntervalsn; = [t/E[R]].

Now, assumming packet losses are i.i.d. we are interestedeirevent that a signaling flow suffers enough consecutive
losses. To this end, we use a discrete-time discrete Markaing(DTDMC) in which the states represent the number of
consecutive losses. In our numerical exam@¥g(,,s = 100, BW = 9500 bps andQ,;.. = 5), the chain states lie in the
set{0,1,2,3,4. The state four is an absorbent state that represents foisecotive losses and the connection removal due
to timeout. Consequently, we wish to derive the distributad the chain hitting time for state four. Equation (11) skaive

one-step transition probability matrix for this chain.

1- Ploss  Ploss 0 0 0
1- Ploss 0 Dloss 0 0

Q = 1- Dloss 0 0 Dloss 0 (11)
1-— DPloss 0 0 0 Dloss
0 0 0 0 1
Now, if D represents the flow survival time then
P(D <t)=~ Q™(1,5) (12)

wheren, = [t/E[R]]. Fig 8 shows the survival flow duration probabiliy(D > t) for different degrees of multiplex in the
link (100, 200 and 400 flows) and different link bandwidthse Wécus on the range of very high survival flow probability
(above 0.99). The figures compare the analytical resultepites above with the values for the flow duration obtainednfro
simulation. Both analytical and simulation values are e€lasd typically the analytical approximation behaves asveldound
to the flow duration, mainly due to the worst-case loss proibab

Finally, Table 4 summarizes the steps for analytically figdihe bandwidthlB1W and queue siz€),;.. in order for a flow

to survive a time larger thahwith a probabilityposjective-



Fig. 8.

P(D>t)

P(D>t)

Single-hop network scenario: N Flows, R and PacketSize

Survivability objective: popjective andt such thatP(D > t) > popjective

Target results: BW and Q.. for the two link directions

Procedure:

1. Compute the approximate number of refresh intervals= [t/ E[R]]

2. Find pioss as a zero off (pross) = Q™ (1,5) — (1 — popjective), TOr example with an iterative
algorithm.

3. Find anM/D/1/(Qsize + 1) system such that its loss probability zig,ss. This can be done with
a plot similar to the ones displayed in Fig. 5 with number ofvBaV Flows and values ofBW >
NFlows - PacketSize/R. The valuep,,ss is a horizontal line that intersects the curves in the fig
(each one for a differen®;..). There is a solution for each giveR;;.., the smaller the value o
Qsize the larger the value oBW.
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TABLE 4

LINK DIMENSIONING PROCEDURE

Link carrying 100 flows, @,,= 5 packets Link carrying 100 flows, @, = 7 packets
T T T T 14 T T T
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’ [Model] - [Model] ---=-----
[Simulation] BW = 9485 bps-
1.002 - Model] - 0.998 - B
[Simulation] BW = 10078 bps - -~
[Model] -----
1
= 099 E
0.998 A
a
0.996 & ogoaf 1
0.994
0.992 B
0.992
0.99 0.99 : : % :
0 2 4 6 8 10 12
t (Hours) t (Hours)
Link carrying 200 flows, Q,.= 7 packets Link carrying 400 flows, Q,.= 12 packets
1 1
[Simulation] BW = 18082 bps—— [Simulation] BW = 32607 bps——
M - Model] ---------
. [Simulation] BW = 33200 bps- .
0.998 - [Model] = o 0.998 -2 [Model] = o
0.996 o 0996} % i
A
[a) <
0.994} & 0904} ﬁ&& i
0.992 0.992 &X&% E
0.99 0.99 . k| . xe VI
0 0 0.5 1 15 2 25 3
t (Hours) t (Hours)

Simulated and analytical results comparison forfibw duration probability

4, MULTI-HOP SCENARIO

The previous sections provided the capacity planning rides single link. Bandwidth and queue size values were found

such that, with a given probability, the flows crossing thk Will not suffer an erroneous disconnection in less thaeran

amount of time. It is worth noting that the links are complgtedependent, i.e., neither the arrival nor the loss ofeasi

messages in a link affects any other link. Let us now consageoptical network represented by the grdph V) whereN

is the set nodes an¥ is the set of vertices. Let us also consider an RSVP flow theduged across nodesy,...N,, € N
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Fig. 9. COST239 network

without loss of generality. LeP(Dy,_n;,

7

.. > t) refer to the probability that the flow lifetime is longer tharassuming that
the distance between nod&s and N, is one-hop. Such probability is given by (12). Then, for a tidubp flow, the flow

survival time probabilityP (D,uitinep > t) is given by

m—1
P(Dmultihop > t) = H P(DN1—>N1+1 > t) (13)
=1

The above equation provides a means to derive the signdhng foss probability in terms of a given flow survival probityp
objective, which will be denoted by, jective. We note that there are multiple solutions to the equald®, . tinop > t) >
Dobjective, Which yield different loss probabilities in each lidk; — N;;+1,i = 1,...,m — 1. Nevertheless, assumming that all

links have the same loss probability then (13) reduces to

P(Dpuitinep > t) = P(D > )™ * (14)

where P(D > t) is obtained from (12). Since: — 1 is the number of hops for the flow, we consider a worst-casadagp
planning by lettingm be equal to the longest path in number of hops, whose lendttbwireferred to asn,,.. If that is

the case,

P(D > t) > (pobjective)l/(mmaw_l) (15)

and we only have to solve numerically equation (16) for theieaf p;.ss.

1- Qnt (17 5) > (pobjective)l/(mmam_l) (16)

A. Numerical experiment with the COST239 network

In this section, we provide the maximum allowable loss philiig per link in the COST239 network, which is shown in
Fig. 9.
In the COST 239 topology and using shortest paths based ohdpheount, the maximum path length is five hops. We

solve equation (16) and obtain the required loss probgbibirsusP(D,itinop > t) for ¢ equal to one and two weeks, as
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Fig. 11. Example of minimum link resources computation

shown in Fig. 10. Then, assuming for example that our ta®et(iD,,uitinep > 7 days) = 0.99 it follows from (14) that
P(D > 7days) ~ 0.998 and from Fig. 10 the loss probability should be less than783. Now, let us assume that our data path
is carrying 200 flows. The minimum bandwidth required will B&/ > N Flows - PacketSize/R = 200 - 332 - 8/30 bps =
17,707 bps. From Fig. 11 we identify a couple of possible solutions floe fink resource requirements. We may set up a
minimum bandwidth of 19,500 bps with a buffer of at least niaekets (less than 3 KBytes). A second possibility would be
to set up a smaller buffer size, with only seven packets fless 2.3 KBytes), but a link bandwidth of at least 20,500 bps.

5. CONCLUSIONS

This paper provides capacity planning rules for the cortahe of a GMPLS network. We have presented analytical rules
to obtain the maximum allowable loss probability on a linloirder to ensure a survival time for a given lightpath. Theysia
also provides the link resources needed, in term of resdraadwidth and buffer space. Our findings show that a verylsmal
buffer size and bandwidth can sustain the signaling loachtordreds of flows, even in a scenario with the simplest RSVP

refresh mechanism. The analytical procedure has also béended from single links to complex network topologiesugh
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the results presented in this paper can be used to accuditednsion the GMPLS network control plane.
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