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1 Introduction

The rapid growth of broadband communications has led to 
many new web applications such as online interactive maps, 
social networks, video streaming, cloud computing, and 
Con-tent Distribution Network (CDN) services, most of 
which are provided by cloud networks which are composed 
of several datacenters. A datacenter is a warehouse-scale 
and massively parallel computing and storage resource. It 
generally consists of thousands of clustered servers. Cloud-
based applications are reshaping the network landscape, by 
pushing the tradi-tional hierarchical and connectivity-
oriented Internet toward a more flat and service-oriented 
infrastructure as promoted in Web 2.0 [1]. Accordingly, 
networks provide more direct connections from content/
service providers to customers, with services delivered 
through datacenters. Cloud services require a transmission 
infrastructure with high capacity, low latency, low cost, and 
high availability. Optical network-ing technology plays an 
important role in realizing next-generation cloud solutions 
in order to meet their stringent requirements [2].

High-capacity optical backbone networks that carry 
cloud services are exposed to many threats such as 
malicious attacks, equipment failures, human errors (e.g., 
misconfig-urations), and large-scale disasters, both human 
made [e.g., due to weapons of mass destruction (WMD) 
attacks] and natural. Disasters represent a challenging 
threat for our net-



path provisioning in terms of flexibility in usage of net-
work resources. Many cloud applications are throughput tol-
erant and can continue to operate under reduced capacity
(e.g., bandwidth), which results in a lower service/perceived
quality (e.g., for file delivery, transfer may take longer; for
video conferencing, video frames may have lower qual-
ity/resolution with reduced capacity, etc.) Thus, service can
be maintained with a degraded-service level vs. no service at
all [8]. These applications can exploit multipath provision-
ing, which offers degraded service in case of a failure (par-
tial protection). However, single or multipath provisioning to
a single destination (datacenter) does not ensure protection
against service failures at datacenters (i.e., node failures). To
remedy this problem, Ref. [9] proposes the establishment of
primary and backup paths to SRG-disjoint datacenters but
it does not benefit from multipath provisioning as only one
path is active at a time.

Our solution combines the benefits of multipath and
anycast provisioning schemes during the delivery of cloud
services. Our proposed manycasting protection offers (1)
degraded service in case of large-scale failures due to dis-
asters as in multipath provisioning and (2) resilience to
datacenter-node failures as in using a backup-datacenter
approach. We consider minimizing the risk of disaster fail-
ures, i.e., the loss in case of a disaster by avoiding high-risk
paths [10]. Our approach has high chance of successful pro-
visioning, because less bandwidth is requested from the paths
and datacenters, and it is inherently survivable to single-link
failures (provides degraded service; and, with overprovision-
ing, it can provide full protection against single failures).
Also, instead of only utilizing the most secure paths, it also
uses other paths and reduces the possibility of congestion on
the secure paths.

The rest of this study is organized as follows. Section 2
presents a brief background on risk calculation for disas-
ters, protection schemes, and related works. We describe the
proposed scheme at a high level and state the problem in
Sect. 3, and formulate the optimal ILP in Sect. 4. Since ILP
is intractable for large problem instances, we propose heuris-
tics in Sect. 5. Section 6 presents numerical results, and we
conclude the study in Sect. 7.

2 Background

Disaster repercussions, e.g., disconnections, data loss, and
service disruptions, can be minimized using survivable pro-
visioning schemes (pre-configured, before disasters) and
restoration schemes (reactive, after disasters).

Some studies propose survivable provisioning to proac-
tively alleviate the impact of disasters. They determine pos-
sible disaster zones in the network, e.g., risk (hazard) maps to
highlight its vulnerable regions using interdisciplinary con-

works as they affect large geographical areas and can trig-
ger correlated and/or cascading failures of multiple network 
elements, resulting in huge data loss and disruptions in net-
work connectivity. The 2011 Japan Earthquake/Tsunami and 
2012 Hurricane Sandy [3] are two recent disasters that have 
deprived people of essential network services and severely 
hindered rescue operations for weeks. Moreover, multiple 
link/node failures caused by disasters may make the net-
work more vulnerable to secondary (post-disaster) failures 
(e.g., aftershocks or power outages). Post-disasters can be 
correlated (e.g., an earthquake on a fault line can trigger 
other earthquakes on the same line) or uncorrelated (sequen-
tial WMD attacks), and they need serious attention. Thus, 
disaster-aware provisioning schemes (e.g., routing around 
risky disaster areas) have been proposed. Service require-
ments of bandwidth-hungry cloud services make disaster sur-
vivability even more crucial as the data (and revenue) loss 
caused by large-scale correlated, cascading failures can be 
very high. To alleviate their impact, new measures should be 
taken as emerging cloud services make different service par-
adigms possible since one-to-one connectivity is not required 
anymore.

Contents or services in cloud systems can be replicated 
across multiple datacenters located at different nodes from 
which user demands can be served. As opposed to the traf-
fic that explicitly specifies both source and destination (uni-
cast traffic), cloud networks make new service paradigms 
feasible which include anycasting, i.e., providing service to 
cloud users from any of the datacenters that host the service, 
and manycasting, i.e., providing service from a subset of the 
datacenters. These models can be applied for services such 
as file transfer and media streaming [4]. In this work, we 
propose a novel disaster-aware service-provisioning scheme 
that multiplexes service over multiple paths to multiple 
servers/datacenters with manycasting, and the main con-
tribution is to assess the additional resiliency manycasting 
offers by allowing serving a cloud user from an intelligently 
selected subset of datacenters that have the requested con-
tent/service. Network-survivability studies mostly focus on 
link failures and neglect datacenter failures. Our solution 
offers protection against node failures by selecting shared-
risk group (SRG whose members may fail simultaneously 
due to a disaster [5,6]) disjoint datacenters to serve cus-
tomers. Without changing anything in application layer, 
manycasting is possible through protocols such as Hyper-
text Transfer Protocol (HTTP), which makes the proposed 
solution practical.

Providing 100 % protection against disasters (by routing 
them via primary and backup paths) would require mas-
sive and economically unsustainable bandwidth overprovi-
sioning, as disasters are difficult to predict, statistically rare, 
and may create large-scale failures. Some works (e.g., [7]) 
have showed that multipath provisioning outperforms single-
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Fig. 1 Exploitation of hazard maps to determine disaster zones: a US
seismic-hazard map, and b US-wide fiber cable topology with high-
risk disaster zones (by matching fiber map with seismic-hazard map).
The hazard levels below 32 % are neglected. Circles represent disaster

zones and their center is at the epicenter of the predicted earthquakes,
and their radius is 100 miles as damage of an earthquake may span this
distance [12]

tributions from climatology, geology, etc. (e.g., Fig. 1a shows
risky zones of US with a heat map against earthquake disas-
ter) [11]. By utilizing risk maps, we can estimate the proba-
bility of occurrence of a disaster and probability of a network
device getting damaged by this disaster. These two parame-
ters give us the risk levels of disaster zones. Figure 1a shows
seismic-hazard map of US with its risk levels. Locations of
high-risk earthquake zones (Fig. 1b), which have different
probabilities of failures, can be determined by matching a
network topology with the seismic-hazard map. Using these
maps, network planners can develop solutions that select
less risky regions for routing connections, and hence, the
expected loss will be minimized and network becomes bet-
ter prepared to handle a disaster.

The set of links or nodes that are vulnerable to a common
failure (e.g., a disaster) can be represented as a SRG [6].
The most prevalent protection strategy against disasters is to
route connections over disaster-zone-disjoint (i.e., SRG dis-
joint) primary and backup paths (or using multiple primary
paths, e.g., multipath provisioning) as depicted in Fig. 2a,
where 1B is the requested bandwidth. However, fully protect-
ing primary paths with backups requires extensive resource
usage, especially for multiple failures (as in disasters).

Some services may accept a reduced level of bandwidth
during failures, depending on their characteristics. For ser-
vices that can tolerate reduced bandwidth, network oper-
ators may offer partial protection, possibly at lower cost.
The partial-protection guarantee is determined by the con-
nection’s degraded-service tolerance, e.g., backup path in
Fig. 2a can be downgraded to the connection’s minimum
service requirement, so it becomes partially protected.

Multipath routing, i.e., multiplexing a connection over
multiple paths, is another scheme for providing partial pro-
tection [13]. For a multi-path-routed service, even if some
paths are down or overloaded, the other paths may provide the
required degraded service. Thus, some SLAs for partial pro-
tection can be satisfied without any redundant resource allo-

cation. Figure 2b shows an example degraded-service-aware
multipath provisioning [14], which guarantees a minimum
tolerable bandwidth of 60 % of the required bandwidth under
normal operation even in case of failure of one of the paths.
During normal operation, customer receives 1 B, which is
multiplexed over three paths (one with 0.4 B, two with 0.3 B)
and any predicted disaster in the network, affects only one
path, hence the guaranteed bandwidth is at least 0.6 B.

The shifting paradigm toward cloud computing is creat-
ing new opportunities for optimizing disaster-aware network
design. Contents in cloud systems are replicated at multi-
ple servers/datacenters and a user’s service need not be con-
fined to one particular datacenter. New service models are
enabled such as anycasting, i.e., providing service from any
of the datacenters that hosts the requested service, and many-
casting, i.e., providing service from a subset of the datacen-
ters. These models can be exploited, e.g., for file transfer
and media streaming, to enhance the resilience of cloud ser-
vices. Resilience against destination-node failures is very
crucial due to cloud services and datacenters hosting con-
tent. Backup-path protection using anycasting is shown in
Fig. 2c. Authors in [15] propose a model for placing data-
centers and routing services under the anycast model, such
that fast cloud service protection is considered in case of
single-link and single-node failure events. Risk concept has
not been considered in these works, and they perform routing
by shortest-path calculation.

Our proposed disaster-aware provisioning scheme exploits
the manycasting service paradigm enabled by cloud services
which is depicted in Fig. 2d. We use inverse multiplexing over
multiple paths (the least risky ones) to provision bandwidth
for services distributed over multiple servers/datacenters
with manycasting. Also, it ensures degraded service (vs. no
service at all) after a failure without using extra resources
since it uses multipath routing. Both anycasting scheme in
Fig. 2c and our proposed manycasting scheme in Fig. 2d are
resilient against destination-node failures (since the paths
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tection via anycasting (partial protection also possible), and d proposed
manycasting scheme with partial protection

Also, risk, resource usage, and service delay parameters are
highly dependent on the network and datacenter placement.
For a connection request, optimizing selected paths both
considering their risk levels and distances between source
and destination nodes of that path (a.k.a. resource usage and
latency) may be challenging since a low-risk path can be
established to a distant datacenter while there are closer dat-
acenters to the source.

3 Overview of the proposed approach and problem
statement

3.1 Overview of the proposed approach

We propose to provision multiple paths, which are the least
risky ones, to multiple datacenters, which we call Mul-
tipath to Multiple Destinations (MMD). We define risk
using a probabilistic model (i.e., we consider disaster occur-

Fig. 2 Disaster-aware provisioning schemes: a full protection via 
backup path (Partial protection can be realized by lowering bandwidth 
of backup path), b partial protection via multipath routing, c full pro-

connect to disaster-zone-disjoint destination nodes, so the 
service will not be disrupted if such a node fails due to a 
disaster).

Manycasting is not a new concept, and it has been dis-
cussed in several works in the context of group communi-
cation that enables communication with an arbitrary (client-
specified) number of group members. Anycast and multicast 
communication are special cases of manycast in which the 
target number of group members is one and infinity, respec-
tively [16]. However, in this study, we explore manycast pro-
visioning for cloud computing in the context of disaster sur-
vivability which, to the best of our knowledge, is the first 
study to focus on this issue. We present disaster-aware many-
cast provisioning, with specific attention to high-capacity 
backbone networks. Compared with the classic multipath 
routing problem, our proposed solution is much more com-
plex since this approach introduces new constraints such as 
SLAs to satisfy delay requirement, and only the datacenters 
that do not violate that amount can be used to get the service.
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Fig. 3 Different risk-aware provisioning schemes. a backup path to backup dest. (BBD), b multipath to single destination (MSD), c proposed
multipath to multiple destination (MMD)

rence probabilities as well as the probability of the network
resources being affected by a disaster, as in [10,17]).

We analyze the network with a probabilistic disaster
model, where a network equipment in a disaster zone fails
with some probability, which depends on its distance from
the disaster’s epicenter, type of the disaster, etc. [16]. A net-
work equipment fails with a probability which depends on
many factors such as the equipment’s dimension (e.g., length
of a link), specification (i.e., shock resistance), distance from
the attack center, and functional dependencies on other com-
ponents, e.g., power station.

The main benefits and properties of the proposed scheme
are as follows. First, it provides protection against secondary
failures (e.g., aftershocks) along with single-link and dis-
aster failures by provisioning multiple SRG-disjoint paths.
When a connection loses one path after a disaster, it will still
have multiple SRG-disjoint paths that protect it against post-
disaster failures. Second, it is resilient against destination-
node failures (since we have multiple destination nodes, the
service will not be disrupted if one of them fails due to a dis-
aster). Third, this scheme can ensure degraded service (vs.
no service at all) after a failure without using extra resources.
The connection can also be partially protected according to
customer needs, and this partial protection amount will be
defined in the service request. The topology of the network
and the bandwidth requirement of a connection might limit
the amount of partial protection; yet this model can offer
the requested degraded service level, if possible. Another
important aspect of this scheme is that it provides a mini-
mum degraded-service ratio which is defined in a connection
request by the customers. It is the minimum level of partial
protection ensured even if just a single path survives after dis-
asters. This ratio assures a certain level of acceptable protec-
tion when post-disaster failures occur since each path provi-
sions at least that amount. To reduce latency among different
paths, the paths in our scheme only use datacenters within a
certain distance away from the customers, which is generally
referred to as differential delay constraint (DDC) [18].

We compare our scheme with two benchmark schemes,
namely multipath to single destination (MSD) and Backup
path to Backup Destination (BBD). In MSD, multiple paths
that use a single datacenter are provisioned for a request,
i.e., multipath provisioning. In BBD, one primary and one
backup path are provisioned for a connection in which both
the paths and their destination nodes are SRG disjoint.

Figure 3 illustrates three different risk-aware provision-
ing schemes on a 7-node network with datacenters located
at nodes 5, 6 and 7; and three disaster zones (DZs) D1, D2,
and D3. We consider a content request from node 1 with 10B
requested bandwidth and full protection in case of a disaster,
and all datacenters have the requested content. In Fig. 3a,
a backup path is provided to datacenter at node 7, which is
SRG disjoint to the primary datacenter. When any disaster
occurs, this scheme still provides 10B bandwidth but con-
sumes 20B bandwidth. Backup-path scheme becomes vul-
nerable to single-link failures after either a disaster in D1
or D2 occurs (not survivable against post-disaster failures).
Figure 3b illustrates multipath provisioning to a single data-
center. The connection will be lost if a disaster in D1 occurs
while it will be robust to other disasters. Due to this insta-
bility, we cannot guarantee a certain amount of service. This
scheme also provides degraded service. Figure 3c shows the
proposed solution which provisions multipaths to multiple
datacenters. After any one of the disasters occurs, the service
remains survivable against post-disasters only in this scheme.
Also, the proposed scheme is robust against multiple disas-
ters unless all the SRG-disjoint paths get disconnected.

3.2 Problem statement

We consider a WDM optical backbone network where data-
centers can be placed at a selected subset of network nodes.
Contents are not fully replicated (where every content exists
in all datacenters) since it may create more background traffic
between datacenters due to synchronization.



Disaster-aware manycast routing can be stated as follows:
Given the network topology with nodes and fiber links inter-
connecting them, including source sites (where requests for
cloud services originate), candidate destinations (i.e., the
cloud servers), and disaster risk map of the network, find
multipaths to multiple datacenters for each of the requests
such that the risk (i.e., expected bandwidth loss) of the net-
work during a disaster event is minimized.

4 Mathematical formulation

The mathematical formulation of multipath provisioning to
multiple datacenters is formally described below, and it turns
out to be an Integer Linear Program (ILP). Datacenter loca-
tions and content placement are given as input. At most one
path will be established to a datacenter for a connection. We
consider k-shortest paths from each node to each datacenter
as an input. The primary objective is to find a set of paths for
all connection requests that minimizes the expected band-
width loss in the event of disasters and the secondary objec-
tive is to minimize network resource usage.

Input Parameters:

• G(V, E): Network topology where V is the set of nodes
and E is the set of directed links where all links are unidi-
rectional.

• P = {p|p =< sp, dp, L p, E p >}: Set of k-shortest
paths where sp, dp, and L p are source, destination, and
length of the path in km, respectively. E p is the set of links
on path p.

• D = {d|d =< vd , Cd >}: Set of datacenters where vd is
the node where datacenter d is located and Cd is the set
contents datacenter d hosts.

• T = {t |t =< st , ct , Bt , μt , nt , Pt >}: Set of connec-
tion requests where st is the source, Bt is the bandwidth
request, μt is the partial-protection ratio (e.g., 0.5 for 50 %
protection and 1.0 for full protection), nt is the minimum
degraded-service ratio (for 30 % minimum protection, this
value is 0.30), ct is the requested content of connection t ,
and Pt ⊂ P is the set of possible paths to use for connec-
tion t where st = sp.

• Y = {y|y =< Ey, ρy >}: Set of DZs where Ey is the
set of links that are members of Disaster y and ρy is the
probability that Disaster y causes a failure.

• K : Maximum number of paths allowed for a connection.
• U y

p ∈ {0, 1}: Equal to 1 if path p goes through SRG y.
• Ae

p ∈ {0, 1}: Equal to 1 if link e ∈ E p.

• H
dp
ct ∈ {0, 1}: Equal to 1 if datacenter d has content c.

• πe: Capacity of link e which is the product of the total
number of wavelengths on link e and single wavelength
capacity (can be different for each link).

• ε is an arbitrarily small number.

• DDC: Differential delay constraint which limits the usage
of distant datacenters.

Integer Variables:

• αt
p: Bandwidth used on path p for connection t .

• Xt : Number of paths for connection t .
• Zt

p ∈ {0, 1}: 1 if path p is used for connection t.

Objective:

Minimize
∑

y∈Y

(∑
t∈T

(∑
p∈Pt

αt
p.U

y
p

))
.ρy +ε.

∑
t∈T∑

p∈Pt
αt

p + Zt
p.L p

The first term minimizes the expected bandwidth loss (risk) in
case of disasters. The second term ensures that shortest paths
are selected and minimum possible bandwidth is provisioned.

Constraints:
∑

p∈Pt

αt
p ≥ Bt ∀t ∈ T (1)

∑

p∈Pt

∑

t∈T

αt
p.A

e
p ≤ πe ∀e ∈ E (2)

∑

p∈Pt

Z t
p = Xt ∀t ∈ T (3)

Xt ≤ K , Xt ≥ 2 (4)

Zt
p ≤ αt

p∀t ∈ T ∀t ∈ T,∀p ∈ Pt (5)

Zt
p ≥ αt

p/M (6)

Zt
p ≤ H

dp
ct + 1

2
∀t ∈ T ∀p ∈ Pt (7)

∑

p∈Pd

Z t
p ≤ 1 ∀t ∈ T ∀d ∈ D (8)

∑

p∈Pt

Z t
p.U

y
p ≤ 1 ∀t ∈ T,∀y ∈ Y (9)

∑

p∈Pt

Z t
p.A

e
p ≤ 1 ∀t ∈ T,∀e ∈ E (10)

|(L p − Lq).Zt
p.Z

t
q | ≤ DDC ∀p, q ∈ Pt (p �= q),∀t ∈ T

(11)
∑

p∈Pt

αt
p −

∑

q∈Pt

αt
q .U y

q ≥ μt .Bt ∀t ∈ T,∀q ∈ Pt ,∀y ∈ Y

(12)

αt
p ≥ Zt

p.nt.Bt ∀t ∈ T,∀p ∈ Pt (13)

Equation (1) enforces that the total reserved bandwidth is at
least equal to the requested bandwidth. Equation (2) ensures
that the total bandwidth usage in a link does not exceed the
link capacity. Equations (3) and (4) constrain the number of
multipaths per connection. Equations (5) and (6) define Zt

p
where M is a large number. Equation (7) ensures that only the
paths destined to datacenters with the requested content are



selected for a connection. Equation (8) ensures that at most
one path is provisioned to a specific datacenter for a connec-
tion. Equations (9) and (10) ensure that every path used for a
connection is SRG disjoint and link disjoint, respectively. As
the number of multipaths increases, the survivability against
post-disaster failures also increases. Possible multipath num-
ber is dependent on the availability of the network resources,
content replication amount as well as the DDC. Equation (11)
ensures that the differential path distances of a connection are
selected to fulfill DDC (whose practical value is 8 ms [18]).
Equation (12) ensures that, in case of single-link or disas-
ter failures, requested level of degraded service is provided.
When the requested degraded-service ratio is 1, full protec-
tion with overprovisioning is provided. Equation (13) gives
the minimum level of degraded service required in case only
one path survives (e.g., if a connection’s multipath number
is 4, it will take minimum degraded service after any three
simultaneous failures).

5 Heuristic

Solving the ILP in Sect. 4 is not an easy task for large-
scale problem instances. Although the optimization tech-
niques such as column generation [19], Langrange relaxation
[20], etc. can be applied, they are still ILP-based or exhaus-
tive search algorithms and thus not fully scalable. To make
the design more scalable for large problem instances, in this
section, we propose a heuristic. We use this heuristic for sta-
tic traffic, where all requests are known beforehand, though
it can also be applied for dynamic traffic, where requests
arrive and are processed one-by-one. We provide the pseudo
code of the proposed heuristic in Fig. 4 to provision a set of
connection requests T.

The heuristic starts with initialization steps (lines 1–
16). First, we construct a bipartite graph (see Fig. 5) in
which the source nodes are on the left set and datacen-
ters on the right. Second, we pre-calculate the k-shortest
paths from each possible source to each datacenter in order
to make future calculations more efficiently. All proce-
dures starting with “sort”, are regular sort operations
(e.g., sortPathsbyRisk sorts connections based on their
risk level, sortCostofSolutionSet sorts provisioning
solutions for the connections request based on the cost of the
paths with assigned capacity.) Once the initialization is com-
plete, we switch to the running state where, for each request
t , we invoke the provision procedure. The procedure starts
with determining the candidate datacenters which can serve
the requested content (lines 18–23) and form the set D’. The
next step is to determine possible datacenter sets to provision
a connection. Since we limit the system with maximum of
four paths per connection, all possible two-to-four elements
combination of D’ is determined. For this purpose, we first

Fig. 4 Pseudo code for proposed heuristic. + Ck(n,d) is the
risk of the kth path between n and d shown
in Eq. (15). ∗ We use a modified version of
capacity assignment algorithm in [14]. It assigns
bandwidths to the paths by satisfying degraded
service constraint
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Fig. 5 Bipartite graph: each edge 〈n, d〉 represent k-shortest paths
between nodes {n, d} and each path Pk

n,d is weighted by its risk of
failure found in Eq. (15)

construct the set D” which is the vector of all possible set of
candidate datacenters using the combination operation. For
instance, if i (number of connections) is set to two and if
the content is available in three servers (A, B, and C), then,
D” is the set of ({A, B}, {A, C}, {B, C}, {A, B, C}). The
basic idea is to forward set D” to the findSolution proce-
dure along with the incoming connection request, record the
results (lines 28–33), and then sort all results based on the
cost function to choose the one with the minimum cost (lines
28–34). (For sake of simplicity, we omit the case where no
possible result exists.) In findSolution procedure (lines 37–
54), we use a similar iterative method as above and break D”
into subproblems, calculate the cost for each possible solu-
tion, and then choose the one with the lowest cost again. At
this point, the problem boils down to finding the best (lowest
cost) solution for a given set of candidate datacenters (e.g.,
A, B) which correspond to determining the paths from the
source to each datacenter, assigning capacity to each path

and calculating the cost. We iterate over all possible path
combinations for a datacenter set to which we are trying to
provision paths for a connection.

A set of possible paths between a source to a datacenter
set is called a solution. We assign capacities to every solution
using capacity assignment in [14] while satisfying the con-
nection request’s bandwidth and degraded-service require-
ment.

Cs =
∑

y∈Y

⎛

⎝
∑

p∈Ps

αs
p · U y

p

⎞

⎠ · ρy+ ∈ ·
∑

p∈Ps

αs
p (14)

Ck
n,d =

∑

y∈Y

U y
p · ρy (15)

At the last step, we calculate the cost of the solution using the
Eq. (14) which is the expected bandwidth loss in case of all
predefined disasters and the total bandwidth provisioned for
the connection. Even if the number of loops seems to be high,
given that k may be bounded to a low value and a requested
content is available in a limited number of datacenters, the
computations are done efficiently, and in much faster way
compared to the ILP.

6 Illustratıve numerıcal examples

We present illustrative results by solving the ILP formula-
tions and heuristics on the network in Fig. 6. Since the ILP
approach is not scalable, we can optimally solve the ILP
only in small problem instances. This provides a benchmark
to gauge our heuristic performance. For large scenarios, we
focus on checking the feasibility of the heuristic solution.

We compare three disaster-aware provisioning schemes:
multipath to single destination (MSD), our proposed mul-

San Jose
0.03p

Los Angeles
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San Diego
0.04p

Washington D.C.
0.27 p

Philadelphia
0.05p

Chicago
0.08p

Dallas
0.04p

Phoenix
0.04p

New York City
0.24p

Fig. 6 US-wide network with WMD disaster zones shown in circles with attack probabilities, where p is the probability of a WMD attack targeting
US
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Fig. 7 Comparison of the proposed scheme with benchmarks using ILP: a resource usage comparison of different risk-aware provisioning schemes
with same protection (100 and 50 %) against disaster failures, b guaranteed service amount (worst case scenario)

tipath to multiple destination (MMD), and backup path
to backup destination (BBD) (i.e., SRG-disjoint primary
and backup paths to SRG-disjoint datacenters), in terms of
resource usage and survivability. All three schemes perform
routing in a risk-aware manner (i.e., they select their paths to
reduce the expected loss in case of a disaster). In all schemes,
all paths are link disjoint and SRG disjoint. The ILP formu-
lations for MSD and BBD are derived from our MMD model
with minor changes.

We study a 24-node US-wide network (Fig. 6) with 32
channels and 10 Gbps per channel per link. As disaster sce-
narios, we consider WMD attacks and 10 most-populated
cities and Washington DC as possible targets, as in [10].
WMD zones are shown in circles. We assume that, if a disas-
ter occurs, all nodes/links in the affected zone are down. We
consider 5 datacenters as shown in Fig. 6 placed at safe nodes
(not in a WMD zone), which minimizes the total distance of
each node to its nearest datacenter. For datacenter placement,
we use the greedy algorithm for the Center Selection problem
in [21]. In this study, as ILP is computationally extensive, we
consider a small example with 15 contents and 3 geographi-
cally distributed replicas per content. The bandwidth distrib-
ution of the connection requests is OC-3 (∼150 M), OC-12
(∼ 600 M), OC-48 (∼ 2.5 G), and OC-192 (∼ 10 G) which
follows the ratios 40:30:20:10 (which is a realistic bandwidth
distribution in a practical network [14]).

Content replica number limits the maximum number of
multipath to 3. For nodes with degree <3, it is infeasible
to find 3 link-disjoint paths; so, fewer paths will be provi-
sioned for them. To compare our schemes, we only con-
sidered connections that can have 3 or more SRG-disjoint
paths.

Figure 7a compares the total resource usage of our scheme
with MSD and BBD schemes where all schemes provide
same level of protection. Our scheme (MMD) consumes
approximately 25 % less resources than BBD in case of 50 %
protection and 10 % less resources in case of full protec-
tion while providing same amount of survivability against
single-link and single-node (with a WMD attack) failures.
However, while BBD may become vulnerable to even single-
link failures after a disaster, our scheme offers survivability
against post-disaster failures as well. Resource consump-
tion of MMD and MSD are very close. In this particu-
lar setting, only around 5 % more resource is consumed by
MMD. In return, it provides protection against node failures,
while in MSD, connectivity may be lost. The resource usage
directly depends on the number of datacenters and their geo-
distribution as our approach tries to provide service from as
many datacenters as possible satisfying DDC. In Fig. 7b, we
compare the schemes according to their guaranteed minimum
service amount in different failure scenarios (disaster, post-
disaster, and node failure) when the resource usage is almost
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Fig. 8 ILP versus heuristic comparison: a resource usage comparison of ILP and heuristic approaches for MMD scheme, b guaranteed service
amount comparison between ILP and heuristic when they consume same amount of bandwidth

both ILP and heuristic, their survivability characteristics are
comparable.

6.1 Effect of the number of replicas per content
on the performance of manycasting

Datacenter placement is a fundamental issue in supporting
cloud services in optical networks. It concerns not only the
cost of providing cloud services, but also the service avail-
ability against failures via proper service replicas. Under the
manycast model, datacenter placement is important in bal-
ancing between network cost, service latency, availability,
as well as providing survivability in our case. On the one
hand, cloud service providers wish to direct user demands to
nearby datacenters with the smallest latencies and the mini-
mum transmission costs by replicating the content to many
datacenters so that they can all be served. To achieve this,
the number of datacenters is also an important metric, and
a promising approach can be achieved by densely distribut-
ing the datacenters in the area of interest. On the other hand,
deploying a datacenter is costly, so this requires the num-
ber of datacenters to be minimized. The trade-off between
network cost, service latency, availability, and survivability
makes ‘how many datacenters’, ‘where to place them’, and
‘how many replicas per content’ questions a fundamental
optimization problem.

same (but the guaranteed service levels they offer differ). 
Tests are done with 20, 30, and 40 connections; since results 
are similar, we provide only the results with 30 connections. 
Resource usage is defined as the total bandwidth consumed 
on all links in the network. For example, if a connection path 
with 3 links has 5 B capacity, then it uses 15B in total. We set 
all schemes’ resource usage to around three values in terms 
of optical carrier (OC): 3,500, 4,500, and 5,500, and resource 
usages of all schemes are within 2 % confidence interval. We 
observe that our scheme (MMD) provides 10–20 % more 
protection than BBD in all cases. MSD and MMD results are 
similar except in node failures. If datacenters are not located 
in risk-free nodes, then MSD cannot guarantee any degraded 
service in case of node failures, because all connection band-
width can fail if the datacenter it connects is down. To sum 
up, our scheme offers comprehensive protection for different 
failure scenarios.

To demonstrate the effectiveness of our heuristic, we 
compare the heuristic and ILP results. We compare ILP’s 
resource usage with that of the heuristic on the 24-node net-
work for 20, 30, and 40 connections, 5 datacenters shown 
in Figs. 6, and 3 replicas per content. Figure 8a shows  
that our heuristic’s resource usage has a similar trend with 
ILP. The small gap-to-optimality of around 20 % confirms 
the superior performance of the heuristic. Figure 8b shows  
that, when the same amount of resource is provided for
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We analyzed our proposed scheme’s sensitivity against
number of replicas per content, and replica distribution. We
noticed that the number of datacenters has limited effect on
the performance of manycasting when the number of repli-
cas is fixed. Figure 9 shows the effect of number of replicas
on resource usage in the 24-node network. To experiment
with more replicas, we use 12 datacenters where we repeat
the simulations for 30 different combinations of datacenter
locations. We also run the simulations for different replica
distributions on these 12 datacenters and take the average.
The trends of almost all replica distributions are very sim-
ilar, up to a point; as the number of replicas increase, the
resource usage dramatically decreases and then the decrease
saturates. More replicas do not always provide more flexi-
bility to choose a shorter path; rather, more replicas mean
more usage of storage resources and more usage of band-
width to perform replication and synchronization (i.e., con-
sistency among replicas of a content). For our example, after
the 7th replica per content, there is no significant gain in terms
of resource usage. To conclude, resource usage reduces sig-
nificantly as the number of datacenters increases (to have a
higher number of replicas, we also need more datacenters),
but after a certain value, increasing the number of datacenters
does not help much to reduce resource utilization.

7 Conclusion

Recent disasters have shown that current survivability
schemes in our networks are lacking and enhanced schemes
are needed. The advent of cloud services delivered by data-
center networks gives novel opportunities to provide protec-
tion against disasters in a cost-effective way. By exploiting
manycasting, which is enabled by the destination-agnostic
cloud services, we can improve the network’s adaptabil-
ity against disasters. We proposed a disaster-aware many-
cast provisioning scheme that multiplexes service over
multiple relatively less risky paths destined to multiple

servers/datacenters with manycasting. In illustrative exam-
ples, our proposed methods were applied to a US-wide net-
work topology, and we showed its advantageous properties
compared to benchmark disaster-aware provisioning tech-
niques.
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