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It is known that every two-qubit unitary operation has Schmidt rank one, two or four, and the
construction of three-qubit unitary gates in terms of Schmidt rank remains an open problem. We
explicitly construct the gates of Schmidt rank from one to seven. It turns out that the three-
qubit Toffoli and Fredkin gate respectively have Schmidt rank two and four. As an application,
we implement the gates using quantum circuits of CNOT gates and local Hadamard and flip gates.
In particular, the collective use of three CNOT gates can generate a three-qubit unitary gate of
Schmidt rank seven in terms of the known Strassen tensor from multiplicative complexity. Our
results imply the connection between the number of CNOT gates for implementing multiqubit gates
and their Schmidt rank.

PACS numbers: 03.65.Ud, 03.67.Mn

I. INTRODUCTION

The implementation of multiqubit unitary gates is one
of the central problems in quantum computing [1–4]. It
has been shown that every two-qubit unitary operation
has Schmidt rank one, two or four [5]. The Schmidt rank
plays a key role when determining whether a bipartite
unitary operation is a controlled unitary operation [6–
8], the decomposition of multipartite unitary gates into
the product of controlled unitary gates for implementing
efficiently quantum circuits [9], and the derivation of en-
tangling power of bipartite unitaries for quantifying how
much entanglement they can create locally [10, 11].

As far as we know, it’s an open problem of character-
izing multiqubit unitary operations in terms of Schmidt
rank. In this paper, we construct three-qubit unitary
matrices of Schmidt rank from one to seven, respec-
tively. We introduce the preliminary fact of deriving
the Schmidt rank of tripartite matrices in Lemma 1 and
Corollary 2. The construction is presented in Theorem
3. We also present a three-qubit unitary gate of Schmidt
rank seven or eight in Theorem 5. This is supported
by Lemma 4. It turns out that the well-known three-
qubit Toffoli and Fredkin gate respectively have Schmidt
rank two and four. Then we implement three-qubit uni-
tary gates of Schmidt rank one to seven using controlled-
NOT (CNOT) gates and local unitary gates such as the
Hadamard gates and qutrit flip gates. We illustrate the
implementation in Figure 1 to 7. In Theorem 6, we show
that three CNOT gates are necessary for the implemen-
tation of gates of Schmidt rank three, five, six and seven.
Furthermore, we show in Theorem 7 that the collective
use of three CNOT gates can generate a three-qubit uni-
tary gate of Schmidt rank seven in terms of the Strassen
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tensor from multiplicative complexity [12].

The implementation of quantum gates is usually car-
ried out using CNOT gates assisted with local unitary
gates. The efficiency is thus evaluated by the number of
CNOT gates involved in the implementation. It has been
proved that the theoretical lower bound for the number
of CNOT gates needed in simulating an arbitrary n-qubit
gate is d 1

4 (4n−3n−1)e [13, 14]. So far there is little study
on the connection between the Schmidt rank of a mul-
tiqubit gate and the number of required CNOT gates.
Our results thus initiate the problem of understanding
quantum circuit in terms of Schmidt rank.

The rest of this paper is organized as follows. In Sec.
II we introduce the preliminary knowledge of this pa-
per. Then we construct three-qubit unitary operations
of Schmidt rank one to seven, respectively. We also con-
struct a three-qubit unitary operation of Schmidt rank
seven or eight. In Sec. III we implement three-qubit uni-
tary gates using CNOT gates assisted by local unitary
gates. We conclude in Sec. IV.

II. CONSTRUCTION OF THREE-QUBIT
UNTIARY GATES

We begin by introducing the notations used in this pa-
per. We refer to Cd as the d-dimensional Hilbert space.
We denote Ma×b as the set of a × b matrices. In par-
ticular if a = b then we refer to Ma as the set of a × a
matrices. Let M† be the transpose and complex conju-
gate of matrix M , i.e., M† = (MT )∗. Let In be the n×n
identity matrix. Further we shall refer to I2, σ1, σ2 and
σ3 as the identity matrix and three Pauli matrices, re-
spectively. Further, we denote S1, S2, S3, S4 as the 2× 2
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matrices

S0 =

[
1 0
0 0

]
, S1 =

[
0 1
0 0

]
,

S2 =

[
0 0
1 0

]
, S3 =

[
0 0
0 1

]
. (1)

We define the Schmidt rank of an n-partite matrix
U on the n-partite Hilbert space H1 ⊗ ... ⊗ Hn :=
Cd1 ⊗ ... ⊗ Cdn as the minimum integer r such that
U =

∑r
j=1Aj,1 ⊗ ... ⊗ Aj,n−1 ⊗ Aj,n for some di × di

matrix Aj,i and i = 1, ..., n [22]. If n = 2 then the def-
inition reduces to the Schmidt rank of bipartite matrix
U . For convenience we refer to sr(U) as the Schmidt
rank of U . One can effectively derive the Schmidt rank
of bipartite matrix by computing the rank of the ma-
trix modified from the bipartite matrix. Unfortunately
computing the Schmidt rank of a tripartite matrix is an
NP-hard problem [15]. Nevertheless, we can construct
the relation between bipartite and multipartite matrices,
so as to investigate the relation between the Schmidt
rank of them. For example, we can regard U as a bi-
partite unitary matrix US:S̄ of system S = {1, ..., k}
and S̄ = {k + 1, ..., n}. By writing the Schmidt de-
composition of US:S̄ , i.e., US:S̄ =

∑r
i=1Bi ⊗ Ci with

r = sr(US:S̄), we shall say that the span of B1, ..., Br is
the S-space of U . Similarly, the span of C1, ..., Cr is the S̄
space of U . It’s straightforwardly to show the inequality
sr(U) ≥ sr(US:S̄). This is a frequently used lower bound
of the Schmidt rank of U because the Schmidt rank of
bipartite matrices are known to be computable. We will
use the inequality in the paper without explanation un-
less stated otherwise.

To find a systematic way of deriving the Schmidt rank,
we review a fact from Theorem 3.1.1.1 on p68 of [16].

Lemma 1 Suppose U =
∑r

j=1Qj ⊗ Rj is a tripartite
matrix where Qj on HA ⊗HB are linearly independent,
and Rj on HC are also linearly independent. Then the
Schmidt rank of U is the minimal number of product ma-
trices spanning the space including the space spanned by
Q1, ..., Qr. ut

Then we present a corollary of this lemma.

Corollary 2 We still use the notations in Lemma 1.

Let U =
∑sr(U)

i=1 Xi ⊗ Yi ⊗ Zi. If Q1, ..., Qn are prod-
uct matrices then we may assume that Qj = Xj ⊗ Yj for
j = 1, ..., n.

Proof. We know that Qi is the linear combination of
Xj ⊗ Yj for j = 1, 2, .., sr(U). If i = 1 and the coefficient
of X1⊗Y1 is nonzero, then we may express X1⊗Y1 as the
linear combination of Q1 and X2⊗Y2, ..., Xsr(U)⊗Ysr(U).
Using the expression we obtain that Xj ⊗Yj is the linear
combination of the same matrices. Hence we may assume
that Q1 = X1⊗Y1. One can similarly prove the assertion
for j = 2, ..., n. ut

The above corollary plays an important role in con-
structing three-qubit unitary matrices of Schmidt rank
from one to seven, respectively. This is presented in
Theorem 3, namely the first main result of this section.
Next we construct the three-qubit unitary operation of
Schmidt rank seven or eight in Theorem 5. This is the
second main result of this section. We begin by study-
ing three-qubit unitary matrices of Schmidt rank up to
seven.

Theorem 3 The three-qubit unitary operation of
Schmidt rank up to seven exists.

Proof. Let U be a three-qubit unitary operation.
If suffices to find U with sr(U) = 1, 2, 3, 4, 5 and 6, re-
spectively. It is known that the two-qubit unitary V of
Schmidt rank one, two or four exists. So U = I2 ⊗ V
has Schmidt rank one, two or four. Next one can show
that U3 = 1√

3
(I⊗3

2 + iσ⊗3
1 + iσ⊗3

3 ) is a three-qubit unitary

matrix of Schmidt rank three.

Third we construct U = U5 of Schmidt rank five. Let

U5 =
1

2
S0 ⊗ (I2 ⊗ I2 + σ1 ⊗ σ1 + σ2 ⊗ σ2 + σ3 ⊗ σ3)

+ S3 ⊗ I2 ⊗ σ1

=
1

2
S0 ⊗ I2 ⊗ I2 +

1

2
S0 ⊗ σ1 ⊗ σ1 + S3 ⊗ I2 ⊗ σ1

+
1

2
S0 ⊗ σ2 ⊗ σ2 +

1

2
S0 ⊗ σ3 ⊗ σ3. (2)

One can show that U5 is unitary, and 4 ≤ sr(U5) ≤ 5. If

sr(U5) = 4 then U5 =
∑4

j=1Aj⊗Bj⊗Cj with some 2×2

matrices Aj , Bj and Cj . By comparing with (2), one can
show that Cj ’s are linear independent, namely they span
the space of the 2×2 matrices. So the AB space of U5 is
spanned by Aj ⊗Bj ’s, namely four linearly independent
product matrices. Using (2), one can show that the AB
space of U5 is spanned by the four linearly independent
matrices

1

2
S0 ⊗ σ1 + S3 ⊗ I2, S0 ⊗ I2,

S0 ⊗ σ2, S0 ⊗ σ3. (3)

The assertion at the end of last paragraph says that,
each of the four linearly independent product matrices
Aj ⊗ Bj ’s is the linear combination of the four matrices
in (3). So at least one of Aj ⊗Bj ’s is the linear combina-
tion of them such that the coefficient of 1

2S0⊗σ1 +S3⊗I2
is nonzero. However one can show that this linear com-
bination is not a product matrix. We have proven that
sr(U5) 6= 4. Hence sr(U5) = 5.
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Fourth we construct U = U6 of Schmidt rank six. Let

U6 =
1

2
S0 ⊗ (I2 ⊗ I2 + σ1 ⊗ σ1 + σ2 ⊗ σ2 + σ3 ⊗ σ3)

+
1√
2
S3 ⊗ (I2 ⊗ σ1 + σ2 ⊗ σ3)

=
1

2
S0 ⊗ I2 ⊗ I2 +

1

2
S0 ⊗ σ1 ⊗ σ1

+
1√
2
S3 ⊗ I2 ⊗ σ1 +

1

2
S0 ⊗ σ2 ⊗ σ2

+
1

2
S0 ⊗ σ3 ⊗ σ3 +

1√
2
S3 ⊗ σ2 ⊗ σ3. (4)

Suppose that sr(U6) ≤ 5. We may assume that U6 =∑5
i=1Qi ⊗Ci with the product matrices Qi ∈M2 ⊗M2.

Using Corollary 2 and (4) we may assume that

Q1 = S0 ⊗ I2, (5)

Q2 = S0 ⊗ σ2, (6)

S0 ⊗ σ1 +
√

2S3 ⊗ I2 =

5∑
j=1

ajQj , (7)

S0 ⊗ σ3 +
√

2S3 ⊗ σ2 =

5∑
j=1

bjQj , (8)

for some complex numbers aj and bj . Let Qj = Aj ⊗Bj

with 2 × 2 matrices Aj and Bj for j = 3, 4, 5. Eqs. (7)

and (8) imply that σ1, I2, σ3, σ2 ∈ span{B3, B4, B5}. It is
a contradiction with the fact that span{B3, B4, B5} has
dimension at most three. We have shown that sr(U6) ≥ 6.
On the other hand (4) shows that sr(U6) ≤ 6. Hence
sr(U6) = 6.

Fifth we construct U = U7 of Schmidt rank seven. Let

U7 = S1 ⊗ S2 ⊗ S0 + S2 ⊗ S3 ⊗ S0

+ S0 ⊗ S0 ⊗ S1 + S3 ⊗ S1 ⊗ S1

+ S1 ⊗ S1 ⊗ S2 + S2 ⊗ S0 ⊗ S2

+ S0 ⊗ S3 ⊗ S3 + S3 ⊗ S2 ⊗ S3, (9)

One can verify that U7 is unitary. Further, we perform
the permutation (3210) on system A, (320) on system B,
and (13) on system C of U7. Then U7 is isomorphic to the
known 4×4×4 Strassen tensor, which has Schmidt rank
seven. Hence sr(U7) = 7. We have proven the assertion.

ut
In contrast to the gate of Schmidt rank four con-

structed in the above proof, one can show that the three-
qubit unitary operation in Eq. (18) of the paper [17],
written as U = 1√

2
(S0 ⊗ I2 ⊗ I2 + S1 ⊗ σ3 ⊗ σ3 + S2 ⊗

σ1⊗σ1 +S3⊗σ2⊗σ2), has also Schmidt rank four. It is
the so-called finagler related to the standard Cartan in-
volution. Furthermore, one can show that the four-qubit
unitary U ′ in Eq. (16) of the paper [17] has rank at most
16. Actually we can express U ′ as the sum of 16 product
matrices as follows.

U ′ =
1√
2

(S0 ⊗ S0 ⊗ S0 + S0 ⊗ S1 ⊗ S2 + S1 ⊗ S2 ⊗ S0 + S1 ⊗ S3 ⊗ S2)⊗
[
1 i
0 0

]
+ (S0 ⊗ S0 ⊗ S1 + S0 ⊗ S1 ⊗ S3 + S1 ⊗ S2 ⊗ S1 + S1 ⊗ S3 ⊗ S3)⊗

[
0 0
1 i

]
+ (S2 ⊗ S2 ⊗ S2 − S2 ⊗ S3 ⊗ S0 − S3 ⊗ S0 ⊗ S2 + S3 ⊗ S1 ⊗ S0)⊗

[
0 0
1 −i

]
+ (S2 ⊗ S2 ⊗ S3 − S2 ⊗ S3 ⊗ S1 − S3 ⊗ S0 ⊗ S3 + S3 ⊗ S1 ⊗ S1)⊗

[
−1 i
0 0

]
. (10)

In the following, we construct a three-qubit unitary
matrix U8 using (1), and show it has Schmidt rank seven
or eight in Theorem 5. This is the second main result of
this section.

U8 := S0 ⊗ S0 ⊗ S0 + S1 ⊗ S3 ⊗ S0

+ S2 ⊗ S0 ⊗ S1 + S3 ⊗ S2 ⊗ S1

+ S0 ⊗ S1 ⊗ S2 + S1 ⊗ S2 ⊗ S2

+ S2 ⊗ S1 ⊗ S3 + S3 ⊗ S3 ⊗ S3. (11)

We present the following observation as a lower bound of
Schmidt rank of U8.

Lemma 4 The Schmidt rank of tensor S1 ⊗ S3 ⊗ S0 +
S2 ⊗ S0 ⊗ S1 + S3 ⊗ S2 ⊗ S1 + S1 ⊗ S2 ⊗ S2 + S2 ⊗ S1 ⊗
S3 + S3 ⊗ S3 ⊗ S3 is six. Furthermore sr(U8) ≥ 6.

Proof. Let T = S1⊗S3⊗S0 +S2⊗S0⊗S1 +S3⊗S2⊗
S1 +S1⊗S2⊗S2 +S2⊗S1⊗S3 +S3⊗S3⊗S3. Because
U8 can be projected onto T using a projector on the first
system, we obtain that sr(T ) ≤ sr(U8). So it suffices to
prove sr(T ) = 6 by contradiction. Suppose sr(T ) ≤ 5,

namely T =
∑5

j=1Aj⊗Bj⊗Cj . Using the orthogonality
of S0, S1, S2, S3 we obtain that S2⊗S0+S3⊗S2, S2⊗S1+
S3 ⊗ S3, S1 ⊗ S3, S1 ⊗ S2 ∈ span{A1 ⊗ B1, ..., A5 ⊗ B5}.
By setting A1 ⊗ B1 = S1 ⊗ S3 and A2 ⊗ B2 = S1 ⊗ S2,
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we obtain that S0, S1, S2, S3 ∈ span{B3, B4, B5}. It is a
contradiction, so we have shown that sr(T ) = 6. ut

Now we are in a position to present the second main
result of this section.

Theorem 5 sr(U8) = 7 or 8.

Proof. Suppose sr(U8) = 6, we have

U8 := F1 ⊗G1 ⊗H1 + F2 ⊗G2 ⊗H2 + F3 ⊗G3 ⊗H3

+ F4 ⊗G4 ⊗H4 + F5 ⊗G5 ⊗H5 + F6 ⊗G6 ⊗H6,

(12)

where Fi, Gi, Hi are 2 × 2 matrices. S0 is orthogonal to
S1, S2, S3 implies that S0 ⊗ S0 + S1 ⊗ S2 is in the span
of G1 ⊗H1,...G6 ⊗H6. So we assume that

U8 := F7 ⊗ (S0 ⊗ S0 + S1 ⊗ S2) + F8 ⊗G2 ⊗H2

+ F9 ⊗G3 ⊗H3 + F10 ⊗G4 ⊗H4

+ F11 ⊗G5 ⊗H5 + F12 ⊗G6 ⊗H6. (13)

Futher, we get S0 − F7 is in the span of S1, S2, S3. Let
S0 − F7 = xS1 + yS2 + zS3 where x, y, z are complex
numbers and at least one of them are nonzero. We have

U8 := S1 ⊗ (S3 ⊗ S0 + S2 ⊗ S2 + x(S0 ⊗ S0 + S1 ⊗ S2))

= S2 ⊗ (S0 ⊗ S1 + S1 ⊗ S3 + y(S0 ⊗ S0 + S1 ⊗ S2))

= S3 ⊗ (S2 ⊗ S1 + S3 ⊗ S3 + z(S0 ⊗ S0 + S1 ⊗ S2))

= F8 ⊗G2 ⊗H2 + F9 ⊗G3 ⊗H3 + F10 ⊗G4 ⊗H4

+ F11 ⊗G5 ⊗H5 + F12 ⊗G6 ⊗H6. (14)

Note that Schmidt rank is invariant under invertible local
transformation, we do the transformation S3 → S3−xS0,
S2 → S2 − xS1 on system B and S1 → S1 − yS0, S3 →
S3 − yS2 on system C, and obtain

S1 ⊗ (S3 ⊗ S0 + S2 ⊗ S2) + S2 ⊗ (S0 ⊗ S1 + S1 ⊗ S3)

+ S3 ⊗ ((S2 − xS1)⊗ (S1 − yS0) + z(S0 ⊗ S0 + S1 ⊗ S2)

+ (S3 − xS0)⊗ (S3 − yS2))

= F ′8 ⊗G′2 ⊗H ′2 + F ′9 ⊗G′3 ⊗H ′3 + F ′10 ⊗G′4 ⊗H ′4
+ F ′11 ⊗G′5 ⊗H ′5 + F ′12 ⊗G′6 ⊗H ′6. (15)

We next define ns1 as the number of matrices in the
set {F ′8, F ′9, F ′10, F

′
11, F

′
12} that are not orthogonal to S1.

Eq.(15) implies that 2 ≤ ns1 ≤ 5.
We shall investigate ns1 in four cases. First, suppose

ns1 = 2. Up to the switch of F ′i⊗G′i⊗H ′i, we can assume
that F ′8 and F ′9 are not orthogoanl to S1 and hence S3 ⊗
S0 +S2⊗S2 = pG′2⊗H ′2 +qG′3⊗H ′3 for nonzero complex
numbers p, q. Hence H ′2, H

′
3 ∈ span{S0, S2}. Futher, by

regarding S0, S1, S2, S3 as 4-dim vectors and performing
the local projection IA ⊗ IB ⊗ (|S1〉〈S1| + |S3〉〈S3|) on
Eq.(15), we obtain that

S2 ⊗ (S0 ⊗ S1 + S1 ⊗ S3) + S3 ⊗ ((S2 − xS1)⊗ S1

+ (S3 − xS0)⊗ S3)

= F ′10 ⊗G′4 ⊗H ′4 + F ′11 ⊗G′5 ⊗H ′5 + F ′12 ⊗G′6 ⊗H ′6.
(16)

However, the equtaion does not hold because the left has
Schmidt rank four while the right has three entries at
most. So ns1 6= 2.

The other three cases are ns1 = 3, 4 or 5. And for
all, we can use the similar way to prove that they are
impossible. Hence sr(U8) = 6 is impossible.

Using Lemma 4, we finish the proof. ut
Unfortunately we cannot determine sr(U) = 7 or 8,

and we leave it as an open problem. In the next section,
we shall show how to construct some three-qubit unitary
operations of Schmidt rank from one to seven.

III. IMPLEMENTATION OF THREE-QUBIT
UNITARY GATES

We have shown in Theorem 3 the existence of three-
qubit unitary gates of Schmidt rank one to seven. It
is a natural question to ask how many CNOT gates
T := |0〉〈0| ⊗ I2 + |1〉〈1| ⊗ σ1 are sufficient to implement
them. In this section we investigate the question. To
save CNOT gates, we will construct three-qubit gates
of various Schmidt rank different from those in Theo-
rem 3. In particular, we show that the three-qubit Tof-
foli and Fredkin gate respectively have Schmidt rank two
and four. We show in Theorem 6 that the combination
of two CNOT gates and local unitary gates generate a
three-qubit unitary gate of Schmidt rank one, two or
four. So implementing gates of Schmidt rank three and
larger than four requires at least three CNOT gates. In
particular, we show in Theorem 7 that the combination
of three CNOT gates can generate a three-qubit unitary
gate of Schmidt rank seven, by using the isomorphism to
the Strassen tensor from multiplicative complexity.

First, every Schmidt-rank-one unitary gate is a local
unitary gate, and it does not require CNOT gate. Next,
the three-qubit gate U2 = IA ⊗ TBC has Schmidt rank
two, and can be implemented using one CNOT gate. As
it is trivial, we construct a nontrivial example. We point
out that the known three-qubit Toffoli gate T3 (i.e., the
controlled CNOT gate) also has Schmidt rank two, be-
cause

T3 = (I2 ⊗ I2 ⊗H)(I2 ⊗ I2 ⊗ I2
− 2|1〉〈1| ⊗ |1〉〈1| ⊗ |1〉〈1|)(I2 ⊗ I2 ⊗H), (17)

where H =

[√
2

2

√
2

2√
2

2 −
√

2
2

]
stands for the qubit Hadamard

gate. It has been proven that the Toffoli gate can be
implemented using three CNOT gates assisted with local
gates [18, 19], see Figure 1.

Third using the Toffoli gate and one more CNOT gate,
we can construct a three-qubit gate U3 of Schmidt rank
three as follows.

U3 = (TAB ⊗H)T3(I2 ⊗ I2 ⊗H)

= (|0〉〈0| ⊗ I2 + |1〉〈1| ⊗ σ1)⊗ I2
− 2|1〉〈1| ⊗ |0〉〈1| ⊗ |1〉〈1|. (18)
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FIG. 1: The three-qubit Toffoli gate T3 of Schmidt rank
two can be realized using two CNOT gates and one CZ

gate diag(1, 1, 1,−1) in the middle. The CZ gate is
locally equivalent to the CNOT gate via two Hadamard
gates H. The local gate XA flips the qutrits |0〉 and |2〉.

So we can realize U3 using four CNOT gates assisted with
local unitary gates in Figure 2.

FIG. 2: The three-qubit gate U3 of Schmidt rank three
can be implemented using four CNOT gates, local
Hadamard gates H and local gate XA flipping the

qutrit |0〉 and |2〉.

We don’t know whether four CNOT gates are also
necessary for constructing a thre-qubit unitary gate of
Schmidt rank three. Nevertheless, It turns out that three
CNOT gates are necessary. This is a corollary of the fol-
lowing observation.

Theorem 6 The combination of two CNOT gates and
local unitary gates generates a three-qubit unitary gate of
Schmidt rank one, two or four.

Proof. Up to the switch of systems, the combi-
nation of two CNOT gates and local unitary gates has
the expression M1 = U1((TAB ⊗ IC)U(IA ⊗ TBC))U2 or
M2 = U1((TAB ⊗ IC)U(TAB ⊗ IC))U2, with local three-
qubit unitary gates U1, U and U2. One can verify that
the second gate M2 is indeed a two-qubit unitary gate,
so it does not have Schmidt rank three. By choosing
U = I8, the gate M2 becomes a local unitary gate.

Next we consider M1, suppose U = V ⊗W ⊗X, and
it also has the expression M1 = U1(I2 ⊗ I2 ⊗X)(TAB ⊗
IC)(I2 ⊗W ⊗ I2)(IA ⊗ TBC)(V ⊗ I2 ⊗ I2)U2. Because
local unitary transformation does not change the Schmidt
rank, we may assume that U1 = U2 = I8 and V = X =
I2. We have

M1 = (S0 ⊗ I2 ⊗ I2 + S3 ⊗ σ1 ⊗ I2)

(I2 ⊗W ⊗ I2)(I2 ⊗ S0 ⊗ I2 + I2 ⊗ S3 ⊗ σ1)

= S0 ⊗WS0 ⊗ I2 + S0 ⊗WS3 ⊗ σ1

+ S3 ⊗ σ1WS0 ⊗ I2 + S3 ⊗ σ1WS3 ⊗ σ1, (19)

where S0, ..., S3 are the 2 × 2 matrices defined in (1).
So S1 also has Schmidt rank at most four. It is clear
that S0 and S3 are linearly independent in system A,
I2 and σ1 are linearly independent in system C. We
next consider the four matrices WS0,WS3, σ1WS0 and
σ1WS3 in system B.

Assume that k1WS0+k2σ1WS0+k3WS3+k4σ1WS3 =

0 for complex numbers k1 to k4 and set W =

[
m n
l p

]
.

We obtain that[
mk1 + lk2 nk3 + pk4

lk1 +mk2 pk3 + nk4

]
=

[
0 0
0 0

]
, (20)

and

mk1 + lk2 = 0, (21)

lk1 +mk2 = 0, (22)

nk3 + pk4 = 0, (23)

pk3 + nk4 = 0. (24)

Suppose k1 = 0, if k2 = 0 then from Eqs. (21) and
(22) we have m = n = 0, it means that U cannot be
a unitary matrix, so this is impossible. Hence k1 = 0
implies k2 = 0. Also k2 = 0 implies k1 = 0 and the same
relations to k3 and k4.

We next suppose k1 6= 0 and hence k2 6= 0, we obtain

k1

k2
=
m

l
=

l

m
. (25)

So m2 = l2 and hence n2 = p2. We can get the same
result if we assume k3 6= 0 and k4 6= 0.

In both cases we have WS0 =

[
m 0
l 0

]
and σ1WS0 =[

l 0
m 0

]
are linearly dependent, WS3 =

[
0 n
0 p

]
and

σ1WS3 =

[
0 p
0 n

]
are linearly dependent, and obtain

M1 = (S0 + m
l S3)⊗WS0⊗ I2 + (S0 + p

nS3)⊗WS3⊗ σ1.
So in this situation M1 has Schmidt rank two.

The remaining case is that k1 = k2 = k3 = k4 = 0. So
the four matrices in system B are linearly independent.
Further, any three product matrices could not span the
AB space of M1. So M1 has Schmidt rank four. We finish
the proof. ut

Fourth, we construct the three-qubit unitary gate U4 =
(TAB ⊗ IC)(IA ⊗ TBC). It is straightforward to prove
that U4 has Schmidt rank four. We describe it in Figure
3. Note that two CNOT gates are the minimum cost of
realizing every gate of Schmidt rank four. In contrast,
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we point out that the known three-qubit Fredkin gate
F3 (i.e., the controlled swap gate) also has Schmidt rank
four, because

F3 = (|0〉〈0|+ 1

2
|1〉〈1|)⊗ I2 ⊗ I2 +

1

2
|1〉〈1| ⊗ σ3 ⊗ σ3

+ |1〉〈1| ⊗ |0〉〈1| ⊗ |1〉〈0|+ |1〉〈1| ⊗ |1〉〈0| ⊗ |0〉〈1|.
(26)

It’s been proven that the Fredkin gate can be imple-
mented using five CNOT gates assisted with local gates
[20], see Figure 4. We don’t know whether the Fredkin
gate can be implemented using fewer CNOT gates.

FIG. 3: The three-qubit gate U4 of Schmidt rank four
consists of two CNOT gates. This is minimum cost of
realizing any three-qubit unitary gate of Schmidt rank

four.

FIG. 4: The three-qubit Fredkin gate F3 of Schmidt
rank four can be implemented using five CNOT gates

and local gates XA flipping the qutrit |0〉 and |2〉.

Fifth, using the Fredkin gate and one more CNOT
gate, we can construct a three-qubit gate U5 of Schmidt
rank five as follows.

U5 = (TAB ⊗ I2)F3 = |0〉〈0| ⊗ I2 ⊗ I2

+
1

2
|1〉〈1| ⊗ σ1 ⊗ I2 +

1

2
|1〉〈1| ⊗ σ1σ3 ⊗ σ3

+ |1〉〈1| ⊗ |1〉〈1| ⊗ |1〉〈0|+ |1〉〈1| ⊗ |0〉〈0| ⊗ |0〉〈1|.
(27)

We explain briefly why sr(U5) = 5, as the proof is similar
to that of constructing the gate in (2). First using (27)
one can show that 5 ≥ sr(U5) ≥ 4. Next if sr(U) = 4 then
U5 is the linear combination of four product matrices one
of which has the form A ⊗ I2 ⊗ I2. It can be excluded
by comparing with (27). We have shown that sr(U) = 5.
Using Figure 4, we can implement U5 using six CNOT
gates assisted with local unitary gates in Figure 5.

Sixth, using the gate U3 in Figure 2 and one more
CNOT gate, we can construct a three-qubit gate U6 of

FIG. 5: The three-qubit gate U5 of Schmidt rank five
can be implemented using six CNOT gates and local

gates XA flipping the qutrit |0〉 and |2〉.

Schmidt rank six as follows.

U6 = (TAC ⊗ (I2)B)(H ⊗ I2 ⊗ I2)U3

=
1√
2
|0〉〈0| ⊗ (I2 ⊗ I2)

+
1√
2
|0〉〈1| ⊗ (σ1 ⊗ I2 − 2|0〉〈1| ⊗ |1〉〈1|)

+
1√
2
|1〉〈0| ⊗ I2 ⊗ σ1

+
1√
2
|1〉〈1| ⊗ (2|0〉〈1| ⊗ |0〉〈1| − σ1 ⊗ σ1), (28)

where H =

[√
2

2

√
2

2√
2

2 −
√

2
2

]
is the Hadamard matrix. We

explain briefly why sr(U6) = 6, as the proof is similar
to that of constructing the gate in (4). First Corollary
2 shows that 6 ≥ sr(U6) ≥ 4. Next if sr(U6) ≤ 5 then
one can show that σ1 ⊗ I2 − 2|0〉〈1| ⊗ |1〉〈1| and 2|0〉〈1| ⊗
|0〉〈1| − σ1 ⊗ σ1 cannot be in the span of I2 ⊗ I2, I2 ⊗ σ1

and any three product matrices. We have a contradiction
and so sr(U6) = 6. Using Figure 2, we can implement U6

using five CNOT gates assisted with local unitary gates
in Figure 6.

It remains to implement a three-qubit unitary gate of
Schmidt rank seven using CNOT gates as few as possible.
Fortunately this is the case by the following theorem.

Theorem 7 The combination of three CNOT gates can
generate a three-qubit unitary gate of Schmidt rank seven.

Proof. Consider the expression M3 = (TAB ⊗
IC)U1(IA ⊗ TBC)U2(TA ⊗ IB ⊗ TC) where U1 = V1 ⊗
W1 ⊗ X1 and U2 = V2 ⊗W2 ⊗ X2 are local three-qubit
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FIG. 6: The three-qubit gate U6 of Schmidt rank six can be implemented using five CNOT gates, Hadamard gate H
and qutrit gate XA flipping |0〉 and |2〉.

unitary gates, set X1 = I2 and W2 = I2, we have

M3 = (S0V1V2S0 ⊗W1S0 + S3V1V2S0 ⊗ σ1W1S0)⊗X2

+ (S0V1V2S0 ⊗W1S3 + S3V1V2S0 ⊗ σ1W1S3)⊗ σ1X2

+ (S0V1V2S3 ⊗W1S0 + S3V1V2S3 ⊗ σ1W1S0)⊗X2σ1

+ (S0V1V2S3 ⊗W1S3 + S3V1V2S3 ⊗ σ1W1S3)⊗ σ1X2σ1.

(29)

Next, assume V1 = I2, using the Hadamard gate V2 = H,
it is easy to show that the four martices S0V1V2S0,
S0V1V2S3, S3V1V2S0 and S3V1V2S3 in system A are lin-
early independent. Assume W1 = I2, it is easy to show
that the four matrices W1S0, W1S3, σ1W1S0 and σ1W1S3

in system B are linearly independent. Next, assume
X2 = H is also a Hadamard gate, and it implies the
four matrices X2, σ1X2, X2σ1 and σ1X2σ1 in system C
are linearly independent.

Based on these conditions, we obtain that the three-
qubit unitary gate

M3 = (TAB ⊗ IC)(IA ⊗ TBC)(TCA ⊗ IB) (30)

is isomorphic to the Strassen Tensor and hence it has
Schmidt rank seven. We describe (30) in Figure 7. ut

FIG. 7: The three-qubit gate of Schmidt rank seven
consists of three CNOT gates.

Using Theorem 6, three CNOT gates are also neces-
sary for implementing any three-qubit unitary gate of
Schmidt rank seven. On the other hand, constructing
the gates of Schmidt rank three to six in Figure 2, 4, 5
and 6 costs more than three CNOT gates. It is an in-
teresting problem to reduce the numbers or prove their
necessity if possible.

IV. CONCLUSIONS

We have constructed three-qubit unitary operations of
Schmidt rank from one to seven, respectively. We have
implemented them using CNOT gates and local unitary
gates. It remains to determine whether the three-qubit
unitary operations of Schmidt rank eight and nine exist,
and investigate their extension to multiqubit quantum
circuit.
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