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Quantum catalytic transformations play important roles in the transformation of quantum en-
tangled states under local operations and classical communications (LOCC). The key problems in
catalytic transformations are the existence and the bounds on the catalytic states. We present the
necessary conditions of catalytic states based on a set of points given by the Schmidt coefficients of
the entangled source and target states. The lower bounds on the dimensions of the catalytic states
are also investigated. Moreover, we give a detailed protocol of quantum mixed state transformation
under entanglement assisted LOCC.

PACS numbers:

I. INTRODUCTION

Quantum entangled states are important physical re-
sources and play significant roles in the burgeoning field
of quantum information [1–4]. The transformation of en-
tangled states is widely used in numerous remarkable in-
formation processing tasks such as quantum secret com-
munication [5], quantum key distribution [6], quantum
super-secret coding [7], quantum teleportation [8], quan-
tum computing [9, 10] and the dynamics in quantum re-
source theory [5]. Nevertheless, a quantum entangled
state can not be transformed into another arbitrary given
state under local operations and classical communica-
tions (LOCC) in general. It is of great significance to
study the conditions of such state transformations [11].

Let |ψ〉AB =
∑d
i=1

√
pi|ai〉|bi〉 and |φ〉AB =∑d

j=1

√
qj |ci〉|di〉 be two bipartite states in Schmidt form

with the Schmidt coefficients pi and qj in the decreasing
order, shared between Alice and Bob, respectively. De-
note p (q) the Schmidt vectors composed of pi’s (qj ’s).
It is proved that |ψ〉AB can be transformed into |φ〉AB
under LOCC if and only if p is majorized by q, namely,
|ψ〉 → |φ〉 if and only if p ≺ q, where ≺ denotes the
majorization relation between p and q [12, 13],

l∑
i=1

pi ≤
l∑
i=1

qi, ∀ l ∈ {1, 2, · · · , d},

with equality for l = d. Two bipartite states |ψ〉 and |φ〉
are said to be incomparable if |ψ〉 9 |φ〉 and |φ〉 9 |ψ〉
under LOCC.

Different entangled states are not necessarily convert-
ible according to quantum resource theory. Without
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additional resources, it is usually impossible to trans-
form one entangled state into another one under LOCC.
Jonathan and Plenio [14] showed that at the presence
of another state called a catalyst, it is possible to trans-
form two incomparable states from one to another un-
der LOCC without changing the catalyst. For incom-
parable |ψ〉 and |φ〉, there could exist a bipartite state

|χ〉 =
∑k
x=1

√
rx|xA′〉|xB′〉 ∈ HA

′B′ in auxiliary sys-
tems A′ and B′ such that |ψ〉 ⊗ |χ〉 → |φ〉 ⊗ |χ〉, namely,
p⊗ r ≺ q⊗ r, where r is the Schmidt vector of the state
|χ〉, and the state |χ〉 in this transformation process is
called the catalyst state. The dimension of vector r (the
Schmidt rank of |χ〉) is also called the dimension of the
catalytic state. Such state transformation assisted by an
ancillary state (catalyst) is called entanglement assisted
LOCC (ELOCC) transformations [14].

Although the existence of catalyst states for any given
transformation has been proven by using the Renyi en-
tropies and power means [15], the properties of the cat-
alysts for a given transformation are still less known. In
fact, it is difficult to find a suitable catalyst for any given
transformations. As mentioned in [14] and [16], it seems
very hard in general to solve this problem analytically,
due to lack of suitable mathematical tools to deal with
the majorization of tensor product vectors, especially, the
identification of Schmidt descending vector of the com-
posite state. In [17] Bandyopadhyay and Roychowdhury
presented a useful algorithm to decide the existence of
catalysts. Nevertheless, to determine whether there ex-
ists a k × k catalyst for two n × n incomparable states,
the algorithm runs in exponential time with complexity
O
(
[(nk)!]2

)
, which shows also the difficulty of solving

this problem even numerically. The lower bound on the
dimensions of a possible catalyst for a given pure entan-
gled state transformation has been proposed in [18]. The
upper bound on the dimensions of the required catalyst
is nevertheless unbounded in general [19].

Catalysis is also useful to increase the maximal
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transformation probability in probabilistic entanglement
transformation. A sufficient and necessary condition on
catalysts has been derived for certain probabilistic trans-
formations [20]. It has also been shown that any entan-
gled target state can be embezzled (up to a small amount
of error) by using only a family of bipartite catalysts
[21]. However, embezzling with small error requires that
the catalyst Schmidt number diverges to infinity. For
some mixed entangled states, there also exist some mixed
catalyst states which can improve the transformation of
mixed entangled states [22].

In this paper we focus on finite-dimensional ELOCC
transformations in which embezzling is not possible with
a high degree of accuracy. Based on the Schmidt co-
efficients of the initial, target and catalyst states, we
present two important bounds on the entanglement of
a potential catalyst state for any pure state transforma-
tions. We analyze the ELOCC conversion between 4× 4
entangled quantum states catalyzed by 2 × 2 catalyst,
and give both necessary and sufficient conditions of cat-
alytic states. Detailed examples are given to show that
our criteria work is better than the existing ones [23], .

II. TRANSFORMATION OF ENTANGLED
STATES WITH DIFFERENT SCHMIDT RANKS

Let |ψ〉AB =
∑n
i=1

√
pi|ai〉|bi〉 and |φ〉AB =∑t

j=1

√
qj |ci〉|di〉 be two bipartite states in Schmidt form

with Schmidt ranks n and t, with the Schmidt coeffi-
cients pi and qj in decreasing order, respectively. In the
following, we always add zeros to a vector with lower di-
mension so that it has the same dimension as the one
with higher dimension. Clearly, if n < t, |ψ〉AB can not
be transformed into |φ〉AB by LOCC. When n > t and
p1 <

1
t , p is majorized by ( 1

t ,
1
t , . . . ,

1
t , 0, . . . , 0) and the

t-dimensional vector ( 1
t ,

1
t , . . . ,

1
t ) is majorized by any t-

dimensional vector. Hence, there always exist an LOCC
operation to accomplish the transformation |ψ〉 → |φ〉 in
this case. Therefore, we have the following Lemmas.

Lemma 1 |ψ〉AB can be transformed into |φ〉AB under
LOCC if and only if p1 <

1
t for t < n, where n is the

Schmidt rank of |ψ〉AB.

Lemma 2 For any 1 < t < n and 1 ≤ s < n, if

s(t− 1)

t(n− 1)
<

n∑
i=n−s+1

pi <
s

n
, (1)

|ψ〉AB can be transformed into |φ〉AB under LOCC.

Proof. Since s(t−1)
t(n−1) <

∑n
i=n−s+1 pi, we have∑n−s

i=1 pi < 1− s(t−1)
t(n−1) and pn−s+1 >

t−1
t(n−1) , which implies

p1 > p2 > · · · > pn−s > pn−s+1 >
t− 1

t(n− 1)
.

According to that

p1 = 1−
n∑
i=2

pi < 1− [(n−s−1)
t− 1

t(n− 1)
+
s(t− 1)

t(n− 1)
] =

1

t
,

One completes the proof of Lemma by Lemma 1. ut
Lemma 2 gives the condition on the smallest s Schmidt

coefficients of |ψ〉AB under LOCC state transformation.
In particular, when s = 1 we have

t− 1

t(n− 1)
< pn <

1

n
.

The above results show that, interestingly, when one
only knows part of the information about the a bipartite
entangled quantum state, namely, a set of the smallest
Schmidt coefficients, one can determine what entangle-
ment transformations are allowed under LOCC. As im-
portant channels in information processing such as quan-
tum teleportation, the capacities of quantum entangled
states are related to their dimensions. Our results show
that the dimension of the target states would be reduced
under LOCC transformation, which results in a reduction
of the quantum channel’s capacity. In the following, we
consider entangled state transformation with the same
dimensions and with the help of catalysts.

III. BOUNDS ON ENTANGLEMENT
CATALYST STATES

Let r be the Schmidt vector of a catalyst state. For two
incomparable Schmidt vector p, q ∈ Rd, if p⊗r ≺ q⊗r,
the following inequalities hold,

p1 6 q1, pd > qd,

d−1∑
i=1

pi 6
d−1∑
i=1

qi. (2)

We define the set L to be all the values of l such that∑l
i=1 pi >

∑l
i=1 qi,

L = {l ∈ {1, 2 · · · d}|
l∑
i=1

(pi − qi) > 0}. (3)

Denote mL ≡ min{l
∣∣l ∈ L} and ML ≡ max{l

∣∣l ∈ L}.
From (2) we have that {1, (d − 1), d} /∈ L. We call
two incomparable vectors p and q solvable incom-
parable vectors if p and q satisfy the conditions
that 1, (d − 1), d /∈ L. The main problem is to find
the catalyst states for two solvable incomparable
states, see Fig. 1. For a fixed dimension of catalytic
system, there exist two solvable incomparable vec-
tors that cannot be catalyzed. For instance, p =
(0.414047778, 0.31764445, 0.18499118, 0.083316592) and
q = (0.428610282, 0.289194489, 0.212421079, 0.06977415)
are solvable incomparable vectors. But there do not
exist two dimensional catalyst vectors for p and q [16].
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FIG. 1: Two solvable and non-comparable pure states |ψ〉
and |φ〉 could be transformed under LOCC by using auxiliary
catalytic states.

In the following, we derive first time some general con-
ditions on catalyst-state transformation under LOCC.

Theorem 1 For arbitrary incomparable Schmidt vectors
p,q ∈ Rd, if there exists a catalyst vector r ∈ Rk, such
that p ⊗ r ≺ q ⊗ r, then r must satisfy the following
inequality,

r1

rk
> max

l∈L
(min{ pl

pl+1
,
ql
ql+1
}). (4)

Proof. We prove it by contradiction. Suppose

r1

rk
6 min{ pl

pl+1
,
ql
ql+1
}.

Then pl+1r1 6 plrk and ql+1r1 6 qlrk, the first lk largest
elements of p⊗r and q⊗r are given by {pirj} and {qirj}
with 1 < i < l and 1 < j < k, respectively. Consequently
one has the following relation:

kl∑
i=1

(p⊗ r)↓i =

 l∑
j=1

pj

( k∑
i=1

ri

)
=

l∑
j=1

pj

>

l∑
j=1

qj =

 l∑
j=1

qj

( k∑
i=1

ri

)

=

kl∑
i=1

(q⊗ r)↓i ,

where (x)↓i means that the components of the vector x
are arranged in decreasing order, which contradicts the
condition p⊗ r ≺ q⊗ r. ut

The inequality (4) has another equivalent expression,

rk
r1

< min
l∈L

(max{pl+1

pl
,
ql+1

ql
}).

Moreover, due to the definitions of mL and ML, we have

r1

rk
> min{ pmL

pmL+1
,
qmL
qmL+1

},

r1

rk
> min{ pML

pML+1
,
qML
qML+1

}.

Let l1, l2, . . . , lm; li < li+1 be the elements of the set
L defined in (3), where m = #L is the number of the
elements in L.

Theorem 2 Let p,q ∈ Rd be arbitrary two solvable in-
comparable Schmidt vectors. If p⊗ r ≺ q⊗ r, we have

min
τ=1,...,m+1

{rjτ qlτ } < max
τ=1,...,m+1

{rjτ+1qlτ−1+1},

where l0 = 0, lm+1 = d, and all the terms with r0 or rk+1

are neglected. The indices {js}m+1
s=1 satisfy 0 6 ji 6 k for

i = 1, 2, . . . ,m + 1, ji+1 6 ji for i = 1, 2, . . . ,m, and
ji+1 < ji for one i = 1, 2, . . . ,m+ 1 at least.

Proof. We prove it by contradiction. Denote Ξ =∑m
i=1(ji − ji+1)li + jm+1d. If

min
τ=1,...,m+1

{rjτ qlτ } > max
τ=1,...,m+1

{rjτ+1qlτ−1+1},

then the Ξ largest elements of q ⊗ r are r1q1,
r1q2, . . . , r1qd, r2q1, r2q2, . . . , r2qd, . . . , rjm+1

qd,
rjm+1+1q1, rjm+1+1q2, . . . , rjm+1+1qlm , rjm+1+2q1, . . . ,
rjm+1+2qlm ,. . . , rjmqlm , rjm+1ql1 , . . . , rjm+1qlm1

, . . . ,
rj1q1, . . . , rj1ql1 . By the definition of L, one has for

any τ ,
∑lτ
i=1 pi >

∑lτ
i=1 qi.

Since

Ξ∑
s=1

(q⊗ r)↓s =

m+1∑
τ=1

(

jτ∑
u=jτ+1+1

ru) · (
lτ∑
v=1

qv)

<

m+1∑
τ=1

(

jτ∑
u=jτ+1+1

ru) · (
lτ∑
v=1

pv)

6
Ξ∑
s=1

(p⊗ r)↓s,

where jm+2 = 0, the sum of the largest Ξ elements of q⊗r
is strictly less than the sum of the largest Ξ elements of
p⊗ r. ut

Remark 1 Theorem 2 has another useful equivalent
statement: Let p and q ∈ Rd be two fixed solvable incom-
parable Schmidt vectors, and r ∈ Rk the Schmidt vector
of a catalyst state. Denote {js}m+1

s=1 a sequence of natu-
ral numbers satisfying 0 < jm′+1 < jm′ < · · · < j1 < k,
where m′ 6 m = #L, m is the number of elements
in L. Consider a subset L̄ of L with m′ elements,
L̄ = {l1, l2, . . . , lm′ |li ∈ L, li < li+1}. Set l0 = 0 and
lm+1 = d. If p⊗ r ≺ q⊗ r, then

min
τ=1,...,m′,m′+1

{rjτ qlτ } < max
τ=1,...,m′,m′+1

{rjτ+1qlτ−1+1}.

To elucidate their practical applications in actual cat-
alytic processes, we enumerate several special corollaries
of the Theorem 2 below.

We consider the case that {ji}m+1
i=1 take two different

values, say, 0 6 c1 = jm+1 = · · · = js < js−1 = · · · =
j1 = c2 6 k. In this case, Theorem 2 gives rise to the
following simple form:

Corollary 1 If p⊗ r ≺ q⊗ r, then

min{rc1qd, rc2qls} < max{rc1+1qls+1, rc2+1q1},



4

where l0 = 0, lm+1 = d, 1 ≤ c1 < c2 ≤ k, and the terms
with rk+1 are ignored.

Corollary 1 still gives rise to a series of conditions one
catalyst. In particular, for c2 = c1 + 1 = s, we have the
following conclusions, see proof in Appendix A:

Proposition 1 If p⊗ r ≺ q⊗ r, we have

q1

qd
>
rs−1

rs+1
, or

q1

ql
>

rs
rs+1

or
ql+1

qd
>
rs−1

rs
(5)

for any l ∈ L, where s = 2, 3, · · · , k − 1. If s = 1 or
s = k, then

qd
ql+1

<
rk
rk−1

,
q1

ql
>
r1

r2
. (6)

The above Proposition gives detailed criteria on cat-
alytic vectors. In particular, it is often difficult to deter-
mine the values of all components of the catalytic vectors
for high dimensional case. The inequality (6) says that
one may first simply verify the first two and the last two
components of the catalytic vectors, which could greatly
simplify the construction of qualified catalytic states.

Recently, by using a very nice idea the authors in [23]
derived elegant results on the minimum and maximum
bounds about the auxiliary catalysts under ELOCC. It
is showed that (Theorem 1 in [23]) if p ⊗ r ≺ q ⊗ r, r
satisfies

max
v∈(1,2,...,k−1)

(
rv
rv+1

) < min(
q1

qmL
,
qML+1

qd
),

r1

rk
> max

l∈L
(
ql
ql+1

).
(7)

As the Proposition 1 takes into account additionally two
adjacent components of the vector r, it gives rise to finer
constraints on the catalyst vector. The proposition 1 is
generally better than (7) since, instead of that all the in-
equalities are simultaneously true, (5) only requires that
at least one of the inequalities is true, see also the remark
in Appendix B.

Furthermore, for a special case of corollary 1 we have,
see proof in Appendix C,

Corollary 2 Let c1 = k− 1, c2 = k and s = m, we have

qd
qML+1

<
rk
rk−1

(8)

if p⊗ r ≺ q⊗ r.

Remark 2 If we take c1 = 0, c2 = 1 and s = 1, then we
get another special case of corollary 1,

q1

qmL
>
r1

r2
. (9)

The inequality (8) can be also written in a symmetric
form:

rk
rk−1

> min{ pd
pML+1

,
qd

qML+1
}.

Corollary 2 can be used, for example, to test whether
a 2-dimensional catalytic state can be used to catalyze
a given pair of solvable incomparably entangled states.
We can also the corollary 1 to verify the availability
of higher dimensional catalytic states. For the case
of 3-dimensional catalytic states, we can directly check
whether each component of the Schmidt vector satisfies
the condition given in corollary 1. For higher dimensional
case, we can take any 3 components of the Schmidt vec-
tors to test whether they violate the above corollary.

The following example illustrates that our result (8)
behaviors better than the result (9) from [23] in deter-
mining whether a catalytic state can complete a certain
catalytic process.

Example 1 Consider two bipartite incomparable pure
states with the corresponding Schmidt vectors p =
(0.4, 0.35, 0.15, 0.1) and q = (0.5, 0.2, 0.2, 0.1), respec-
tively. Obviously , these two states can not trans-
formed into each other under LOCC. Now consider a
two-dimensional catalyst state with Schmidt vector r =
(0.7, 0.3). (8) says that if r1/r2 > q3/q4, then p ⊗ r ⊀
q ⊗ r. For this example, one has q1/q2 = 2.5 > r1/r2 =
2.3̇ > q3/q4 = 2, where 3̇ stands for repeated decimal.
Simple calculation gives rise to p⊗ r ⊀ q⊗ r.

IV. BOUNDS ON THE DIMENSION OF
CATALYST

According to the resource theory, the dimensions of
catalytic states introduced on auxiliary systems should
be as small as possible. For fixed incomparable Schmidt
vectors p and q ∈ Rd, it is of significance to find the
minimum dimension of their catalyst states. It has been
proved in [19] that all non-uniform vectors are potentially
useful as catalyst states. Y. R. Sanders and G. Gour give
a lower bound on the dimensions of catalyst states based
on the k-th concurrence Cd−1 [18], which works for the
case that Cd−1(|ψ〉) < Cd−1(|φ〉). However, generally
for large Schmidt dimensions of |ψ〉 and |φ〉, the k-th
concurrences are often difficult to calculate.

Next, we analyze the relationship between the dimen-
sions of the auxiliary systems and the set L. As the
minimum dimension of the catalytic state is 2, we can
derive the following corollary by Theorem 2.

Corollary 3 Let p and q be two solvable incompara-
ble Schmidt vectors with dimension n, associated with
the states |ψ〉 and |ϕ〉, respectively. Denote L =
{l1, l2, . . . , lm}. Let 0 < r < 0.5 be a real number. If
qli+1r < qm(1 − r) for any integer 1 6 i 6 m, and
qli+1r < qlj+1(1− r), qlj+1(1− r) < qlir for any integers
i, j : 1 6 i < j 6 m, then the two-dimensional vector
r = (1 − r, r) cannot make p ⊗ r ≺ q ⊗ r true. Namely,
the catalytic state |χ〉 with Schmidt vector r = (1 − r, r)
cannot catalyze the states |ψ〉 and |ϕ〉 under LOCC.
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In other words, the dimension of catalytic state (if it
exists) for such |ψ〉 and |ϕ〉, as mentioned in the above
corollary, must be strictly greater than two. For arbitrary
dimensions of the catalytic states, we have

Corollary 4 For any pair of solvable incomparable
Schmidt vectors p and q with dimension n, associ-
ated with the states |ψ〉 and |ϕ〉, respectively, if any k-
dimensional probability vector r = (r1, r2, . . . , rk) does
not satisfy the conditions in Theorem 2, |ψ〉 and |ϕ〉 can-
not be catalyzed by a state with k-dimensional Schmidt
vector.

The above corollary helps to reduce the difficulty of
finding the minimum dimensions for catalytic system. In
addition, we can utilize the Proposition 1 to give a lower
bound on the dimension of catalyst states for arbitrary
solvable incomparable Schmidt vectors p and q. Denote

a ≡ max(
q1

qmL
,
qML+1

qd
),

b ≡ max
l∈L

(
ql
ql+1

) > 1,

c ≡ max
l∈L

(min{ pl
pl+1

,
ql
ql+1
}).

Theorem 3 For any two solvable incomparable Schmidt
vectors p,q ∈ Rd and for any Schmidt vector r ∈ Rk, if
p⊗ r ≺ q⊗ r, then the dimension k of r must satisfy

k >
ln(c)

ln(a
√
b)

+ 1. (10)

Proof. For arbitrary rs, s = 2, 3, . . . , k − 1, from
Proposition 1 at least one of the inequalities in (5) holds.
If q1

qd
> rs−1

rs+1
holds for some s, rewriting q1

qd
= q1

ql

ql+1

qd

ql
ql+1

,

we have rs−1

rs+1
< a2b. Otherwise,

rs
rs+1

< max{min
l∈L

(
q1

ql
),min
l∈L

(
ql+1

qd
)}

= max(
q1

qmL
,
qML+1

qd
) 6 a

√
b.

Taking into account (6), we get

rs
rs+1

< a
√
b, ∀s = 1, 2, . . . , k − 1. (11)

Therefore, r1
rk

=
∏k−1
v=1

rv
rv+1

< (a
√
b)k−1. On the other

hand, we have from Theorem 1 that r1
rk
> c. Hence,

c <
r1

rk
< (a
√
b)k−1.

The above relations give rise to (10). ut
The bound (10) depends only on the parameters a, b

and c, which are exclusively determined by the Schmidt
vectors p and q and can be easily calculated.

V. MAXIMUM PROBABILITY OF
TRANSFORMATION AND MAJORIZATION

DISTANCE

For any two incomparable states |ψ〉 and |φ〉, the max-
imum probability of transforming |ψ〉 to |φ〉 under local
operations is given by [24]

P ′max(|ψ〉 → |φ〉) = min
l∈{1,2,··· ,d}

El(|ψ〉)
El(|φ〉)

,

where El(|ψ〉) =
∑d
i=l pi.

To characterize the transformation of two incompara-
ble states |ψ〉 and |φ〉 assisted with a catalytic state χ of
Schmidt vector r = (r1, r2, · · · , rk), we consider the mod-
ified maximum probability Pmax(|ψ〉 ⊗ |χ〉 → |φ〉 ⊗ |χ〉)
[24],

Pmax(|ψ〉 ⊗ |χ〉 → |φ〉 ⊗ |χ〉)

= min
l′∈{1,2,··· ,kd}

El′(|ψ〉 ⊗ |χ〉)
El′(|φ〉 ⊗ |χ〉)

where El′(|ψ〉 ⊗ |χ〉) = 1−
∑l′−1
i=1 (p⊗ r)↓i .

Proposition 2 Let δ(|ψ〉⊗ |χ〉 → |φ〉⊗ |χ〉) be the modi-
fied majorization distance [25] between the product states
|ψ〉 ⊗ |χ〉 and |φ〉 ⊗ |χ〉,

δ(|ψ〉 ⊗ |χ〉 → |φ〉 ⊗ |χ〉)

= 2 max
l′∈{1,··· ,kd}

l′∑
i=1

(
(p⊗ r)↓i − (q⊗ r)↓i

)
.

We have Pmax = 1 if and only if δ = 0.

Proof. We have

δ = 0⇔ max
l′∈{1,··· ,kd}

l′∑
i=1

(
(p⊗ r)↓i − (q⊗ r)↓i

)
= 0

⇔ ∀l′,
l′∑
i=1

(p⊗ r)↓i 6
l′∑
i=1

(q⊗ r)↓i

⇔ p⊗ r ≺ q⊗ r.

Then we have

Pmax = 1⇔ ∀l′, El′(|ψ〉 ⊗ |χ〉) > El′(|φ〉 ⊗ |χ〉)

⇔
l′−1∑
i=1

(p⊗ r)↓i 6
l′−1∑
i=1

(q⊗ r)↓i

⇔ p⊗ r ≺ q⊗ r.

To sum up, we have δ = 0⇔ µ(|ψ〉⊗|χ〉) ≺ µ(|φ〉⊗|χ〉)⇔
Pmax = 1. ut
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VI. PROTOCOLS FOR MIXED STATE
TRANSFORMATION ASSISTED BY CATALYSTS

We consider the LOCC transformations for mixed
states with catalysts. Let ρA =

∑
i pi|i〉〈i|, σA =∑

j qj |j〉〈j| and αA′ be the reduced density matrices of

the states |ψAB〉, |φAB〉 and |χ〉A′B′ , respectively. By
matrix majorization relations, we have ρA ⊗ αA′ →
σA ⊗ αA′ if and only if p⊗ r ≺ q⊗ r.

Consider a mixed state ρs with ensemble {pi, |ψi〉}mi=1,

and a catalyst state |χ〉 =
√

1− t|0〉+
√
t|1〉 with Schmidt

rank 2. Assume that |ψi〉 and |ϕ〉 have the same Schmidt
rank, and there exists common t such that |ψi〉⊗ |χ〉 −→
|ϕ〉 ⊗ |χ〉 holds. Namely, there exists LOCC operation
ULOCCi such that ULOCCi (|ψi, χ〉) = |ϕ, χ〉 for all i =

1, ...,m. Then the following protocol transforms the state
ρs ⊗ |χ〉 to |ϕ〉 ⊗ |χ〉 under LOCC:

1) Introducing an ancillary m-dimensional system Ha
with orthonormal basis {|i〉|i = 1, 2, . . . ,m}. Prepare the
initial state of the system, catalyst and ancillary to be

ρsca =

m∑
i=1

pi|ψi〉〈ψi| ⊗ |χ〉〈χ| ⊗ |i〉〈i|.

2) Constructing a quantum channel Λsca on the ini-

tial state, Λsca(· ) =
∑m
i=1Ki(· )K†i , with the Kraus

operators given by Ki = ULOCCi ⊗ |i〉〈i| satisfying∑m
i=1K

†
iKi = I.

3) Applying the quantum channel Λsca, we obtain

Λsca(ρsca) =

m∑
i=1

Ki(ρsca)K†i

=

m∑
j=1

ULOCCj ⊗ |j〉〈j|(
m∑
i=1

pi|ψi, χ, i〉〈ψi, χ, i|)(ULOCCj )† ⊗ |j〉〈j|

=

m∑
i=1

piU
LOCC
i (|ψi, χ〉〈ψi, χ|)(ULOCCi )† ⊗ |i〉〈i|

=

m∑
i=1

pi|ϕ, χ〉〈ϕ, χ| ⊗ |i〉〈i|

= |ϕ, χ〉〈ϕ, χ| ⊗
m∑
i=1

pi|i〉〈i|,

which realizes the conversion from a mixed state∑
i pi|ψi〉〈ψi| to a pure state |ϕ〉 assisted by a catalyst

state |χ〉 and the ancillary system under LOCC quan-
tum channel. Tracing over the catalyst and the ancillary
systems, one gets the pure state |ϕ〉.

VII. CONCLUDING DISCUSSIONS

We have investigated the bounds on catalytic states
and presented general necessary conditions for the exis-
tence of catalytic states. To the open question whether
any two solvable non-comparably entangled pure states
have a catalytic state which catalyzes the transformation,
our intuition is that the existence of the catalytic states is

related to the set L = {l ∈ {1, 2 · · · d}|
∑l
i=1(pi−qi) > 0}

given by the Schmidt coefficients of the two states. Our
bounds on catalytic states give effective ways in en-
tanglement catalyst for not only pure but also mixed
states. These results on catalysts would deepen our un-

derstanding on quantum entanglement transformations
under LOCC and highlight further the related investiga-
tions.
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Appendix

A. Proof of Proposition 1

Proof. If the conclusion is not true, one would have
q1rs+1 ≤ qlrs, ql+1rs ≤ qdrs−1 or q1rs+1 ≤ qdrs−1, which
imply that the largest d(s− 1) + l elements of q⊗ r are
q1r1, · · · , qdr1, q1r2, · · · , qdr2, · · · , q1rs, · · · , qlrs. The
summation of these largest d(s− 1) + l elements of q⊗ r
gives

d(s−1)+l∑
i=1

(q⊗ r)i =

d∑
i=1

s−1∑
j=1

qirj +

l∑
t=1

qtrs

=

s−1∑
i=1

ri + rs

l∑
j=1

qj .

Meanwhile, the largest d(s − 1) + l elements of p ⊗ r
are not less than the sum of the terms p1r1, · · · , pdr1,
p1r2, · · · , pdr2, · · · , p1rs, · · · , plrs,

d(s−1)+l∑
i=1

(p⊗ r)↓i ≥
d∑
i=1

s−1∑
j=1

pirj +

l∑
t=1

ptrs

=

s−1∑
i=1

ri + rs

l∑
j=1

pj .

On the other hand, since l ∈ L and
∑l
j=1 pj >∑l

j=1 qj , we have

d(s−1)+l∑
i=1

(p⊗ r)↓i >
s−1∑
i=1

ri + rs

l∑
j=1

pj

>

s−1∑
i=1

ri + rs

l∑
j=1

qj

=

d(s−1)+l∑
i=1

(q⊗ r)↓i

for any s = 2, 3, · · · , k−1, which contradicts the assump-
tion that p⊗ r ≺ q⊗ r.

Next we prove the first inequality in (6). Since l ∈ D1,
we have p1 + · · ·+ pl > q1 + · · ·+ ql and p1 + · · ·+ pl+1 ≤
q1 + · · · + ql+1, which give rise to pl+1 < ql+1. Taking
into account pd > qd, we have pd

pl+1
> qd

ql+1
as p and q are

solvable incomparable.

We use proof by contradiction. If qd
ql+1

≥ rk
rk−1

, i.e.,

qdrk−1 ≥ ql+1rk, then the smallest d− l elements of q⊗r
are ql+1rk, ql+2rk, · · · , qdrk. Moreover, the sum of the
smallest d − l elements of p ⊗ r is not larger than the
sum of pl+1rk, pl+2rk, · · · , pdrk. Because of l ∈ L, we get
pl+1 + · · ·+ pd < ql+1 + · · ·+ qd. Therefore, we have the

following relation,

dk∑
i=dk−d+l+1

(p⊗ r)↓i 6
d∑

i=l+1

pirk

<

d∑
i=l+1

qirk =

dk∑
i=dk−d+l+1

(q⊗ r)↓i ,

which contradicts the assumption that p⊗r ≺ q⊗r, and
proves the first inequality in (6).

Concerning the second inequality in (6), we use again
the proof by contradiction. If q1

ql
≤ r1

r2
, the largest l

elements of q⊗ r are q1r1, q2r1, · · · , qlr1. Since the sum
of the largest l elements of p⊗ r is not lees than the sum
of p1r1, p2r1, · · · , plr1 for l ∈ L, we have p1 + · · · + pl >
q1 + · · ·+ ql. Then we have the relation,

l∑
i=1

(p⊗ r)↓i >
l∑
i=1

pir1

>

l∑
i=1

qir1 =

l∑
i=1

(q⊗ r)↓i ,

which contradicts the assumption that p⊗ r ≺ q⊗ r and
proves the second inequality in (6). ut

B. A remark on the relationship between
Proposition 1 and the Theorem 1 in [23]

In the proof of Theorem 1 in [23], it is mentioned that
“qmrv′ > q1rv′+1 implies that the first (v′ − 1) d + m
elements of (q ⊗ r)↓ consist of qxry, ∀x ∈ {1, 2, . . . , d}
and ∀y ∈ {1, 2, . . . , v′ − 1}, along with qx′rv′ ∀x′ ∈
{1, 2, . . . ,m}”. Generally this could be not true be-
cause some elements of qxry, x ∈ {1, 2, . . . , d}, y ∈
{1, 2, . . . , v′ − 1}, along with qx′rv′ ∀x′ ∈ {1, 2, . . . ,m}
might less than some elements of qx′rv′ , x

′ ∈ {1, 2, . . . , d},
y′ ∈ {v′+1, . . . , k}, along with qx′rv′ ∀x′ ∈ {m+1, . . . , d},
when qdrv′−1 < qm+1rv′ or qdrv′−1 < q1rv′+1. This im-
plies that the first (v′ − 1) d + m elements of (q ⊗ r)↓

do not consist of qxry, ∀x ∈ {1, 2, . . . , d} and ∀y ∈
{1, 2, . . . , v′ − 1}, along with qx′rv′ ∀x′ ∈ {1, 2, . . . ,m}.

From Proposition 1, we have that the first (s− 1) d+ l
elements of (q⊗r)↓ consist of qxry, ∀x ∈ {1, 2, . . . , d} and
∀y ∈ {1, 2, . . . , s− 1}, along with qx′rs ∀x′ ∈ {1, 2, . . . , l}
when qlrs > q1rs+1, qdrs−1 > ql+1rs and qdrs−1 >
q1rs+1, which is true for ∀l ∈ L. Hence, Proposition
1 fills such loopholes in the Theorem 1 in [23], and also
gives finer characterizations of r by increasing the num-
ber of constraints on r.
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C. Proof of corollary 2

Proof. By the definition of ML, we have:

d∑
i=ML+1

pi 6
d∑

i=ML+1

qi,

d∑
i=ML+2

pi >

d∑
i=ML+2

qi.

This implies that pML+1 < qML+1. Combining with pd >
qd, we get

pd
pML+1

>
qd

qML+1
.

If qd
qML+1

> rk
rk−1

, we have the following partial order the

vector q⊗ r,

qdrk 6 qd−1rk 6 · · · 6 qML+1rk 6 qdrk−1. (12)

For pd
pML+1

> qd
qML+1

, we have the following partial order

the vector p⊗ r,

pdrk 6 pd−1rk 6 · · · 6 pML+1rk 6 pdrk−1 (13)

Combining (12) and (13), we have that the last d −ML
elements of (p ⊗ r)↓ and (q ⊗ r)↓ are pdrk, pd−1rk, . . . ,
pML+1rk and qdrk, qd−1rk, . . . , qML+1rk, respectively.
Therefore, we have

dk∑
i=dk−d+ML+1

(p⊗ r)↓i = rk

d∑
i=ML+1

pi

6 rk

d∑
i=ML+1

qi =

dk∑
i=dk−d+ML+1

(q⊗ r)↓i ,

which implies that

dk−d+ML∑
i=1

(p⊗ r)↓i >

dk−d+ML∑
i=1

(p⊗ r)↓i ,

and contradicts the assumption that p⊗ r ≺ q⊗ r. ut
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