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We study the continuous time quantum walk of a single particle (initially localized at a single site)
on a one-dimensional spatial lattice with complex nearest neighbour and next-nearest neighbour
hopping amplitudes. Complex couplings lead to chiral propagation and a causal cone structure
asymmetric about the origin. We provide a hydrodynamic description for quantum walk dynamics
in large space time limit. We find a global ”quasi-stationary state” which can be described in
terms of the local quasi-particle densities satisfying Euler type of hydrodynamic equation and is
characterized by an infinite set of conservation laws satisfied by scaled cumulative position moments.
Further, we show that there is anomalous sub-diffusive scaling near the extremal fronts, which can
be described by higher order hydrodynamic equations. The long time behaviour for any complex
next-nearest neighbour hopping with a non-zero real component is similar to that of purely real
hopping (apart from asymmetric distribution). There is a critical coupling strength at which there
is a Lifshitz transition where the topology of the causal structure changes from a regime with one
causal cone to a regime with two nested causal cones. On the other hand, for purely imaginary
next-nearest neighbour hopping, there is a transition from one causal cone to a regime with two
partially overlapping cones due to the existence of degenerate maximal fronts (moving with the
same maximal velocity). The nature of the Lifshitz transition and the scaling behaviour (both) at
the critical coupling strength is different in the two cases.

I. INTRODUCTION

Quantum notions of superposition, interference and co-
herence often lead to very different behaviour for a quan-
tum walk as compared to that for a classical random
walk. Quantum walks have been the focus of intense
study in recent years due to their relevance in a wide
variety of fields like condensed matter physics, quantum
optics, astronomy, quantum information and computer
science, mathematics, biology, etc [1–3]. Various physical
processes like quantum transport [4, 5], Anderson local-
ization [6] and topological phases [7],etc, have been mod-
elled using quantum walks. They have been used to build
quantum algorithms [8–11]. Experimentally, they have
been realized using photons in waveguides [12], trapped
ions [13–15], atoms in optical lattices [16–18], etc.

There has been particular interest in the study of con-
tinuous time quantum walks [2, 5, 19–22] because they
provide alternate ways to model and study many body
lattice Hamiltonians. They have been shown to exhibit
ballistic propagation instead of the diffusive behaviour
expected of a classical random walk [20–25]. In re-
cent work [22], we showed that interesting ’causal light-
cone structures’ appear in a single particle continuous
time quantum walk with a finite range of hopping. In
the bulk, the walk exhibits ballistic propagation of wave
fronts. The wave front propagation is bounded by a
maximal ’light-cone group velocity’; propagation of ex-
citations with a velocity greater than the ’light-cone ve-
locity’ are suppressed. The wave fronts were charac-
terized as ordinary or extremal; the latter are charac-
terized at long times by a 1/t2/k+2 probability scaling

where k (k = 1, 2, 3, · · · ) is the order of front. In a
walk with nearest and next- nearest hopping, we showed
that there is a transition from a regime with one causal
cone to a regime with two nested causal cones. Further,
we showed that the local probability densities exhibit
anomalous subdiffusive scaling near extremal fronts and
the nature of the scaling depends on the order of the front
[22]. We also connected the study to that of spin-chains
where the existence of such upper bounds on the spread
or Lieb-Robinson (LR) bounds for the speed with which
information propagates has been earlier studied [26–28].
The analysis in the above work was however restricted to
that of real hopping amplitudes. In this work, we gener-
alize the study to address the problem of the long time
dynamics of a single particle walk on a one-dimensional
spatial lattice with complex hopping amplitudes. It is
of considerable interest to extend the study to the case
of complex hopping amplitudes, since it is known that
complex hopping strengths break time-reversal symme-
try and can lead to novel effects like chiral propagation
[29, 30]. The study of chiral walks is also of interest be-
cause they allow for controlled information transfer in
quantum systems and directional biasing without a bi-
ased initial state [29, 30]. Effect of time reversal sym-
metry breaking has been demonstrated in case of trian-
gular chains showing enhancement of quantum transport
whereas in case of loops there is complete suppression
[29, 30]. Chiral quantum walks have also been consid-
ered to study exciton transport in naturally occurring
several light harvesting complexes like Fenna-Matthew-
Olsen complex (FMO) [30]. In the context of tight bind-
ing models employed for many body systems, it is well
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known that complex hopping amplitudes naturally occur
in the presence of magnetic fields.

In this paper, we analytically study the problem us-
ing the stationary phase approximation and compare also
with results obtained from exact numerical calculations.
We show that for an initial localized state at the origin,
a complex next-nearest neighbor (NNN) hopping leads
to chiral propagation of the wave fronts. We show the
existence of Lieb-Robinson bounds on the maximal ve-
locities with which the wave fronts can propagate. Due
to the chiral nature of the propagation, the left mov-
ing and right moving maximal velocities are different re-
sulting in a causal region asymmetric about the origin.
The skewness of the probability distribution which is a
measure of the asymmetry in the distribution is zero for
real hopping strength [21, 22] and maximal for a purely
imaginary NNN hopping. At a certain critical strength
of NNN hopping, the value of which depends on both
the magnitude and phase of the NNN hopping, there is
a transition from a regime with one causal cone to two
causal cones. Such a transition where the topology of the
causal cone structure changes from one to two can be con-
sidered as a Lifshitz transition [31] in analogy with the
usual definition of a Lifsthitz transition as a transition
across which the topology of the Fermi surface changes.
However, due to the breaking of inversion symmetry, the
causal cones are no longer symmetric about the origin.
We also find an interesting departure of the behaviour
of the extremal fronts for a purely imaginary NNN hop-
ping as compared to that for a real NNN hopping. For
a purely imaginary NNN hopping, in the regime with
two causal cones, there are three maximal fronts, two
of which move with the same maximal velocity. This
gives rise to partially overlapping causal cones. Even a
small real component of NNN hopping breaks this degen-
eracy and one obtains asymmetric but completely nested
cones. A symmetrically located nested cone structure
is obtained only for purely real NNN hopping. We also
find very different behaviour at the critical coupling for
purely imaginary NNN hopping as compared to that for
a purely real NNN hopping. Exactly, at the critical cou-
pling, for purely imaginary NNN hopping, the phase is
characterised by a single causal cone with the two max-
imal fronts being of different order; one is a first order
front while the other is a third order front. We provide,
at asymptotically long times and distances, a hydrody-
namical description of the quantum walk dynamics. We
show the existence of a global ”quasi-stationary state”
which can be described in terms of the local density of
quasi-particle excitations satisfying Euler type of hydro-
dynamic equations. The global quasi-stationary state is
characterized by an infinite set of conservation laws sat-
isfied by scaled cumulative position moments. Further-
more, we show that there is anomalous scaling behaviour
in the vicinity of the extremal fronts which can be de-
scribed in terms of higher order hydrodynamic equations.
A generalized hydrodynamic framework with infinitely
many conservation laws for quasi-particles has been used

to study the non-equilibrium dynamics in integrable sys-
tems [32–36]. For the model at hand, in the regimes
g < gc and g > gc, all extremal fronts are first order
in nature and show a sub-diffusive t1/3 Airy scaling and
staircase structure, the two-fold multiplicity of the front
(for g > gc ) is reflected in the area under the steps of the
staircase or the quantization. Exactly at the critical cou-
pling g = gc, the different orders of the extremal fronts
leads to different sub-diffusive t1/3 and t1/5 scaling near
the two front edges. A local staircase structure and quan-
tization is observed near both edges. This is in contrast
to the case with real NNN hopping where at the critical
coupling, there are three extremal fronts, two of which
are first order and the other which is an internal front is
a second order front. At the second order front there is
no local staircase structure [22]. Thus the nature of the
Lifshitz transition is different in the two cases. Similar to
the case of real NNN hopping [22], where we connected
the long time dynamics of a single particle (initially local-
ized at the origin) quantum walk problem with the long
time dynamics of domain wall propagation in spin chains
[37, 38], we suggest that the present study can be con-
nected to the time evolution of a domain wall in a spin
chain model with complex NNN spin hopping [39, 40].
The plan of the paper is as follows. In Sec II we in-

troduce the continuous time quantum walk model on
a one dimensional spatial lattice with complex nearest
neighbour(NN) and next-nearest neighbour(NNN) hop-
ping amplitudes. We show that a complex NNN hopping
amplitude leads to chiral propagation of wave fronts with
unequal maximal left and right moving velocities. The
consequent asymmetric causal structures, local probabil-
ity and current density distributions are described for dif-
ferent NNN coupling strengths. In Sec.III, we obtain, at
asymptotically long times and distances, a hydrodynamic
description of the quantum walk dynamics. Specifically,
we describe the bulk scaling behaviour of the cumulative
probability distribution and cumulative current density
distribution and their dependence on the density of exci-
tations using stationary phase approximation. We show
that exact numerical computations of the long time be-
haviour agree with the analytical results. Further, we
show that higher order cumulative position moments sat-
isfy global scaling relations and obtain the conservation
laws satisfied by them. In Sec. IV, we discuss the nature
of propagation near the extremal front edges at asymp-
totically large times and distances. We show the emer-
gence of a local scaling behaviour which can be described
by higher order hydrodynamic equations. The analytic
results are compared with exact numerical results. Fi-
nally, we summarize our results in Sec V.

II. MODEL

The Hamiltonian for the continuous time quantum
walk of a single particle on a one-dimensional spatial lat-
tice with complex hopping amplitudes between nearest
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and next-nearest neighbour sites can be written in the
second quantized form as:

H= g1

N∑

n=−N

(eiφ1c†n+1(t)cn(t) + e−iφ1c†n(t)cn+1(t))

+g2

N∑

n=−N

(eiφ2c†n+2(t)cn(t) + e−iφ2c†n(t)cn+2(t)) (1)

where cn(c
†
n) denote the annihilation(creation) operators.

g1 and g2 denote the magnitude of the NN and NNN hop-
ping strengths while φ1 and φ2 denote the correspond-
ing phases. We assume the lattice spacing to be a. We
measure energy in units of the nearest neighbour cou-
pling strength g1 (~ has been set to 1). Time is mea-
sured in units of 1/g1, length is measured in units of
the lattice spacing a and velocity is measured in units
of ag1. We also define a dimensionless ratio g = g2/g1
and set without any loss of generality, g1 = 1. We re-
strict in the following to the case of a real NN hopping
and complex NNN hopping. There is no loss of gen-
erality by doing this since the phase φ1 in Eq. 1 can
be eliminated by a gauge transformation, cn → einφ1cn
and redefining φ2 as φ2 − 2φ1. We therefore set φ1 = 0
and φ2 = φ; 0 ≤ φ < 2π hereafter. The single particle
wave function ψ(n, t) at the n-th site and at time t is
obtained from the field operator Ψ(t) =

∑
n cn | n〉 as

ψ(n, t) = 〈n | Ψ(t)〉. Here |n〉 denotes the single particle
position space eigen-basis vector. The Heisenberg equa-
tion of motion for the single particle position-space wave
function is obtained from Eq. 1 as:

i
∂

∂t
ψ(n, t) =[ψ(n, t), H ]

= [ψ(n+ 1, t) + ψ(n− 1, t)]

+g[ψ(n+ 2, t)eiφ + ψ(n− 2, t)e−iφ] (2)

The probability current density j(n, t) can be similarly
obtained from Heisenberg’s equation of motion for the
probability density p(n, t) = |ψ(n, t)|2, i ∂

∂tp(n, t) =
[p(n, t), H ] [41, 42] as:

j(n, t)= i[ψ∗(n− 1, t)ψ(n, t)− ψ∗(n, t)ψ(n− 1, t)]

+2i g [eiφψ∗(n− 2, t)ψ(n, t)− e−iφψ∗(n, t)ψ(n− 2, t)]

(3)

The first term in the above equation is the current at
site n due to NN hopping while the second term gives
the current due to NNN hopping.
The wave function at site n and time t can be obtained
by Fourier transforming to momentum space:

ψ(n, t) =
1

L

∑

q

ei(nq−ω(q)t)ψ̂(q, 0); −π ≤ q < π (4)

The momentum space eigenfunctions are plane waves:
ψq(n) = eiqn where q is the wave vector measured in
units of 1/a and the Fourier sum is performed over all
wave-vectors q lying in the first Brillouin zone, L = 2Na

and ψ̂(q, t = 0) denotes the initial wave function in mo-
mentum space at time t = 0. The single particle energies
ω(q) obey the dispersion relation:

ω(q, g, φ) = 2 cos q + 2g cos(2q + φ) (5)

While for real hopping amplitudes, ω(−q) = ω(q), for
complex hopping amplitudes, the reflection symmetry of
the dispersion relation is no longer present and, in gen-
eral, ω(−q) 6= ω(q). From Eq. 5, we can see that the
dispersion relation satisfies the identities:

ω(±q, g, π ± φ) = ω(q,−g, φ) (6)

or in other words the analysis for the case π/2 < φ ≤ 2π
can be obtained from 0 < φ ≤ π/2 by appropriate trans-
formation of g and q in the dispersion relation (Eq. 5)
and subsequent analysis. Hence, it is sufficient to restrict
φ to the range 0 ≤ φ ≤ π/2. In the limit of an infinite site
lattice, the summation over the wave-vectors q in Eq. 4
can be converted into an integral and the wave function
at the n-th site is obtained as:

ψ(n, t) =

π∫

−π

dq

2π
ei(nq−ω(q)t)ψ̂(q, 0) (7)

In the rest of the work, we consider that the particle
is localized at the origin at time t = 0, i.e., the wave-

function of the particle is ψn(0) = δn,0/
√
L (ψ̂(q, 0) =√

L). For such an initial state ψn(0) we have then in the
infinite site lattice limit,

ψn(t) =

π∫

−π

dq

2π
ei(nq−w(q)t) (8)

Although the Fourier integral in Eq. 8 cannot, in gen-
eral, be evaluated exactly, we can examine the long-time
behaviour of the wave-function by evaluating the inte-
gral using stationary phase approximation [21, 22]. To
this end, the integral is expressed as:

ψ(n, t) =

π∫

−π

dq

2π
eiϕ(n,q)t; ϕ(n, q) ≡ n

t
q − ω(q); (9)

The dominant contribution to the above integral comes,
within the stationary phase approximation, from a small
region of q around the saddle point solutions q∗ satisfying
the equation:

∂

∂q
ϕ(n, q) = 0 =⇒ ω′(q∗n) = v(q∗n) =

n

t
(10)

The integral in Eq. 9 is then performed by expanding
ϕ(n, q) around the saddle point solutions q∗n and sum-
ming over all q∗n. It can be seen from Eq. (10) that the
saddle point solutions describe ballistic propagation of
wave fronts travelling with group velocity v(q) = ω′(q).
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The group velocities v(q) are bounded: vlm(q) ≤ v(q) ≤
vrm(q); with the maximal left and right moving velocities
determined as:

vrm(q) = max(ω′(q)); vlm(q) = min(ω′(q)). (11)

The solutions q∗n of the saddle point equation (Eq. 10)
are real for nlm(= vlmt) < n < nrm(= vrmt), leading
to oscillatory solutions for the wave function which de-
cay with time as 1/t. When n > nrm or n < nlm, the
solutions q∗n are imaginary, giving rise to exponentially
decaying wave functions. Thus, the wave packet spreads
with time with the propagation bounded by the maxi-
mal left and right group velocities with which the fronts
can travel. The maximal spread of the wave packet at
any given instant of time is hence given by the length
of the ”allowed region”, nrm − nlm = (vrm − vlm)t. In
contrast to the case with real hopping amplitudes, the
Hamiltonian (Eq. 1) is not symmetric under the reflec-
tion transformation: n → −n. Equivalently, the single
particle energies ω(q)(Eq. 5) are not symmetric under
q → −q, i.e., ω(−q) 6= ω(q). Hence, there is asymmetric
propagation of the wave fronts to the left and right of the
origin and ψ(−n, t) 6= ψ(n, t). Also, in general, for com-
plex hopping amplitudes, |vlm(q)| 6= |vrm(q)|, hence the
”allowed region” is asymmetric about the origin. Thus,
we expect, for complex hopping amplitudes, chiral prop-
agation of the wave fronts and a consequent asymmetric
probability distribution about the origin.
For the model at hand, the group velocities can be

obtained from the dispersion relation (Eq. 5) as:

v(q) = ω′(q) = −2 sin q − 2g sin(2q + φ) (12)

[43] The position and velocities of the extremal fronts are
determined by setting v′(q) = ω′′(q) = 0:

v′(q) = ω′′(q) = −2 cos q − 4g cos(2q + φ) = 0 (13)

Defining y = cos q and α = φ
2 , the above equation can be

written as:

64 g2y4+16 g cos 2αy3 + (1 + 16 gµ cos2α− 64 g2 sin2 2α)y2

+ 2µy + µ2 = 0 (14)

Here µ = 8 g sin2 α− 4g.

We discuss the cases 0 ≤ φ < π/2 and the case
φ = π/2 separately.

(i) 0 ≤ φ < π/2:
From the solutions of Eq. 14, we find that for any
0 ≤ φ < π/2, there is a critical coupling strength gc
(which depends on both g and φ), at which a transition
occurs from a regime (g < gc) with two first order
extremal fronts to a regime (g > gc) with four first order
extremal fronts. Exactly at the critical coupling g = gc,
there are three extremal fronts: the two fronts with
maximal left and right moving are first order extremal
fronts while the internal extremal front is second order in

nature. When φ = 0, the extremal velocities are located
symmetrically about the origin since v(−q) = −v(q).
Even a small imaginary NNN coupling destroys the
reflection symmetry: v(−q) 6= −v(q). Hence, the values
of the left and right moving extremal velocities are
not equal as can be seen from panels (a)-(e) of Fig. 1,
where we have shown the g dependence of the extremal
velocities for different φ values. It can also be seen from
the figure that as φ increases from zero, the distance
between the two left moving extremal fronts decreases.
From the above analysis, we expect that the long time
quantum walk dynamics and scaling behaviour for any
complex NNN with even a small real component to
remain similar to that for real NNN hopping [22] (albeit
with asymmetric distributions). We also expect that
the nature of the Lifshitz transition to remain the same
as we go from real NNN coupling (φ = 0) to complex
NNN hopping (φ < π/2). We have checked this for some
values of φ 6= π/2.

(ii) φ = π/2:
For purely imaginary NNN coupling, the behaviour is
somewhat different. It can be seen from Eq. 14 that for
φ = π/2, ω′′(q) vanishes at q∗1,2 = ±π/2 for all values of
g. There exists a critical value of NNN hopping strength,
g = gc = 1/8 beyond which two additional solutions
occur at

q∗3 = sin−1(1/8g); and q∗4 = π − q∗3 (15)

The corresponding dispersion relations are related as
ω(q∗3) = −ω(q∗4). For large g ( g → ∞), the extremal
q∗-values are ±π/2, 0, π. Thus, the number of ex-
tremal fronts changes from 2 to 4 at the critical cou-
pling strength, g = gc = 1/8. From the dispersion re-
lation Eq. 5, we can see that for g < gc, the extremal
fronts at q∗ = ±π/2 are both first order maximal fronts
(v(2)(q∗1(2)) 6= 0), moving with velocities vlm = −2 + 4g

and vrm = 2+ 4g, while for g > gc, all the four extremal
fronts are first order; the two extremal fronts at ±π/2
move with velocities ∓2+4g and the two additional first
order fronts at q∗3 and q∗4 are both left moving with the
same velocity: v3 = v4 = −4g − 1

8g . The maximal left

and right velocities are vlm = v3(= v4) and vrm = v1.
Exactly at the critical coupling, g = gc = 1/8, of the
two extremal fronts, located at q∗ = ±π/2, the one cor-
responding to q∗1 = π/2 is a third order left moving front
while the extremal front corresponding to q∗2 = −π/2 is a
first order right moving front. Hence, near q∗1 , the group
velocity shows a quartic q dependence:

v(q∗1) ≈ v(q∗1)+(q−q∗1)4
v(4)(q∗1)

4!
= −3

2
+
1

4
(q−q∗1)4 (16)

The maximal left and right velocities are vlm = −2 + 4g
and vrm = 2 + 4g.
Thus we find that for purely imaginary NNN hopping,

there is a transition at a critical coupling, gc = 1/8, from
a regime (g < gc)with two first order extremal fronts to a
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(a)φ = 0, gc = 0.25
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(b)φ = π/6, gc = 0.239
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(c)φ = π/4, gc = 0.225
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(d)φ = π/3, gc = 0.204
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(e)φ = 5π/12, gc = 0.176
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(f)φ = π/2, gc = 0.125

FIG. 1. Dependence of extremal front velocities on the NNN hopping strength g for different φ - values as we go from real to
completely imaginary NNN hopping amplitude. The critical coupling strength gc (depends on phase and magnitude of NNN
hopping strength) at which there is Lifshitz transition from regime with two extremal fronts to four extremal fronts is marked
in the plots. Panel (a) shows the symmetrically placed extremal fronts about the origin for φ = 0 where NNN coupling is real.
Panel (b)-(e) shows front velocities for increasing φ-values where NNN hopping is complex (has both real and imaginary part).
We see similar kind of Lifshitz transition taking place here as in case of φ = 0 with asymmetric distribution. We see that as the
φ increases from zero towards π/2 the distance between two left moving fronts decreases leading to two-degenerate extremal
fronts (moving with same velocity) at φ = π/2 (purey imaginary NNN hopping) as shown in panel (f). In panel (f), for g < gc
blue lines represent extremal first order fronts moving with velocities vlm, vrm. Critical value gc is marked in the plot where we
have right first order front and left third order front. For g > gc blue lines represent two first order right moving fronts with
velocities vrm, vi (vrm > vi). Red line corresponds to degenerate first order extremal fronts moving with same velocity vlm

regime (g > gc) with four first order extremal fronts, two
of which are degenerate (move with the same velocity).
At the critical coupling gc, there are only two extremal
fronts; one of which is first order while the other is third
order. The dependence of the extremal front velocities on
the NNN hopping strength g is shown in Fig. 1 while the
q dependence of the group velocity v(q) = ω′(q) and the
derivative of the group velocity v′(q) = ω′′(q) are shown
in the first column of Fig. 2 for some representative g
values. The extremal q values and the corresponding ex-
tremal velocities can be seen from the plots. It can be
seen from the plots that for all g, two extremal solutions
occur at q∗ = ±π/2. Further, we can see that these are
first order fronts for all g 6= gc while for g = gc, the front
corresponding to −π/2 is first order while the front with
q = π/2 is third order (see Figs. 2(a), 2(d), 2(g)). For
g = 1/4 > gc, it can be seen from Fig. 2(j), that in addi-
tion to the extremal fronts at q∗ = ±π/2, two additional
extremal solutions emerge at q∗3(4)’s. These correspond

to fronts with dispersion relation ω(q∗3) = −ω(q∗4) and
with degenerate velocities v(q∗3) = v(q∗4) and are both
first order in nature.

From the analysis given above, we expect different long
time behaviour for a purely imaginary NNN coupling as

compared to that with a real component. We therefore
restrict in the following to the case of a purely imaginary
NNN hopping and set φ = π/2. We begin by discussing
the causal behaviour of the local probability and current
densities. We show in the second and third columns of
Fig. 2, the local probability density and current density
distributions obtained by a numerical solution of Eq. 7
at time t = 50 for representative g-values.

The probability and current densities shown in the sec-
ond and third columns of Fig. 2 are non-zero and oscil-
latory inside an ’allowed’ region bounded by extremal
fronts moving with maximal velocities. A ’forbidden re-
gion” with exponentially decaying probabilities lies out-
side the allowed region. The probability distribution is
symmetric about the origin for g = 0 (Fig. 2(b)) because
we have considered real NN coupling. For g 6= 0, the
chiral nature and asymmetry of the distributions about
the origin can be seen from the plots (Figs. 2(e) 2(f),
2(h), 2(i), 2(k) and 2(l)). For g < gc, there are two
first order fronts; one moving to the left and the other
moving to right; since vrm = 2 + 4g > |vlm| = |4g − 2|,
the probability distribution drifts to the right as can be
seen in Fig. 2(e). The width of the allowed region is
(≈ 4t). The probability of finding the particle increases
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FIG. 2. The first column shows the dependence of the group velocity v(q) and its first derivative v′(q) on the wave-vector
(q) for φ = π/2 for representative g-values. The vertical dotted lines marks the saddle point solutions for the extremal fronts
and corresponding horizontal dotted lines show their respective extremal velocities. Panels (a),(d),(g),(j) show that for all the
g-values we have extremal fronts correponding to q = ±π/2. Panel (j) for g = 1/4(> gc) shows the two additional saddle point
solutions which correspond to two-fold degenerate fronts moving with same velocity. The second column of the figure shows
the local probability distribution profiles for φ = π/2 at time t = 50 (measured in units of g−1

1 ) for representative g-values.
Panel (b) shows the distribution for the case with only real NN hopping (g = 0), the distribution is symmetric about origin
and p(n, t) = p(−n, t). Panels (e), (h), (k) shows chiral nature of propagation for φ = π/2 with p(n, t) 6= p(−n, t). The third
column shows the local current density plots for representative g-values for φ = π/2 at time t = 50 (measured in units of g−1

1 ).
The current densities show the oscillatory behaviour taking both positive and negative values. Panel (c) for real NN hopping
(g = 0) is symmetric about the origin. Panels (f),(i),(l) shows the asymmetry in the current density for φ = π/2. Panels (k),
(l) shows the emergence of doubly-degenerate left moving maximal fronts for g > gc in local probability density and current
density profiles. Vertical red lines in second and third column shows the theoretical position of extremal fronts.
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near the left front as compared to the right front. For
g > gc (Fig. 2(k)), there is one right moving front with
maximal velocity vrm = 2 + 4g and two left moving
fronts with the same degenerate velocity vlm = −4g− 1

8g .

There is an additional internal front moving with velocity
vi = −2 + 4g. The width of the allowed region increases
with g as 8g+ 1

8g + 2. The probabilities are large within

the region bounded by the fronts moving with velocities
vlm and vi as compared to that in the region between
the fronts located at vit and vrmt. They also show ape-
riodic oscillatory behaviour in the region vlmt < n < vit
in contrast to the periodic oscillations in the region be-
tween vit and vrmt (Fig. 2(k)). At g = gc, there are two
extremal fronts as shown in Fig. 2(h); the particle has
maximum probability to be at the extremal third order
left moving front. The local current density profiles show
similar behaviour as can be seen from Fig. 2. The densi-
ties show oscillatory behaviour inside the allowed region;
taking both positive and negative values. The current
density distribution is asymmetric about the origin for a
non-zero g; however, the total probability conservation
ensures that the total current sums up to zero.

III. HYDRODYNAMIC DESCRIPTION AT

ASYMPTOTICALLY LONG TIMES AND

DISTANCES

In this section, we show that at asymptotically long
times and distances, the quantum walk can be described
by a quasi-stationary state and provide a hydrodynamic
description in terms of the local density of quasi-particle
excitations. We show, in particular, that the cumulative
probability distribution satisfies an Euler-type hydrody-
namic equation representing the large space-time ballis-
tic propagation of the quasi-particle density and current.
Further, we show that the conservation law for the cu-
mulative probability distribution is the lowest in the hi-
erarchy of an infinite set of conservation laws satisfied by
the scaled cumulative position moments, characterizing
the long time behaviour of the quantum walk.

We begin by discussing the global scaling forms for
the cumulative probability densities and current densi-
ties. The cumulative probability density (CPD) Φ(n, t)
and current density (CCD) J(n, t) are defined as [22]:

Φ(n, t) =
∑

−∞<m≤n

p(m, t); J(n, t) =
∑

−∞<m≤n

j(m, t)

(17)
The local probability density p(n, t) can be expressed as:

p(n, t) = |ψ(n, t)|2 =

π∫

−π

dq

2π

π∫

−π

dp

2π
ein(p−q)ei(w(q)−w(p))t

(18)
Introducing new variables q = K + Q/2 and p = K −
Q/2, we can Taylor expand ω(q)−ω(p) around Q = 0 to

leading order at a zero-th order front as:

w(q)−w(p) = w(K+Q/2)−w(K−Q/2) = Qv(K)+O(Q3)
(19)

and write the probability density (Eq. 18) at asymptoti-
cally large times and for large n as:

p(n, t) =

π∫

−π

dK

2π

π∫

−π

dQ

2π
ei(v(K)t−n)Q =

π∫

−π

dK

2π
δ(n−v(K)t)

(20)
Using the continuity equation ∂

∂ tp(n, t) +
∂
∂ nj(n, t) = 0,

the local current density j(n, t) can be expressed as:

j(n, t)= −
n∫

−∞

dm
∂

∂t
p(m, t)

= −
n∫

−∞

dm
∂

∂t




π∫

−π

dq

2π
δ(m− v(q)t)




= −
n∫

−∞

dm

π∫

−π

dq

2π
v(q)

[
− ∂

∂m
δ(m− v(q)t)

]

=

π∫

−π

dq

2π
v(q)δ(n− v(q)t) (21)

The CPD, Φ(n, t), and CCD, J(n, t), at an ordinary
front at site n, can be therefore obtained as:

Φ(n, t)=
∑

−∞<m≤n

p(m, t) =
∑

−∞<m≤n

π∫

−π

dq

2π
δ(m− v(q)t)

=

π∫

−π

dq

2π
ρ(n, q, t) (22)

J(n, t)=
∑

−∞<m≤n

j(m, t) =
∑

−∞<m≤n

π∫

−π

dq

2π
v(q)δ(m − v(q)t)

=

π∫

−π

dq

2π
v(q)ρ(n, q, t) (23)

where we have defined the local density of excitations,
ρ(n, q, t), as:

ρ(n, q, t) =
∑

−∞<m≤n

δ(m− v(q)t) (24)

The local density of excitations ρ(n, q, t) can be ob-
tained from the q−v dependencies which we show graphi-
cally in the first column of Fig. 3 for representative values
of g. This allows us to obtain the global scaling forms
for the cumulative probability and current densities in
the saddle point approximation limit (v(q) = n/t). For
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FIG. 3. First column shows the wave vector q (in units a−1) dependence on the velocity v (in units of ag1) for representative g-
values for φ = π/2. Second column shows the bulk scaling of the cumulative probability distribution function (Φ(n, t) = Φ(n/t))
for φ = π/2 obtained numerically at times t = 5000, 10000 (in units of g−1

1 ). Theoretical scaling curve obtained using stationary
phase approximation is also shown for comparison. The asymmetry in local distribution for (g 6= 0) is reflected in cumulative
probabilities (Φ(−n, t) 6= 1−Φ(n, t)) (panels (e),(h),(k)). Panel (k) shows cumulative probability distribution for g = 1/4(> gc)
where the kink structure shows the emergence of additional internal front. Third column shows the bulk scaling for cumulative
current density (J(n, t) = J(n/t)) for φ = π/2 obtained numerically at times t = 5000, 10000 (in units of g−1

1 ). Theoretical
scaling curve obtained using stationary phase approximation are plotted for comparison. Panels (f),(i),(l) shows asymmetry in
the cumulative current density for φ = π/2. For g = 1/4(> gc) (panel (l)), the kink structure shows the emergence of additional
internal front. Insets in each plot in second and third column shows the deviation from bulk scaling near the extremal fronts.
Vertical lines in second and third column shows the theoretical position of extremal fronts.

g ≤ gc, the cumulative probability and current density take the global scaling form:

Φ(n, t) = Φ
(n
t

)
=





0; n ≤ nlm

N1

(n
t

)
; nlm < n < n∗

1−N2

(n
t

)
; n∗ < n < nrm

1; n ≥ nrm

(25)



9

J(n, t) = J
(n
t

)
=





0; n < nlm

J1(n/t); nlm < n < nrm

0; n ≥ nrm

(26)

In the above, we defined n∗ = v∗t as the site where
Φ(n∗, t) = 1/2. N1(2)(n/t) denotes the density of exci-
tations at particular site n for n < n∗(> nlm) defined
below. Also, as shown in Figs. 3(d),3(g), q1 q2, q3, q4 lie
on the respective branches:
q1: vlm(q) < v(q) < v∗(q∗), π/2 ≤ q ≤ π;
q2: v∗(q∗) > v(q) > vlm, q∗ ≤ q ≤ π/2;
q3: vrm > v(q) > v∗(q∗), −π/2 ≥ q ≥ −π,
q4: v∗(q∗) < v(q) < vrm, −π/2 ≤ q ≤ q∗.

For g > gc, (say g = 1/4 as shown in Fig. 3(j)), the bulk
scaling forms for the cumulative probability and current
density are obtained as:

Φ(n, t) = Φ
(n
t

)
=





0; n ≤ nlm

N1

(n
t

)
+N2

(n
t

)
; nlm < n < n∗

1−N3

(n
t

)
; n∗ < n < nrm

1; n ≥ nrm

(27)

J(n, t) = J
(n
t

)
=





0; n ≤ nlm

J2(n/t); nlm < n < n∗

J3(n/t); n∗ < n < nrm

0; n ≥ nrm

(28)

where, as shown in Fig. 3(j),

N1

(n
t

)
=
q1 − q2
2π

; N2

(n
t

)
=

|q3 − q4|
2π

;

N3

(n
t

)
=

|q5 − q6|
2π

(29)

and

J1(n/t)=
1

2π
[ω(q1)− ω(q2)] (30)

J2(n/t)=
1

2π
[ω(q1)− ω(q2) + ω(q3)− ω(q4)] (31)

and

J3(n/t) =
1

2π
[ω(q6)− ω(q5)] (32)

where q1, q2, q3, q4, q5, q6 are defined as points lying on
the branches given below:
q1: vlm < v < v∗, q∗4 ≤ q ≤ π
q2: vlm < v < v∗, π/2 ≤ q ≤ q∗4
q3: vlm < v < v∗, q∗3 ≤ q ≤ π/2
q4: vlm < v < v∗, q∗ ≤ q ≤ q∗3
q5: v

∗ < v < vrm, −π/2 ≤ q ≤ q∗

q6: v
∗ < v < vrm, −π ≤ q ≤ −π/2

In second and third columns of Fig. 3, we plot the cu-
mulative probability and current distributions obtained
by exact numerical calculations and the scaling forms ob-
tained above (Eqs. 25, 27, 26 and 28). It can be seen
from the plots that there is good agreement between the
analytic and numerical results. The CPD and CCD are
both flat outside the causal cone structure showing that
correlations exist only inside the ’allowed region’. For
g = 0, the cumulative distributions are symmetric about
the origin with value 1/2 at origin, while for non-zero
g-values, the asymmetry seen in local probability and
current distributions is also reflected in cumulative prob-
ability and current distribution profiles. Since the lo-
cal probability densities are larger near the left extremal
front, the site corresponding to cumulative probability
value 1/2 shifts to left. For g > gc, an internal kink oc-
curs in the CPD and CCD profiles due to the presence
of the additional extremal front corresponding to the ex-
tremal velocity vi (Figs. 3(k), 3(l)). Unlike the case for
φ = 0, here, because of the degeneracy of the extremal
fronts as discussed in Sec. II, we observe only one addi-
tional kink. Also, unlike the case with a real component
of NNN hopping [22], we do not observe any internal kink
at gc because there are only two extremal fronts. The in-
set in the figures show that the global scaling is violated
near the extremal fronts. We will describe the scaling be-
haviour at sites very close to the extremal fronts in the
next section.

Using the equation of motion for the cumulative prob-
ability density :

∂

∂t

∑

m≤n

p(m, t) = i[H,
∑

m≤n

p(m, t)], (33)

we can obtain at asymptotically long times and distances
(and going to the continuum limit of the spatial lattice),
the conservation law:

∂

∂t
Φ(n, t) +

∂

∂n
J(n, t) = 0 (34)

Substituting the global scaling equations Eq. 22 and
Eq. 23 into Eq. 34 gives the local first order differential
equation valid in the ballistic region:

∂

∂t
ρ(q, n, t) +

∂

∂n
(v(q)ρ(q, n, t)) = 0 (35)

This is an Euler-type hydrodynamic equation represent-
ing the large space-time quantum ballistic propagation of
the quasi-particle density and current. In fact, one can
show that the conservation law for the CPD (Eq. 34) is
the lowest in an infinite hierarchy of conservation laws
satisfied by the scaled cumulative position moment dis-
tributions. The k − th, k = 0, 1, 2, · · · position moment
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µk of the distribution is given as:

µk =
∑

n

ψ∗(n, t)nkψ(n, t) =

π∫

−π

dq

2π
ψ∗(q, t)(i

d

dq
)kψ(q, t)

=

π∫

−π

dq

2π
ψ̂∗(q, 0)eitω(q)(ik

dk

dqk
)e−itω(q)ψ̂(q, 0)

=

π∫

−π

dq

2π
eitω(q)(ik

dk

dqk
)e−itω(q) (36)

In the second equality of first line in the above equation,
we have expressed the wave function in the momentum
representation and in the last line of the above equation,
we have used the fact that the state is initially localized at
the origin. It is easy to see from Eq. 36 and the dispersion
relation (Eq. 5), that the total first moment µ1 vanishes
for any g and φ. The second, third and fourth moments
can be computed to be:

µ2 = 2(1 + 4g2)t2;

µ3 = 12gt3 sinφ

µ4 = 6(1 + 16g2 + 16g4)t4 + 2(1 + 16g2)t2
(37)

From Eq. 36, we can also see that:

µk

tk
= Ck +O

(
1

t2

)
(38)

where Ck is a constant independent of t. Therefore, at
asymptotically long times, µk/t

k ∼ Ck.
A natural measure to characterize the asymmetry of a

distribution is the skewness which is defined as: [44]

γ =
µ3

µ
3/2
2

=
3
√
2 g sinφ

(1 + 4g2)3/2
(39)

From Eqns. 37 and 39, we can see that the skewness γ
vanishes for any real NNN hopping (φ = 0), indicating
the symmetry of the distribution about the origin. It
can also be observed that the skewness takes its maxi-
mum value at φ = π/2 , i.e., for a purely imaginary NNN
hopping. In general, a positive value of γ shows drift of
the distribution to the right of the origin whereas a nega-
tive value shows a left drift in the distribution. We show
the time dependence and g dependence of γ in Fig. 4.
From Eq. 39, we can see that γ is time independent
for any g-value which is also observed from numerical
results shown in Fig. 4(a). The theoretically predicted
and numerically calculated g-dependence of γ is shown
Fig. 4(b). From Eq. 39, we can see that it has a linear g
dependence for small g, g << gc while for large g-values,
it exhibits a power law decay γ ≈ 1/2g2, which again
agrees well with our numerical results.
The corresponding cumulative moments Mk(n, t) are

defined as

Mk(n, t) =
∑

−∞<m≤n

mkp(m, t) (40)
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FIG. 4. The plot showing exact numerical results for the
nature of skewness for φ = π/2. (a) as a function of time for
different g-values. Skewness remains constant over time for
all the g-values as expected from Eq. 39. (b) as a function
of g. The continuous curve corresponds to theoretical curve
(Eq. 39) and points on it represent the numerically obtained
values for discrete g-values at time t = 10000 (in units of
g−1
1 ). Positive value of γ indicates distribution drift to right
showing maximum at g = 0.35.

The cumulative first position moment is then given as

M1(n, t) =
∑

−∞<m≤n

mp(m, t) (41)

At asymptotically long times, using Eq. 20 for the bulk
scaling form for the probability, we can obtain a global
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FIG. 5. Cumulative scaled position moments for φ = 0 (first column) and φ = π/2 (second column) for representative
g-values obtained numerically at t = 10000 (measured in units of g−1

1 ). The analytical solutions obtained using saddle point
approximation are plotted (black dotted lines) for comparison with numerics which shows reasonable agreement in both. Panel
(a) and (b) shows the first scaled cumulative position moments for φ = 0 and φ = π/2 for different g-values. For φ = 0, profiles
are symmetric about the origin whereas we observe asymmetry for φ = π/2. The emergence of additional extremal fronts can
be seen from the kink structure observed for g ≥ gc for φ = 0 and for g > gc for φ = π/2. The insets in the plots shows the
change in the curvature near the second order (panel (a)) and third order (panel (b)) fronts at the respective critical NNN
hopping strengths gc. In both the cases total cumulative first moment i.e position expectation value is zero. Panel (c) and (d)
shows the second scaled cumulative position moments for φ = 0 and φ = π/2 for different g-values. We see the asymmetry
for imaginary NNN hopping strength (panel (d)) as compared to the real NNN hopping strength (panel (c)). The emergence
of additional extremal fronts can be seen from the kink structure observed for g > gc in both cases. The second cumulative
moment for both the cases increases quadratically with g (Eq. 37) and saturates at the same value for respective g-values for
both φ = 0 and φ = π/2 cases. Panel (e) and (f) shows the third scaled cumulative position moments for φ = 0 and φ = π/2
for different g-values. Since the third position moment is zero for φ = 0 we see symmetric plots which sum up to zero whereas
for φ = π/2 case we see asymmetry with non-zero third position moment (Eq. 37). The additional extremal fronts for g > gc
for both the cases can be seen from the kink structures emerging when g > gc.
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scaling for M1(n, t) as

M1(n, t) =M1(n/t) =
∑

−∞<m≤n

m




π∫

−π

dq

2π
δ(m− v(q)t)




=

π∫

−π

dq

2π

∑

−∞<m≤n

mδ(m− v(q)t)

=

π∫

−π

dq

2π

∑

−∞<m≤n

v(q)t δ(m− v(q)t)

=

π∫

−π

dq

2π
v(q)t ρ(n, q, t)

= tJ(n, t) (42)

Similarly, we find that the k − th cumulative moment
satisfies the global scaling relation:

Mk(n, t) =Mk

(n
t

)
= tk

π∫

−π

dq

2π
vk(q)ρ(n, q, t) (43)

Thus, we obtain at asymptotically long times, global scal-
ing forms for the cumulative position moments in terms

of the local density of excitations. Defining M̃k = Mk

tk ,
we can then see by using Eq. 35, that at large times and

distances, the cumulative moments M̃k satisfy continuity
equations of the form:

∂

∂t
M̃k +

∂

∂n
M̃k+1 = 0; k = 0, 1, 2, 3 · · · (44)

which constitute an infinite set of conservation laws. The
conservation law for the CPD (Eq. 34) is the lowest
(k = 0) in the set. We show in Fig. 5, the plots for the
cumulative first, second and third position moment ob-
tained from the theoretical (Eq. 43) and exact numerical
calculations for real NNN hopping (φ = 0) and imaginary
NNN hopping, φ = π/2. It can be seen from the plots
that the numerical results match well with the theoretical
computations and show the global scaling behaviour of
the moments. The plots are symmetric about the origin
for φ = 0 whereas they are asymmetric for φ = π/2. We
also observe that beyond the critical value of the NNN
coupling strength, a kink structure emerges within the
allowed region characterizing the change in number of ex-
tremal fronts. The first moment saturates to a zero value
for all g values and any phase since the total current is
zero. The total cumulative second moment saturates at
the same value for respective g-values for both φ = 0 and
φ = π/2 which agrees with Eq. 37 that the total second
position moment (µ2 = 2(1 + 4g2)t2) is independent of
φ. The third moment saturates to a zero value for φ = 0
whereas for φ = π/2, it increases with g. This again
agrees with the result of Eq. 37 for the third moment.

IV. ANAMOLOUS SCALING AND STAIRCASE

STRUCTURE FOR CUMULATIVE

PROBABILITY NEAR EXTREMAL FRONTS

We observe that extremal front edges in the CPD and
CCD deviate from global scaling (shown in the inset of
Figs. 3). In this section, we analyze in a manner simi-
lar to that in Ref. [22] and show that at asymptotically
long times and distances, the deviations of the CPD and
CCD exhibit anomalous sub-diffusive scaling behaviour
at the extremal front edges. We also compare the ana-
lytic results with exact numerical results. The deviation
of cumulative probability and the current density from
the value at an extremal front at site ne is defined as [22]:

δΦ(n, t) ≡ Φ(ne, t)−Φ(n, t); δJ(n, t) ≡ J(ne, t)−J(n, t)
(45)

We demonstrate the local scaling behaviour of the
probability and current densities by evaluating the wave
function at a site very close to the extremal front by per-
forming the Fourier integral in Eq. 7 using the stationary
phase approximation. Near a k-th order extremal front,
we can expand ω(q) to leading order as :

ω(q) ≈ ω(qe) + (q − qe)ve +
(q − qe)

k+2

(k + 2)!
ω(k+2)(qe) (46)

Then, we can expand ϕ(n, q) in Eq. 9 for n near ne = vet
as:

ϕ(n, q) ≈ (
n

t
qe−ω(qe))+(

n

t
−ve)(q−qe)−

(q − qe)
k+2

(k + 2)!
ω(k+2)(qe)

(47)
The wave-function at the site n can be then written as:

ψ(n, t) =

π∫

−π

dq

2π
eiϕ(n,q)t ≈ ei(nqe−ω(qe)t)Ã(n, t) (48)

where Ã(n, t) is:

Ã(n, t) =

π∫

−π

dq

2π
ei[(n−vet)(q−qe)−

(q−qe)k+2

(k+2)! ω(k+2)(qe)t] (49)

We observe from Eq. 49 that Ã(n, t) satisfies the partial
differential equation:

∂Ã(n, t)

∂t
+ ve

∂Ã(n, t)

∂n
= (−i)k+3ω

(k+2)(qe)

(k + 2)!

∂k+2Ã(n, t)

∂nk+2

(50)
This can be converted into a scaling form by introducing
the local scaling variable:

ξn = − n− vet

(κkt)1/(k+2)
; here κk =

ω(k+2)(qe)

(k + 1)!
(51)

and defining

Ã(n, t) =
1

(κkt)1/(k+2)
Ak(ξn), (52)
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FIG. 6. Local extremal front scaling for cumulative probability and cumulative current density profiles obtained from exact
numerical calculations for φ = π/2 at time t = 10000 (in units of g−1

1 ). The internal staircase structure emerging at the fronts
is shown for different g-values and is compared with the analytical result obtained using saddle-point method. Panel (a) shows
the internal staircase structure at the left extremal front for g < gc described by Airy scaling where distances from the front

scale as (nlm−n)/n
1/3
lm , cumulative probabilty scale as n

1/3
lm δΦ and cumulative current scale as n

1/3
lm δJ = vlmn

1/3
lm δΦ. For g = gc

we observe similar kind of Airy scaling near right extremal front as shown in Panel (c). Panel (b) shows the staircase structure
near the third order extremal front (left) for critical NNN hopping strength g = gc where distances from the front scale as

(nlm − n)/n
1/5
lm , cumulative probabilty scale as n

1/5
lm δΦ and cumulative current scale as n

1/5
lm δJ = vlmn

1/5
lm δΦ. Panel (d) shows

local scaling for two degenerate left moving fronts observed for g > gc. Both the fronts shows Airy scaling where distances from

the front scale as (nlm − n)/n
1/3
lm , cumulative probabilty scale as n

1/3
lm δΦ and cumulative current scale as n

1/3
lm δJ = vlmn

1/3
lm δΦ.

Inset shows the degeneracy of fronts where we plot twice the analytical curve which is in agreement with numerically obtained
results. Heights of the steps obtained here are twice compared to the case where we have single first order front. Panel (e) shows

local scaling near the internal front for g > gc where distances from the front scale as (ni − n)/n
1/3
i , cumulative probabilty

scale as n
1/3
i δΦ and cumulative current scale as n

1/3
i δJ = vin

1/3
i δΦ.

the partial differential equation satisfied by Ã(n, t)
(Eq. 50) is converted into the ordinary differential equa-
tion satisfied by Ak(ξn):

A
(k+1)
k (ξ) = (−1)ki(k+1)ξAk(ξ) (53)

The solution of the above equation can be obtained as:

Ak(ξ) =

∞∫

−∞

dη

2π
e−i ξη e−i η

k+2

k+2 (54)

Note that that A1(zn) is the Airy function Ai(zn). The
probability density p(m, t) and current density j(m, t)
(Eq. 3) at a site m close to the extremal front takes the
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Area under the steps (t=10000)
Steps 1 2 3 4 5

g=1/16
Left
1o

CPD 0.9383 0.8997 0.9103 0.9165 0.9138
CCD 0.9450 0.9064 0.9086 0.9186 0.9239

g=1/8

Left
3o

CPD 0.8218 0.7543 0.7704 0.7914 0.7905
CCD 0.8540 0.7755 0.7781 0.8043 0.8183

Right
1o

CPD 0.9519 0.9140 0.9187 0.9249 0.9302
CCD 0.9450 0.9064 0.9130 0.9192 0.9238

g=1/4

Left
1o

CPD 0.9268 0.9346 0.9140 0.8672 0.8930
CCD 0.9713 0.9069 0.9045 0.8800 1.1974

Internal
1o

CPD 1.0209 0.9168 1.0234 0.9860 1.0063
CCD 0.9746 0.9496 1.0327 0.9590 1.0974

TABLE I. Areas (measured in units of a) under the steps ob-
tained for cumulative probability distribution profile (CPD)
and cumulative current density (CCD) from numerical cal-
culations done at t = 10000 (measured in units of g−1

1 ) for
some representative g-values. 1o: first order front; 3o: third
order front. Here the areas for CCD are divided by extremal
velocity to see the agreement with areas obtained for CPD.
For g = 1/4, areas under the steps near two-fold degenerate
left first order (1o) front of CCD are divided by 2 to see the
agreement with areas for steps obtained for single 1o front.
The areas under the steps remain constant for particular g-
value at respective extremal front. The heights of the step
correspond to the value of scaled δΦ plotted in Fig. 6 cor-
responding to the zeros of it’s first derivative and the width
of each step is obtained from the difference between the two
consecutive non-stationary inflection points of scaled δΦ.

form:

p(m, t) =
1

(κkt)2/k+2
|Ak(ξm)|2; j(m, t) = v(qe)p(m, t)

(55)
Hence, the deviation δΦ(n, t) and δJ(n, t) take the local
scaling form:

(κkt)
1/k+2δΦ(ξn) =

∫ ξn

0

dξA2
k(ξ); δJ(n, t) = veδΦ(n, t)

(56)

Close to a first order extremal front, the amplitude
function Ã(n, t) satisfies the linearized K-dV equation
[45]:

∂Ã

∂t
+ ve

∂Ã

∂n
=
ω(3)(qe)

3!

∂3Ã

∂n3
. (57)

It can be written in terms of local scaling variable ξ and
the Airy function; A1(ξ) = Ai(ξ) as (Eq. 54):

Ã(n, t) =
1

(κ1t)1/3
Ai(ξn); ξn = − n− vet

κ
1/3
1 t1/3

(58)

Using Eq. 56, we can obtain the deviation of the CPD
and CCD , δΦ and δJ at first order extremal front in the

transition region n ≈ ne = vet, n < vet as [22]:

(κ1t)
1/3δΦ(ξn) =

ξn∫

0

dξAi2(ξ); δJ(ξn) = veδΦ(ξn)

(59)
Thus, near any first order front, the deviation in the CPD
and CCD exhibit Airy scaling. A local staircase struc-
ture is also observed near the edges due to the existence
of real zeros of the Airy function and its derivatives [22].
The heights and widths of the steps can be obtained from
zeros of the first and second derivatives of Airy functions;
an analysis of the asymptotic locations of the zeros shows
that the area under the steps remains a constant [22, 38].
For the model at hand, for g < gc, there are two first or-
der maximal fronts while for g > gc, there are four first
order fronts, of which the two left moving fronts move
with the same velocity. We demonstrate, in Fig. 6(a),
(d) the local scaling behaviour of the CPD and CCD near
the maximal left moving first order front as obtained from
the theoretical saddle point analysis as well as from ex-
act numerical computations for representative g values,
(g < gc and g > gc). The plots show reasonable agree-
ment between that predicted by theoretical analysis and
that obtained from numerics. The Airy scaling and local
staircase structure can be observed at the edges of the
fronts from these plots. The multiplicity of the fronts for
g > gc can also be seen from the inset of Fig. 6(d). The
numerical computations also show that the areas under
the steps remains a constant as can be seen from Table
I. Further, we find that for g > gc, near the two-fold
degenerate left moving front, we need to divide the area
under each step by ≈ 2 in order to obtain agreement be-
tween numerical and analytical results (for example, for
the areas shown in Table I for g = 1/4). We do not show
this but similar local scaling is observed near the right
moving first order fronts as well.
At g = gc, there is a first order right moving extremal

front and a third order left moving extremal front. The
local scaling near the first order right moving front is of
the Airy type discussed in Eq. 59 as shown in Fig. 6(c).
We also observe a local staircase structure in the distri-
bution; the corresponding area under the steps remains a
constant as shown in Table I. Near the left moving third
order extremal front, the amplitude function satisfies the
linearized fifth order equation of the K-dV type (Eq. 50):

∂

∂t
Ã(n, t) + v(qlm)

∂

∂n
Ã(n, t) = −ω

(5)(qlm)

5!

∂5

∂n5
Ã(n, t)

(60)
Using Eq. 56, the deviation of the CPD and CCD, δΦ
and δJ in the transition region n ≈ nlm, |n| < |nlm| can
be obtained in terms of ξ (Eq. 51) as,

(κ3t)
1/5δΦ(ξn) =

ξn∫

0

dξ A2
3(ξm); δJ(ξn) = vlmδΦ(ξn)

(61)
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Thus, the deviation of the CPD and CCD near the
third order front show a t1/5 scaling behaviour. The
above analytic scaling analysis obtained within the sta-
tionary phase approximation agrees very well with the
exact numerical results as shown in Fig. 6(b). We also
observe a local staircase structure in the distribution. We
have extracted the heights and widths of the steps from
the numerical computations and find that the area un-
der the steps remains constant as shown in Table I. We
observe that the staircase structure near the third order
front suggests the existence of real zeros of the function
A3(ξ) and its first derivative. We conjecture that the
function Ak(ξ) and its derivative has real zeros when k is
odd. Therefore, one should expect a local staircase struc-
ture for any odd order extremal front. On the other hand,
for a front of even order, it can be seen from Eq. 50, since
the higher order dispersion term is imaginary in nature,
one does not get solutions with real zeros. Therefore,
one does not expect any local staircase structure near an
even order extremal front. This has already been demon-
strated for real NNN hopping [22], where we saw that at
gc, there is no staircase structure near the second order
internal front.
We do not show the numerical plots for these, but we

expect from the saddle point analysis, the local anoma-
lous scaling behaviour of the cumulative position mo-
ments at site close to a k-th order extremal front to be
of the form: δM̃k(ξn, t) = vke δΦ(ξn, t).

V. CONCLUSIONS

We have studied the long-time dynamics of a quan-
tum walk of a single particle, initially localized at the
origin, on a one dimensional spatial lattice with complex
nearest neighbour and next-nearest neighbour hopping.
At long times, wave fronts propagate ballistically; there
exist Lieb-Robinson bounds on the speed at which the
wave fronts can propagate which gives rise to a causal
structure for the propagation which depends on both the
magnitude and phase of the complex NNN hopping am-
plitude. Complex next-nearest neighbour coupling leads
to broken time reversal symmetry and consequent inver-
sion symmetry breaking. This gives rise to chiral prop-
agation of the wave-fronts and hence asymmetric L-R
bounds for the maximal velocities or, in other words,
the maximal left moving and right moving velocities are
different. Hence, the causal cone structure, probability
density and current density distributions are asymmetric
about the origin. The asymmetry, which can be mea-
sured using the skewness depends on the phase and mag-
nitude of the NNN hopping amplitude. It vanishes for a
real NNN hopping and reaches its maximal value for the
completely imaginary NNN hopping. At a certain critical
strength of NNN hopping, the value of which depends on
both the magnitude and phase of the NNN hopping, there
is a Lifshitz transition from a regime with one causal
cone to two causal cones. In case of real NNN hopping,

there is a Lifshitz phase transition from the phase with
one causal cone to two nested causal cones symmetrically
placed about origin [22]. In the presence of complex NNN
hopping, the causal cones are no longer symmetric about
the origin due to the breaking of inversion symmetry;
however, the behaviour of the extremal fronts remains
similar for any phase 0 ≤ φ < π/2; for g < gc, there are
two first order extremal fronts while for g > gc, there are
four first order fronts and exactly at the critical coupling
g = gc, there are three extremal fronts: the two fronts
with maximal left and right moving are first order while
the internal extremal front is second order in nature. In
contrast to this, there is a novel behaviour of the causal
cone structure and behaviour of the extremal fronts for a
purely imaginary NNN hopping: in the regime with two
causal cones (g > gc), there are three maximal fronts
two of which move with the same maximal velocity. This
gives rise to partially overlapping causal cones (even a
small real component of NNN hopping breaks this degen-
eracy and one obtains asymmetric but completely nested
cones). We also find very different behaviour at the crit-
ical coupling for purely imaginary NNN hopping as com-
pared to that for a purely real NNN hopping. Exactly,
at the critical coupling, for purely imaginary NNN hop-
ping, the phase is characterised by a single causal cone
with the two maximal fronts being of different order; one
is a first order front while the other is a third order front.

Further, we showed, using the stationary phase ap-
proximation, that at asymptotically long times and dis-
tances, the quantum walk can be described in the bulk,
by a quasi-stationary state and provided a hydrodynamic
description in terms of the local density of quasi-particle
excitations. The quasi-stationary state is characterized
by a hierarchy of an infinite set of conservation laws satis-
fied by scaled cumulative position moments. The analytic
results are shown to be in good agreement with exact
numerical computations albeit with deviations from the
global scaling near the extremal front edges. We also
studied the scaling behaviour near the extremal front
edges and showed that the local scaling behaviour can
be described by higher order hydrodynamic equations.
In the regimes g < gc and g > gc, all extremal fronts are
first order in nature and show a sub-diffusive t1/3 Airy
scaling and staircase structure, the two-fold multiplicity
of the maximal front (for g > gc ) is reflected in the area
under the steps of the staircase. Exactly at the critical
coupling g = gc, the different orders of the two extremal
fronts leads to different sub-diffusive t1/3 and t1/5 scal-
ing near the two front edges. A local staircase structure
and quantization is observed near both edges. This is in
contrast to the case with real NNN hopping where at the
critical coupling, there are three extremal fronts, two of
which are first order and the other which is an internal
front is a second order front. At the second order front
there is no local staircase structure [22]. Thus the nature
of the Lifshitz transition is different in the two cases. We
hope that it will be possible to test these results exper-
imentally. While in the process of writing up this work,
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we came across very recent work [46] which suggested
protocols through Floquet engineering for experimental
realizations of quantum walks with complex hopping am-
plitudes and in particular imaginary next-nearest neigh-
bour hopping amplitudes.

Also, in our earlier work [22], we connected the long
time dynamics of a single particle (initially localized at
the origin) quantum walk problem with the long time
dynamics of domain wall propagation in spin chains
[37, 38]. We suggest that the present study can be con-
nected to the time evolution of a domain wall in a spin
chain model with complex NNN spin hopping [39, 40].

Quantum quenches in spin chain systems and more gen-
erally, non-equilibrium dynamics of integrable systems
have been studied within a generalized hydrodynamical
framework [32–36].
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