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Abstract

Macroscopic thermodynamics, via the weak coupling approximation, assumes that the equi-

librium properties of a system are not affected by interactions with its environment. However,

this assumption may not hold for quantum systems, where the strength of interaction between the

system and the environment may become non-negligible in a strong coupling regime. In such a

regime, the equilibrium properties of the system depend on the interaction energy and the system

state is no longer of the Gibbs form. Regarding such interactions, using tools from the quantum

estimation theory, we derive the thermodynamic uncertainty relation between intensive and exten-

sive variables valid at all coupling regimes through the generalized Gibbs ensemble (GGE). Where

we demonstrate the lower bound on the uncertainty of intensive variables increases in presence of

quantum fluctuations. Also, we calculate the general uncertainty relations for several ensembles to

corroborate the literature results, thus showing the versatility of our method.
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1 Introduction

Traditional thermodynamics has always been concerned with describing macroscopic systems, while

advances in the quantum regime suggest that microscopic systems may display unusual thermal be-

havior [1]. Quantum thermodynamics is an emerging research field based on the statistical mechanics

approach to quantum systems. In statistical mechanics, statistical ensembles are used to analyze the

thermodynamic systems at equilibrium. An ensemble describes a system that typically exchanges

extensive quantities with its environment. Extensive quantities are variables that scale proportionally

system size such as total volume or mass, in contrast to intensive variables that do not depend on

system size such as temperature, or pressure. Statistical ensembles are sometimes identified with the

fixed natural variables from each statistically conjugated pair (β, E), (µ, N), (P, V ) and so on [2].

Where β = 1
kT is the inverse temperature with the Boltzmann constant k and E is the energy, P is

the pressure and V is the volume, µ is the chemical potential and N is the number of particles. For

example, in the canonical ensemble the system exchange only energy with the environment, and β is

an intensive parameter of the ensemble which is called NV T . The grand canonical ensemble exchange

also particles, with the other intensive parameter µ, and is called µV T . Moreover, the transition

between the statistical ensembles is possible through Legendre transforms [3–6].

A crucial assumption in macroscopic thermodynamics is the weak coupling approximation, which

states the equilibrium configuration of the system is not influenced by interactions with its environ-

ment. The equilibrium behavior of a macroscopic system describe by thermodynamic potentials such

as internal energy U as a function of the thermodynamic variables [7, 8]. Here, the term macroscopic

refers to systems with a set of variables to guarantee the equilibrium properties in the thermodynamic

limit. However, it is always possible to deviate from standard thermodynamics whenever we are deal-

ing with the thermodynamics of open quantum systems, i.e., quantum systems that are allowed to

interact with the environment. A recent research study has shown that in a strong coupling regime,

the local equilibrium state of the system will not be of Gibbs form since the coupling strength between

the system and environment influences the equilibrium properties of the system [9]. Therefore, the

thermodynamic potentials are substituted by the modified operators [10–12]. In such a scenario, new

energy fluctuations occur due to non-negligible coupling with the environment. In this case, the fluc-

tuation of internal energy U is determined via the fluctuation of a modified internal energy operator

E∗
S [13, 14]. Regarding such unavoidable interactions, it is possible to derive an uncertainty relation

between the internal energy and temperature of the system for arbitrary linear coupling scales by

using quantum estimation theory that is valid for any coupling regime, where quantum fluctuations

caused by coherence between the system energy states lead to higher fluctuations in the underlying

temperature [15]. Moreover, it is not a secret that the study of statistical fluctuations caused by

strong coupling effects can be very efficient for parameter estimation of nanoscale systems. Motivated

by these considerations, we develop a general thermodynamic uncertainty relation via the quantum

information measures for any pair of intensive and extensive thermodynamic variables for an arbitrary
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interaction strength in different ensembles. In fact, we find a generic expression of the uncertainty

relations between Lagrange multipliers (intensive parameters) and their corresponding modified ther-

modynamic potentials, where quantum fluctuations increase the lower bound on the uncertainty of

Lagrange multipliers. Our results are valid for all coupling regimes and are compatible with the

particular case of the energy-temperature uncertainty in [15].

The paper is organized as follows. In Sec. 2, we start with a generic approach towards the gen-

eralized Gibbs ensemble and the equilibrium entropy to pave the way where the skew and Fisher

information are regarded as analytical tools. This approach fundamentally provides enough appara-

tus to access a generic extension to the strong coupling regime in other ensembles. Additionally, we

display a brief overview of the toolkit of metrology quantities we used for our calculation and to derive

our main results. The main results on the generic expression of uncertainty relations in the strong

coupling regime are presented in Sec. 3. We summarize our conclusions in Sec. 4.

2 Generic Approach

To provide a general framework for uncertainty relation between each modified thermodynamic po-

tential and its associated intensive parameter, it is essential to describe some important concepts.

At the start, a generalized Gibbs ensemble (GGE) is given by [16–18]

ρ =
e−
∑

i
λiAi

Z({λi})
, (1)

where Ai and λi are thermodynamic potentials and their corresponding Lagrange coefficients, respec-

tively, and Z({λi}) = tr
(

e−
∑

i
λiAi

)

is the partition function and, [Ai, Aj ] = 0 for all i, j. Hence, the

expectation value of thermodynamic potential Ai concerning the density matrix ρ is 〈Ai〉 = − 1
Z

∂Z
∂λi

.

Moreover, the statistical fluctuations for the constants of motion Ai can be found via the partition

function Z as follows (see Appendix A)

∂2 ln Z

∂λi ∂λj
= 〈AiAj〉 − 〈Ai〉〈Aj〉 . (2)

In this case, the natural logarithm of Z is the Massieu function for the system [19–21].

Also, it is straightforward to obtain the entropy of a system in thermodynamic equilibrium using

the partition function in the following form

S

k
= ln Z −

∑

i

λi
∂

∂λi
ln Z . (3)

In addition, one can redefine S from ln Z through a Legendre’s transformation [3–6]. By considering

infinitesimal changes d〈Ai〉 and dλi of 〈Ai〉 and λi in equilibrium, respectively, we can obtain

d(ln Z) = −
∑

i

〈Ai〉dλi ,

dS = k
∑

i

λid〈Ai〉 . (4)
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It can be seen that d(ln Z) and dS capture the natural variables for S and ln Z, respectively. While

S is a function of 〈Ai〉 and ln Z is also beneficial as a function of λi, meaning that (see Appendix B

for more details)

λi =
1

k

∂S

∂〈Ai〉
,

ln Z =
S

k
− 1

k

∑

i

〈Ai〉
∂S

∂〈Ai〉
. (5)

In probability and statistics theory, the variance of an operator is defined as

Var(ρ, O) = tr(ρ O2) − [tr(ρ O)]2 , (6)

for each state ρ and observable O. Two important features of this quantity are positivity and con-

cavity [22]. Moreover, in the context of quantum measurements, Wigner and Yanase introduced

the information measure so-called the Wigner-Yanase skew information (WYSI), which is deter-

mined by Q1/2(ρ, O) = −1
2tr([

√
ρ, O]2) [22, 23]. It is proposed to quantify the information due

to non-commutativity between the state ρ and the observable O [24]. WYSI is also generalized

by Dyson as Qα(ρ, O) = −1
2tr([O, ρα][O, ρα−1]) , which is called Wigner-Yanase-Dyson skew infor-

mation (WYDSI) [25]. Moreover, the complementary measure of classical uncertainty is given by

Kα(ρ, O) = tr(ραδOρα−1δO) with δO = O − 〈O〉 and α ∈ (0, 1) [26]. With parameter α, it is im-

possible to separate the quantum and classical contributions to variance in a unique way. However,

this issue can be resolved by averaging over α for the entire interval, where the quantum and classical

uncertainty contributions of quantum observable O in a mixed state ρ are separated by the following

expressions [27]

Q(ρ, O) =

∫ 1

0
dα Qα(ρ, O), (7)

K(ρ, O) =

∫ 1

0
dα Kα(ρ, O) . (8)

The skew information has several interpretations, such as a version of the quantum Fisher information

(QFI) [25, 28, 29], quantum uncertainty of O on state ρ [26, 29, 30], coherence, and asymmetry of ρ

concerning O [31–35]. All of these imply that skew information is a significant concept. However, in

the case of mixed state ρ, it has been reported that Var(ρ, O) ≥ Q(ρ, O) [25,36]. Furthermore, some

substantial features of skew information include:

• Q(ρ, O) is non-negative and equal to the variance of observable O for a pure state.

• It remains constant for isolated systems.

• Q(ρ, O) is a convex function because the mixing process of states is entirely classical and cannot

increase quantum uncertainty.

• It is also additive, i.e., the information of a system composed of two independent parts is equal

to the sum of the information of each part separately.
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In the following, we consider

ρ =
e−
∑

i
λiAi

Z({λi})
= eG (9)

where G = −∑i λiAi − ln Z and [Ai, ρ] = 0. Hence Kα(ρ, G) = Var[ρ, G] and also Qα(ρ, G) = 0.

According to [26], when Ai and ρ commute, quantum uncertainty based on the skew information

should vanish.

In the context of quantum-enhanced parameter estimation, a suitable measure to determine the

ultimate limit of estimation precision is the Cramér-Rao (CR) bound [37–39]

∆θ ≥ 1
√

nF(θ)
, (10)

with F(θ) being the QFI [40] and θ standing for the unknown parameter encoded in the initial

state. The authors in [15] prove that for a quantum exponential state ρθ = e−Oθ/Zθ, where Oθ is

a Hermitian operator and Zθ = tr(e−Oθ), the QFI F(θ) concerning the parameter θ is bounded as

follows (see theorem 1 in [15])

F(θ) ≤ K(ρθ, Bθ), (11)

with Bθ = ∂θOθ being a Hermitian observable. Equation (11) displays that the achievable precision

in estimating parameter θ is constrained by the strict fluctuations in Bθ.

As before, by considering ρ = eG with G = −∑i λiAi − ln Z such that G |ej〉 = gj |ej〉, we can

write the QFI in the following form [41–43]

F(λp) = 2
∑

n,m

|〈en|∂λp
ρ|em〉|2

pn + pm
, (12)

for the desired Lagrange coefficient λp. Here, An |em〉 = anm |em〉, and ρ =
∑

n pn|en〉〈en| is the

spectral decomposition of ρ. Therefore, by rewriting the GGE state in Eq. (9) as

ρ =
∑

n

eG|en〉〈en| =
∑

n

egn |en〉〈en| , (13)

and substituting gn = ln(pn), it turns out that (see Appendix C)

F(λp) =
∑

n

pn(apn − 〈Ap〉)2 . (14)

At this point, by using the fact that Kα(ρ, G) = Var(ρ, G) =
∑

n〈en|eG(δG)2|en〉, we obtain (see

Appendix C)

Var(ρ, G) =
∑

n,i

pnλ2
i (ani − 〈Ai〉)2 . (15)

As a result, because the WYDSI is zero, a fair comparison occurs when the sum of the QFI’s for each

parameter λi coincides with Var[ρ, G], which is consistent with the results of [15].

Nevertheless, when Ai is a function of λi, condition [Ai, ρ] = 0 is no longer satisfied and sub-

sequently Qα(ρ, G) 6= 0. On the one hand, the term Qα(ρ, G) stems from the dependence between
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operator Ai and Lagrange coefficient λi. On the other hand, it cannot be zero where there is a strong

interaction strength between the system and the environment. Therefore, the crucial point distin-

guishing a strong coupling regime from a weak one is the dependence between Ai and λi. In other

words, when the interaction energy between the system and its environment is not weak enough, the

contributions of Ai and λi to the reduced density matrix of the system after partial trace over the

environment’s degrees of freedom will not be independent.

3 Main Results

3.1 Strong Coupling Approach

From now on, we provide a generic expression of the uncertainty relations between Lagrange coefficients

and their corresponding thermodynamic potentials in the strong coupling regime. To this end, we

assume the quantum system S interacts strongly with the environment E by the Hamiltonian

HSE := HS + HE + Hint , (16)

where HS and HE are the Hamiltonians of the system and the environment, respectively, and Hint is

an interaction Hamiltonian that captures the arbitrary interaction strength between S and E. Let us

consider the state of the composite system as the generalized Gibbs form

ρSE =
e−
∑

k
λkIk

ZSE
, (17)

where Ik’s are thermodynamic potentials of the generalized Gibbs state of the total system (S + E),

and [Ik, Ik′ ] = 0.

In a particular case where a quantum system S strongly interacts with a canonical reservoir E,

the state of the composite system at inverse temperature β has a Gibbs form ρSE(β) = e−βHSE /ZSE ,

where the partition function of the system and the environment is given by ZSE = tr(e−βHSE ). The

reduced state of the system S is characterized by ρS(β) = trE(ρSE(β)) and is generally not thermal

concerning HS due to the non-negligible interaction term. Thus, the partition function that is denoted

by HS would not be adequate to calculate the internal energy of the system [13]. However, one can

easily overcome this issue by defining an effective Gibbs state ρS(β) = e−βH∗

S
(β)/Z∗

S , where H∗
S(β) =

1
β ln(trE(e−βHSE )/trE(e−βHE )) is the Hamiltonian of mean force (HMF), and Z∗

S = trS(e−βH∗

S
(β)) is

the effective partition function [44–46].

In this sense and according to the results of the previous section, one can conclude that in the

strong coupling regime where the interaction energy between the system and the environment is not

negligible, the reduced density matrix ρS is no longer of the Gibbs form. It can generically be written

as

ρS =
e−
∑

i
λiA∗

i

Z∗
S

, (18)

6



where the effective thermodynamic potentials A∗
i ’s of the system typically are complicated operator-

valued functions of the system’s parameters and other environmental parameters including the system-

environment coupling strength, the environment temperature and etc. In a weak coupling regime,

the contribution of the environment and interaction is negligible, and the effective thermodynamic

potentials are reduced to those of the bare system.

Here, the reduced density state ρS in Eq. (18) is known as the generalized effective Gibbs state of

the system. Z∗
S can be defined via the normalization condition Z∗

S = ZSE

ZE
and A∗

i is obtained through

∑

i

λiA
∗
i = − ln (Z∗

StrE(ρSE)) = − ln

{

trE(e−
∑

k
λkIk)

ZE

}

, (19)

where the partition function of the environment is given by ZE = tr(e
−
∑

j
λjRj ) with [Rj , HE ] = 0; one

can also define Z∗
S = tr(e−

∑

i
λiA

∗

i ). In what follows, we present a generic thermodynamic potential

for this situation. Due to this fact that A∗
i depends on λi, one can write [13]

〈

∂

∂λp

∑

i

λiA
∗
i

〉

= 〈E∗
S〉 = Φs . (20)

The left-hand side of the above equation can be calculated in terms of the partition function, so we

have

〈

∂

∂λp

∑

i

λiA
∗
i

〉

= − ∂

∂λp
(ln Z∗

S) . (21)

To derive a universal uncertainty relation for two thermodynamically conjugated quantities, we assume

that ρS = eG∗

S , in which G∗
S = −∑i λiA

∗
i − ln Z∗

S . According to the previous methods, the QFI would

be given by (see Appendix D)

F(λp) = Var(ρS , E∗
S) + Ξ , (22)

where

Ξ =
∑

n 6=m

[

2(pm − pn)2

(pn + pm)(ln(pm/pn))2
− pn

]

|〈en|E∗
S |em〉|2 . (23)

At this point, one can obtain (see Appendix E)

Q(ρS , E∗
S) =

∑

n 6=m

(

pn − pm − pn

ln(pm/pn)

)

|〈en|E∗
S |em〉|2 . (24)

By adding the terms related to the skew information (24) to the Fisher information (22) and taking

into account the considerations presented in Appendix F (please follow the derivation process from

Eq. (96) to Eq. (101)), we can write an inequality as the following form

F(λp) ≤ Var(ρS , E∗
S) − Q(ρS , E∗

S) . (25)

Here, we use the Cramer-Rao bound in a single-shot scenario (n = 1), which is given by

∆θ ≥ 1
√

F(θ)
. (26)
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Thus, for θ = λp, we find that

∆λp ≥ 1
√

Var(ρS , E∗
S) − Q(ρS , E∗

S)
, (27)

and one can prove

Var(ρS , E∗
S) − Q(ρS , E∗

S) = K(ρS, E∗
S) . (28)

Furthermore, we can express the uncertainty using the operators A∗
i ’s explicitly by

E∗p
S =

∑

i

∂(λiA
∗
i )

∂λp
. (29)

The Lagrange coefficients are usually chosen to correspond to thermodynamic observables, and more

precisely to entropic-intensive parameters. This simplifies the translation between the distributions

and thermodynamic relations. Moreover, we assume that each conserved quantity is characterized by

a unique Lagrange coefficient [47]. By considering λi and A∗
p dependence on λp, we have

E∗p
S =

∑

i6=p

(λ̇iA
∗
i + λiλ̇i

∂A∗
i

∂λi
) + ∂λp

[λpA∗
p] , (30)

where λ̇i = ∂λi

∂λp
. Given that [A∗

p, ρS ] = 0 (p 6= i), we derive a general expression for classical uncertainty

as (see Appendix F)

K(ρS , E∗p
S ) = K(ρS , ∂λp

[λpA∗
p]) + 2

∑

i6=p

λ̇i Cov (∂λp
[λpA∗

p], A∗
i + λi

∂A∗
i

∂λi
)

+
∑

ij 6=p

λ̇iλ̇j Cov (A∗
i + λi

∂A∗
i

∂λi
, A∗

j + λj

∂A∗
j

∂λj
) . (31)

where Cov(X, Y ) = 〈XY 〉 − 〈X〉〈Y 〉. If A∗
i and A∗

j commute for i, j 6= p, the last covariance term

between them vanishes. Also, it can be seen in general that the Lagrange coefficient changes the sign

with the derivative. The minus sign can appear for some specific examples in the following examples.

In the next step, we investigate the general uncertainty relation in different statistical ensembles

and acquire the uncertainty between the characteristic parameters of each one. According to statistical

mechanics, each ensemble is described by a physical system that exchanges special physical quantities

in interaction with its environment. Furthermore, statistical ensembles are labeled by variables that

remain constant from each pair of statistical conjugates, such as (β, E), (µ, N), and (P, V ), etc.

3.1.1 Canonical Ensemble

In the canonical ensemble (CE), the system exchanges only energy with the environment. Thermody-

namic control variables characterize the CE: constant temperature T , constant volume V , and fixed

particle number N , or (T V N). The system state is defined in the following form

ρS = e−
∑

i
λiA

∗

i −ln Z∗

S = e−βH∗

S
−ln Z∗

S . (32)
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Since the sum is reduced to a single element in Eq. (32), one can take λp = β, so E∗
S = ∂β(βH∗

S) as [15]

and the thermodynamic potential is given by US = 〈E∗
S〉. We recover the result in [15], which reads

as follows

∆β ≥ 1
√

∆U2
S − Q(ρS , E∗

S)
≥ 1

∆US
. (33)

According to the uncertainty relation (33), quantum fluctuations arising from coherence between

energy states will increase the temperature fluctuation at a given spread in energy [15]. In this case,

the additional temperature fluctuations are measured by the averaged WYDSI.

3.1.2 Grand Canonical Ensemble

In the grand canonical ensemble (GCE), the system is permitted to exchange particles and energy

with the environment. Thermodynamic control variables characterize the GCE: chemical potential µ,

constant volume V , constant temperature T , or (µV T ). In the present case, we have

ρS = e−
∑

i
λiA

∗

i
−ln Z∗

S = e−β(H∗

S
−µN∗

S
)−ln Z∗

S , (34)

which in turn gives
∑

i λiA
∗
i = β(H∗

S − µN∗
S), so the intensive quantities are defined as

λ1 = β λ2 = −βµ . (35)

Now, it is feasible to calculate the uncertainty relation for the temperature and internal energy, where

we consider λ1 = β and λ2 = −µλ1. One can write

E
∗(p=1)
S =

∂

∂λ1

(

∑

i

λiA
∗
i

)

=

(

λ̇2N∗
S + λ2λ̇2

∂N∗
S

∂λ2

)

+ ∂λ1
[λ1H∗

S]

= A∗ − µB∗ , (36)

where λ̇2 = ∂λ2

∂λ1
, A∗ = ∂λ1

[λ1H∗
S], and B∗ = N∗

S + λ2
∂N∗

S

∂λ2
. Thus

〈E∗(p=1)
S 〉 = tr[ρS(A∗ − µB∗)] = 〈A∗〉 − µ〈B∗〉 . (37)

According to the above-established definition

K(ρS , A∗ − µB∗) = K(ρS , A∗) + µ2Var(ρS , B∗) − 2µCov(A∗, B∗) . (38)

The upper bound obtained on the QFI is as follows

F(λ1) ≤ K(ρS , A∗) + µ2Var(ρS , B∗) − 2µCov(A∗, B∗) . (39)

Regarding Eq. (25), we have

∆λ1 ≥ 1
√

K(ρS , A∗) + µ2Var(ρS , B∗) − 2µCov(A∗, B∗)
. (40)

Moreover, by definition ∆ΦS =
√

Var(ρS , A∗ − µB∗),

9



Var(aX ± bY ) = a2Var(X) + b2Var(Y ) ± 2ab Cov(X, Y ) , (41)

and since the skew information is positive and also the covariance elements are positive semi-definite,

one can write

∆λ1 ≥ 1
√

∆Φ2
S − Q(ρS , A∗)

≥ 1

∆ΦS
. (42)

To find the uncertainty relation between λ2 = −βµ and N∗
S , one can redefine λ1 = −λ2/µ, and then

write

E
∗(p=2)
S =

∂

∂λ2

(

∑

i

λiA
∗
i

)

=

(

λ̇1H∗
S + λ1λ̇1

∂H∗
S

∂λ1

)

+ ∂λ2
[λ2N∗

S ]

= B∗ − 1

µ
A∗ , (43)

where λ̇1 = ∂λ1

∂λ2
, hence

〈E∗(p=2)
S 〉 = tr[ρS(B∗ − 1

µ
A∗)] = 〈B∗〉 − 1

µ
〈A∗〉 , (44)

K(ρS , B∗ − 1

µ
A∗)) = K(ρS , B∗) + µ−2 Var(ρS , A∗)

− 2µ−1Cov(B∗, A∗) , (45)

and the upper bound obtained on the QFI is

F(λ2) ≤ K(ρS , B∗) + µ−2Var(ρS , A∗) − 2µ−1Cov(B∗, A∗) . (46)

Subsequently, the uncertainty relation for the intensive parameter λ2 turns into

∆λ2 ≥ 1
√

K(ρS , B∗) + µ−2Var(ρS , A∗) − 2µ−1Cov(B∗, A∗)
. (47)

Given that ∆ΦS =
√

Var(ρS , B∗ − A∗/µ), and with a similar argument to the previous case, we have

∆λ2 ≥ 1
√

∆Φ2
S − Q(ρS , B∗)

≥ 1

∆ΦS
. (48)

3.1.3 Other Ensembles

Attractively, our approach applies to cases with more than two Lagrange coefficients in the strong

coupling regime. The following density operators include the systems of interest: [7]

• The ensemble of mental copies of the system that moves freely in space and is given by

ρ =
1

Z
e−βH−λxPx−λyPy−λzPz . (49)

• Magnetic substances with the Hamiltonian H0 when there is no field. We try to study their

properties as a function of the total magnetic moment in the following form

ρ =
1

Z
e−βH0+β ~B· ~M . (50)
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The data are 〈H0〉, 〈Mi〉 with i = x, y, z; and the Lagrange coefficient −βBi can be identified

apart from the factor −β as an external magnetic induction necessary to produce the moment

〈Mi〉.

• With the total angular momentum ~J and the Hamiltonian H0 in which the system does not

rotate, we have [48,49]

ρ =
1

Z
e−βH0+β~ω· ~J , (51)

where ~ω is an angular velocity.

The above cases need four Lagrange coefficients and must be given by four different uncertainty

relations. We may derive them more generically by density operator

ρS =
1

Z∗
S

e−(βH∗

S
−β
∑3

i=1
µiIi) . (52)

In this case, each µi is an intensive property with the associated operator Ii of the system, and

H∗
S is the HMF. Therefore, they commute with the density matrix. In our approach, the Lagrange

coefficients are given by

λ0 = β, λ1 = −βµ1, λ2 = −βµ2, λ3 = −βµ3 . (53)

As an example, to calculate the uncertainty relation between H∗
S and its corresponding intensive

parameter λ0 = β, we can rewrite the other coefficients as λ1 = −µ1λ0, λ2 = −µ2λ0, and λ3 = −µ3λ0.

So, by formulating

E
∗(p=0)
S =

3
∑

i=1

(λ̇iI
∗
i + λiλ̇i

∂I∗
i

∂λi
) + ∂λ0

[λ0H∗
S ]

= D∗ −
3
∑

i=1

µiI∗
i , (54)

where D∗ = ∂λ0
[λ0H∗

S], λ̇i = ∂λi

∂λ0
and I∗

i = I∗
i + λi

∂I∗

i

∂λi
, we have

K(ρS , E
∗(p=0)
S ) = K(ρS , D∗) − 2

3
∑

i=1

µiCov(D∗, I∗
i ) + Var(ρS ,

3
∑

i=1

µiI∗
i ) . (55)

To derive the last term on the right side of Eq. (55), we use the fact that Var(
∑

i aiXi) =
∑

i,j aiajCov(Xi, Xj). At this point, the uncertainty relation is obtained as

∆λ0 ≥ 1
√

K(ρS , D∗) − 2
∑3

i=1 µiCov(D∗, I∗
i ) + Var(ρS ,

∑3
i=1 µiI∗

i )
. (56)

By definition ∆ΦS =
√

Var (ρS , D∗ −∑3
i=1 µiI∗

i ) and taking an approach similar to that of the pre-

vious section, we arrive at

∆λ0 ≥
√

∆Φ2
S − Q(ρS , D∗) ≥ 1

∆ΦS
. (57)
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As a main result, we can deduce from Eqs. (33), (48), and (57) that the inclusion of quantum effects

yields a tighter lower bound. In other words, quantum fluctuations increase the lower bound on the

uncertainty of the environment’s intensive parameters. Note that the quantum uncertainty contribu-

tion vanishes for classical systems in the equations. Indeed, the present approach via the quantum

information measures such as the QFI and the average WYDSI makes a general methodology to inves-

tigate the quantum fluctuation effects compared with the classical ones in quantum thermodynamics.

In addition, our results indicate that in a strong coupling regime, the uncertainty bounds are affected

by the correlations between the effective thermodynamic potentials of the system and the intensive

parameters of the environment. Therefore, it is necessary to determine the effective potentials for any

thermodynamic system before implementing these bounds. In this sense, our framework compares

standard thermodynamics with sufficiently weak interactions and cases where the correlations play a

significant role. So, a detailed analysis of our approach in different thermodynamic systems can lead

to novel and exciting results in the future.

4 Conclusion

The use of thermodynamics in quantum regimes has recently gained interest, where tiny microscopic

systems are used in the laboratory for high-precision measurements. Quantum thermodynamics has

attracted considerable attention because of its potential applications in numerous technological fields.

However, as the size of the systems under study grows smaller, the fluctuations of thermodynamic

variables are more important during the system measurement and manipulation. Moreover, in the

thermodynamics realm of open quantum systems, unavoidable environmental interactions affect the

uncertainty of thermodynamic variables. Therefore, it is crucial in quantum thermodynamics to cal-

culate these fluctuations and determine the precision bounds on them. Here, we derived various forms

of interesting general uncertainty relations, which are helpful for estimating thermodynamic variables.

We provided a general framework for calculating the uncertainty relation for each pair of thermody-

namic intensive and extensive variables. To this end, we regarded the transition approach between

different ensembles at the thermodynamic limit via a Legendre transformation [3–6]. It should be

mentioned that the average WYDSI evaluates the fluctuation of intensive variables. Finally, we found

a generalized and valid uncertainty relation between intensive and extensive variables for all coupling

regimes, using the QFI constraint for exponential states. Also, to illustrate the comprehensiveness

and features captured by this set of uncertainties, we used several ensembles. Our results indicate that

uncertainty bounds for intensive quantities increase whenever quantum fluctuations occur in thermo-

dynamic potentials. These additional fluctuations lead to a tighter lower bound and more accurate

parameter estimation. In addition, it is fair to claim that the results presented in [15] can be considered

as a specific case of the general framework presented here.
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A Partition Function

The generalized Gibbs ensemble (GGE) is given by [16–18]

ρ =
e−
∑

i
λiAi

Z({λi})
, (58)

where [Ai, Aj ] = 0 for all i, j, and the partition function is

Z({λi}) = tr
(

e−
∑

i
λiAi

)

, (59)

a situation in which the ensemble is in thermodynamic equilibrium. It is important to note that

〈Ai〉 = tr (ρAi) =
1

Z
tr
(

e−
∑

i
λiAiAi

)

= − 1

Z

∂

∂λi
tr
(

e−
∑

i
λiAi

)

, (60)

consequently

〈Ai〉 = − ∂

∂λi
ln Z({λi}) = − 1

Z

∂Z

∂λi
. (61)

Moreover, the statistical fluctuations for the constants of motion Ai can be found via the partition

function Z as follows

∂2Z

∂λi ∂λj
= tr

(

e−
∑

k
λkAkAiAj

)

. (62)

However, the calculations become easier when Z is replaced by ln Z in Eq. (62), then we have

∂2 ln Z

∂λi ∂λj
=

∂

∂λi

1

Z
tr
(

e−
∑

k
λkAkAj

)

=
1

Z2

∂Z

∂λi
Z〈Aj〉 +

1

Z
tr
(

e−
∑

k
λkAkAiAj

)

= 〈AiAj〉 − 〈Ai〉〈Aj〉 . (63)
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B Equilibrium Entropy

It is straightforward to obtain the entropy of a system in thermodynamic equilibrium via the partition

function in the following path

S

k
= −〈ln ρ〉 = −tr(ρ ln ρ)

= −tr

{

e−
∑

i
λiAi

Z
ln

(

e−
∑

i
λiAi

Z

)}

= ln Z tr

{

e−
∑

i
λiAi

Z

}

+
∑

i

λi tr

{

e−
∑

i
λiAi

Z
Ai

}

= ln Z −
∑

i

λi
∂

∂λi
ln Z . (64)

Moreover, one can redefine S from ln Z by a Legendre transformation [3–6]. Let us consider the

infinitesimal changes d〈Ai〉 and dλi of 〈Ai〉 and λi in equilibrium, respectively. Accordingly,

d(ln Z) =
∑

i

∂ ln Z

∂λi
dλi = −

∑

i

〈Ai〉dλi , (65)

and
dS

k
= d(ln Z) +

∑

i

dλi〈Ai〉 +
∑

i

λid〈Ai〉 , (66)

then subsequently

dS = k
∑

i

λid〈Ai〉 . (67)

It can be seen that Eqs. (65) and (67) capture the natural variables for S and ln Z. Since S is a

function of 〈Ai〉, and ln Z is also useful as a function of λi, one can write

λi =
1

k

∂S

∂〈Ai〉
, (68)

and

ln Z =
S

k
− 1

k

∑

i

〈Ai〉
∂S

∂〈Ai〉
. (69)

Therefore, λi is the conjugate variable of 〈Ai〉 concerning S/k, and 〈Ai〉 is the conjugate variable of

λi concerning − ln Z.

C Derivation of Eqs. (14) and (15)

In the context of quantum-enhanced parameter estimation, a suitable measure to determine the ulti-

mate limit of estimation precision is the Cramér-Rao (CR) bound [37–39]

∆θ ≥ 1
√

nF(θ)
, (70)
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with F(θ) being the QFI and θ standing for the unknown parameter encoded in the initial state. By

considering ρ = eG and G = −∑i λiAi − ln Z, where λi are the Lagrange coefficients, and Ai |ej〉 =

aij |ej〉, we can write the QFI in the following form [41–43]

F(λp) = 2
∑

n,m

|〈en|∂λp
ρ|em〉|2

pn + pm
, (71)

for the desired Lagrange coefficient λp. Regarding Wilcox’s formula for the derivative of an exponential

operator [50]

∂λp
eG =

∫ 1

0
eαG ∂λp

G e(1−α)G dα , (72)

and spectral decomposition ρ =
∑

n pn|en〉〈en|, the QFI becomes

F(λp) = 2
∑

n,m

1

pn + pm

∣

∣

∣

∣

〈en|
∫ 1

0
eαG∂λp

[G]e(1−α)G|em〉
∣

∣

∣

∣

2

= 2
∑

n,m

1

pn + pm
|〈en|∂λp

[G]|em〉|2
∣

∣

∣

∣

∫ 1

0
eαgn+(1−α)gm

∣

∣

∣

∣

2

=
∑

n

1

pn
|〈en|∂λp

[G]|en〉|2e2gn

+ 2
∑

n 6=m

1

pn + pm
|〈en|∂λp

[G]|em〉|2
(

egm − egn

gm − gn

)2

.

(73)

Here, we have used the fact that G |ej〉 = gj |ej〉, where gj = −λjaj − ln Z. Also, it is substantial to

keep the following in mind

∂G

∂λp
=

∂

∂λp

(

−
∑

l

λlAl − ln Z

)

=

(

−
∑

l

∂λl

∂λp
Al − ∂ ln Z

∂λp

)

= −Ap + 〈Ap〉 = −δAp .

(74)

In the second line of Eq. (74), we assumed that λl’s with l 6= p and Ap are independent of λp. Clearly,

this assumption cannot be used for the strong coupling regime in which the energy operator has a

dependence on temperature (its own Lagrange coefficient). By rewriting the GGE state in Eq. (9) as

ρ =
∑

n

eG|en〉〈en| =
∑

n

e−
∑

i
λiAi−ln Z |en〉〈en|

=
∑

n

e−
∑

i
λiani−ln Z |en〉〈en|

=
∑

n

egn |en〉〈en| =
∑

n

pn|en〉〈en| , (75)

and substituting gn = ln(pn) together with Eq. (74) and by regarding Kα(ρ, G) = Var[ρ, G] =
∑

n〈en|eG(δG)2|en〉, it turns out that

F(λp) =
∑

n

pn|〈en|δA|en〉|2 + 2
∑

n 6=m

(pm − pn)2

(pn + pm)(ln(pm/pn))2
|〈en|δAp|em〉|2, (76)
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where

〈en|δAp|em〉 = apmδnm − 〈Ap〉δnm ,

therefore, one comes to

F(λp) =
∑

n

pn(a2
pn − 2apn〈Ap〉 + 〈Ap〉2) =

∑

n

pn(apn − 〈Ap〉)2 . (77)

At this point, let us consider the definition of classical uncertainty contribution

Kα(ρ, G) = Var(ρ, G) = 〈(δG)2〉 =
∑

n

〈en|eG(δG)2|en〉 . (78)

Var() can be written as

Var(ρ, G) =
∑

m,n,p

〈en|egp |ep〉〈ep|δG|em〉〈em|δG|en〉

=
∑

m,n

pn〈en|δG|em〉〈em|δG|en〉

=
∑

n

pn|〈en|δG|en〉|2 +
∑

n 6=m

pn|〈en|δG|em〉|2 , (79)

where δG = −∑i λiδAi, hence

Var(ρ, G) =
∑

n,i

pn|〈en|λiδAi|en〉|2 +
∑

n 6=m,i

pn|〈en|λiδAi|en〉|2

=
∑

n,i

pnλ2
i (a2

ni − 2apn〈Ai〉 + 〈Ai〉2)

=
∑

n,i

pnλ2
i (ani − 〈Ai〉)2 . (80)

D Derivation of Eq. (22)

According to the previous methods

F(λp) =
∑

n,m

2

pn + pm

∣

∣

∣

∣

〈en|
∫ 1

0
eαG∗

S ∂λp
G∗

Se(1−α)G∗

S |em〉
∣

∣

∣

∣

2

=
∑

n,m,l,q

2

pn + pm

∣

∣

∣

∣

〈en|
∫ 1

0
eαgl |el〉〈el|∂λp

G∗
Se(1−α)gq |eq〉〈eq|em〉

∣

∣

∣

∣

2

= 2
∑

n,m

1

pn + pm
|〈en|∂λp

G∗
S |em〉|2

∣

∣

∣

∣

∫ 1

0
eαgn+(1−α)gm

∣

∣

∣

∣

2

=
∑

n

1

pn
|〈en|∂λp

G∗
S |en〉|2e2gn + 2

∑

n 6=m

1

pn + pm
|〈en|∂λp

G∗
S |em〉|2

(

egm − egn

gm − gn

)2

,

(81)

where we have used the fact that G∗
S |ej〉 = gj |ej〉 and

∂G∗
S

∂λp
=

∂

∂λp

(

−
∑

i

λiA
∗
i − ln Z∗

S

)

= − ∂

∂λp

∑

i

λiA
∗
i +

〈

∂

∂λp

(

∑

i

λiA
∗
i

)〉

= −E∗
S + 〈E∗

S〉 = −δE∗
S .

(82)
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It is also shown that

ρS =
∑

n

eG∗

S |en〉〈en| = e−
∑

i
λiA∗

i
−ln Z∗

S |en〉〈en|

=
∑

n

e−
∑

i
λiani−ln Z∗

S |en〉〈en| =
∑

n

egn |en〉〈en|

=
∑

n

pn|en〉〈en| . (83)

Implementing Eqs. (82) and (83) as well as gn = ln(pn), leads to

F(λp) =
∑

n

pn|〈en|δE∗
S |en〉|2 + 2

∑

n 6=m

(pm − pn)2

(pn + pm)(ln(pm/pn))2
|〈en|δE∗

S |em〉|2 , (84)

and by applying |〈en|δE∗
S |em〉| = |〈en|E∗

S |em〉| for n 6= m, we have

F(λp) =
∑

n

pn|〈en|δE∗
S |en〉|2 + 2

∑

n 6=m

(pm − pn)2

(pn + pm)(ln(pm/pn))2
|〈en|E∗

S |em〉|2 . (85)

Given that

Var(ρS , E∗
S) = 〈(δE∗

S)2〉 =
∑

n

〈en|eG∗

S (δE∗
S)2|en〉 , (86)

one obtains

Var(ρS , E∗
S) =

1

Z∗
S({λi})

∑

m,n,p

〈en|e−
∑

i
λiapi |ep〉〈ep|δE∗

S |em〉〈em|δE∗
S |en〉

=
∑

m,n

pn〈en|δE∗
S |em〉〈em|δE∗

S |en〉

=
∑

n

pn|〈en|δE∗
S |en〉|2 +

∑

m6=n

pn|〈en|E∗
S |em〉|2.

(87)

Subsequently, the QFI is given as the following form

F(λp) = Var(ρS , E∗
S) +

∑

n 6=m

[

2(pm − pn)2

(pn + pm)(ln(pm/pn))2
− pn

]

|〈en|E∗
S |em〉|2 . (88)

E Derivation of Eq. (24)

On the one hand, the skew information can be derived in the following way

Q(ρS , E∗
S) =

∫ 1

0
dαQα(ρS , E∗

S) = −1

2

∫ 1

0
dαtr

{

[E∗
S , ρα

S ][E∗
S , ρ1−α

S ]
}

, (89)

where

tr
{

[E∗
S , ρα

S ][E∗
S , ρ1−α

S ]
}

= tr
{

[E∗
Sρα

S − ρα
SE∗

S ][E∗
Sρ

(1−α)
S − ρ

(1−α)
S E∗

S ]
}

= tr
{

E∗
Sρα

SE∗
Sρ1−α

S

}

− tr
{

E∗
Sρα

Sρ1−α
S E∗

S

}

− tr
{

ρα
SE∗

SE∗
Sρ1−α

S

}

+ tr
{

ρα
SE∗

Sρ1−α
S E∗

S

}

.
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On the other hand, knowing that ρα
Sρ1−α

S = ρS and that a trace has the cyclic permutation property,

we find

tr(E∗
Sρα

Sρ1−α
S E∗

S) = tr(E∗
S

2ρS) = 〈E∗
S

2〉 . (90)

Also, by utilizing this fact

tr(E∗
Sρα

SE∗
Sρ1−α

S ) = tr(ρα
SE∗

Sρ1−α
S E∗

S) , (91)

we obtain

∫ 1

0
dα tr(E∗

Sρα
SE∗

Sρ1−α
S ) =

∑

n

〈en|E∗
S

∫ 1

0
dα e−G∗

S E∗
Se−(1−α)G∗

S |en〉

=
∑

n,m,l

〈en|E∗
S

∫ 1

0
dae−αgm |em〉〈em|E∗

Se−(1−α)gl |el〉〈el|en〉

=
∑

n,m

〈en|E∗
S |em〉〈em|E∗

S |en〉
∫ 1

0
dα e[αgm+(1−α)gn]

=
∑

n

e−gn |〈en|E∗
S |en〉|2 +

∑

n 6=m

|〈en|E∗
S |em〉|2

(

egm − egn

gm − gn

)

=
∑

n

pn|〈en|E∗
S |en〉|2 +

∑

n 6=m

pm − pn

ln(pm/pn)
|〈en|E∗

S |em〉|2 ,

(92)

hence

Q(ρS , E∗
S) = −1

2

[

2
∑

n

pn|〈en|E∗
S |en〉|2

]

− 1

2



2
∑

n 6=m

pm − pn

ln(pm/pn)
〈en|E∗

S |em〉|2 − 2〈E∗
S

2〉


 . (93)

One can translate 〈E∗
S

2〉 by

〈E∗
S

2〉 =
∑

n,m,l

〈el|egn |en〉〈en|E∗
S |em〉〈em|E∗

S |en〉

=
∑

n,m

pn|〈en|E∗
S |em〉|2

=
∑

n

pn|〈en|E∗
S |en〉|2 +

∑

n 6=m

pn|〈en|E∗
S |em〉|2 . (94)

Therefore

Q(ρS , E∗
S) =

∑

n 6=m

(

pn − pm − pn

ln(pm/pn)

)

|〈en|E∗
S |em〉|2 . (95)

F Derivation of Eqs. (25) and (31)

By adding the terms related to the skew information and the QFI, we achieve

F(λp) + Q(ρS , E∗
S) = Var(ρS , E∗

S) +
∑

n 6=m

[

2(pm − pn)2

(pn + pm)(ln(pm/pn))2
− pm − pn

ln(pm/pn)

]

|〈en|E∗
S |em〉|2 . (96)
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Now, the following factorization can be considered

[

2(pm − pn)

(pn + pm)(ln(pm/pn))
− 1

] (

pm − pn

ln(pm/pn)

)

, (97)

where the second term in the multiplication is always positive, since pm, pn ∈ [0, 1]. Thus, the condition

for the expression (97) to be positive is assigned to the following inequality

(pm − pn)

(pn + pm)
>

1

2
ln(pm/pn) . (98)

One can follow the solution in two different situations: The first one is when

x − 1

x + 1
>

1

2
ln x, x =

pm

pn
. (99)

The inequality in Eq. (99) is satisfied for the interval 0 < x < 1, where pm < pn.

The second one is when pm > pn, and we have

1 − x

1 + x
> −1

2
ln(x) , (100)

with x = pn/pm, which is exactly the same inequality as before with only the sign changed. Therefore,

the positivity of the second term on the right side of Eq. (96) boils down to the inequalities (99) and

(100), which were proven to be valid for any real values of pm and pn between 0 and 1. From these

considerations, we can write an inequality as

F(λp) ≤ Var(ρS , E∗
S) − Q(ρS , E∗

S). (101)

Furthermore, we express the uncertainty using the operators A∗
i ’s by

E∗p
S =

∑

i

∂(λiA
∗
i )

∂λp
, (102)

then

K(ρS , E∗p
S ) =

∫ 1

0
dα tr{ρα

SδE∗p
S ρ1−α

S δE∗p
S } , (103)

where δE∗p
S = E∗p

S − 〈E∗p
S 〉. By considering the dependence λi and A∗

p on λp, we have

E∗p
S =

∑

i6=p

(λ̇iA
∗
i + λiλ̇i

∂A∗
i

∂λi
) + ∂λp

[λpA∗
p], with λ̇i =

∂λi

∂λp
. (104)

Finally, given that [A∗
p, ρS ] = 0 (i 6= p), we derive a general expression for classical uncertainty in the
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following form

K(ρS , E∗p
S ) =

∫ 1

0
dαtr

{

ρα
S [∂λp

[λpA∗
p]ρ1−α

S ∂λp
[λpA∗

p]
}

− 〈∂λp
[λpA∗

p]〉2 +
∑

i6=p

λ̇i〈∂λp
[λpA∗

p][A∗
i + λi

∂A∗
i

∂λi
]〉

+
∑

j 6=p

λ̇j〈∂λp
[λpA∗

p][A∗
j + λj

∂A∗
j

∂λj
]〉 −

∑

i6=p

λ̇i〈∂λp
[λpA∗

p]〉 〈A∗
i + λi

∂A∗
i

∂λi
〉

−
∑

j 6=p

λ̇j〈∂λp
[λpA∗

p]〉 〈A∗
j + λj

∂A∗
j

∂λj
〉 +

∑

ij 6=p

λ̇iλ̇j〈[A∗
i + λi

∂A∗
i

∂λi
][A∗

j + λj

∂A∗
j

∂λj
]〉

−
∑

ij 6=p

λ̇iλ̇j〈A∗
i + λi

∂A∗
i

∂λi
〉 〈A∗

j + λj

∂A∗
j

∂λj
〉

= K(ρS , ∂λp
[λpA∗

p]) + 2
∑

i6=p

λ̇i Cov (∂λp
[λpA∗

p], A∗
i + λi

∂A∗
i

∂λi
)

+
∑

ij 6=p

λ̇iλ̇j Cov (A∗
i + λi

∂A∗
i

∂λi
, A∗

j + λj

∂A∗
j

∂λj
) . (105)

where Cov(X, Y ) = 〈XY 〉 − 〈X〉〈Y 〉.
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