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Abstract

In the present paper, we construct QMC (Quantum Markov Chains) associated with Open Quantum Random
Walks such that the transition operator of the chain is defined by OQRW and the restriction of QMC to
the commutative subalgebra coincides with the distribution of OQRW. Furthermore, we first propose a new
construction of QMC on trees, which is an extension of QMC considered in Ref. [9]. Using such a construction,
we are able to construct QMCs on tress associated with OQRW. Our investigation leads to the detection of the
phase transition phenomena within the proposed scheme. This kind of phenomena appears first time in this
direction. Moreover, mean entropies of QMCs are calculated.
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1 Introduction

Motivated largely by the prospect of superefficient algorithms, the theory of quantum Markov chains
(QMC), especially in the guise of quantum walks, has generated a huge number of works, including
many discoveries of fundamental importance [23, 26, 34, 38]. In [20] a novel approach has been
proposed to investigate quantum cryptography problems by means of QMC, where quantum effects
are entirely encoded into super-operators labelling transitions, and the nodes of its transition graph
carry only classical information and thus they are discrete. In [10, 18] QMC have been applied to the
investigations of so-called ”open quantum random walks” (OQRW) [11, 14, 15, 25, 27]. OQRW are
related to the study of asymptotic behavior of trace-preserving completely positive maps, which belong
to fundamental topics of quantum information theory (see, for instance [13, 28, 36]). These quantum
walks are possible noncommutative generalizations of classical Markov chains and have applications
in quantum computing, quantum optics [24, 29]. We refer the reader to [40] for a recent survey on the
subject.

Recently, in [33] we first have proposed a new construction of QMC on trees, which is an extension
of QMC considered in [9]. Using such a construction, QMCs are defined on tress associated with
OQRW. The investigation led to the detection of the phase transition phenomena within the proposed
scheme. Such kind of phenomena appeared for the first time in this direction. In the present paper,
we continue the proposed investigation to discuss the recurrence problem for the associated QMC.
In one dimensional setting the recurrence problem had been paid attention by many authors (see for
example [6, 7, 18, 21, 27]).

For the sake of clarity, let us recall some necessary information about OQRW. Let K denote a
separable Hilbert space and let {|i〉}i∈Λ be its orthonormal basis indexed by the vertices of some
graph Λ (here the set Λ of vertices might be finite or countable). Let H be another Hilbert space,
which will describe the degrees of freedom given at each point of Λ. Then we will consider the space
H ⊗ K. For each pair i, j one associates a bounded linear operator Bi

j on H. This operator describes
the effect of passing from |j〉 to |i〉. We will assume that for each j, one has

∑

i

Bi∗
j B

i
j = 1I, (1)

where, if infinite, such series is strongly convergent. This constraint means: the sum of all the effects
leaving site j is 1I. The operators Bi

j act on H only, we dilate them as operators on H ⊗ K by putting

M i
j = Bi

j ⊗ |i〉〈j| .

The operator M i
j encodes exactly the idea that while passing from |j〉 to |i〉 on the lattice, the effect

is the operator Bi
j on H.

According to [11] one has
∑

i,j

M i
j

∗
M i

j = 1I. (2)

Therefore, the operators (M i
j)i,j define a completely positive mapping

M(ρ) =
∑

i

∑

j

M i
j ρM

i
j

∗
(3)

on H ⊗ K.
In what follows, we consider density matrices on H ⊗ K which take the form

ρ =
∑

i

ρi ⊗ |i〉〈i|, (4)
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assuming that
∑

i Tr(ρi) = 1.
For a given initial state of such form, the Open Quantum Random Walk (OQRW) is defined by

the mapping M, which has the following form

M(ρ) =
∑

i

(

∑

j

Bi
jρjB

i∗
j

)

⊗ |i〉〈i|. (5)

By means of the map M one defines a family of classical random process on Ø = ΛZ+ . Namely,
for any density operator ρ on H ⊗ K (see (4)) the probability distribution is defined by

Pρ(i0, i1, . . . , in) = Tr(Bin

in−1
· · ·Bi2

i1
Bi1

i0
ρi0B

i1∗
i0
Bi2∗

i1
· · ·Bin∗

in−1
). (6)

We point out that this distribution is not a Markov measure [12].
On the other hand, it is well-known [10, 35] that to each classical random walk one can associate

a certain Markov chain and some properties of the walk can be explored by the constructed chain.
Recently, in [18, 19], we have found a quantum Markov chain 1 ϕ on the algebra A = ⊗i∈Z+Ai, where
Ai is isomorphic to B(H) ⊗B(K), i ∈ Z+, such that the transition operator P equals to the mapping
M∗2 and the restriction of ϕ to the commutative subalgebra of A coincides with the distribution Pρ,
i.e.

ϕ
(

(1I ⊗ |i0 >< i0|) ⊗ · · · ⊗ (1I ⊗ |in >< in|)
)

= Pρ(i0, i1, . . . , in). (7)

Hence, this result allows us to interpret the distribution Pρ as a QMC, and to study further properties
of Pρ.

In [33], we have initiated to look at the probability distribution (6) as a Markov field over the

Cayley tree Γk Roughly speaking, (i0, i1, . . . , in) is considered as a configuration on Ω = ΛΓk

. Such
kind of consideration allows us to investigated a phase transition phenomena associated for OQRW
within QMC scheme [30, 31].

We stress that, in physics, a spacial classes of QMC, called ”Matrix Product States” (MPS) and
more generally ”Tensor Network States” [17, 37] were used to investigate quantum phase transitions
for several lattice models. This method uses the density matrix renormalization group (DMRG)
algorithm which opened a new way of performing the renormalization procedure in 1D systems and
gave extraordinary precise results. This is done by keeping the states of subsystems which are relevant
to describe the whole wave-function, and not those that minimize the energy on that subsystems [39].

In this paper, we propose to investigate the recurrence problem for QMC on trees, and apply it to
the QMC associated with OQRW on trees. Notice that the mentioned problem has been investigated
for discrete-time nearest-neighbor open quantum random walks on the integer line in [16]. However,
in the present work, we focus on the recurrence problem associated with QMC, while in [16, 21, 22]
the recurrence has been teated with respect to the probability distribution (6).

2 Preliminaries

Let Γk
+ = (V,E) be the semi-infinite Cayley tree of order k with root o. The Cayley tree of order k is

characterized by being a tree for which every vertex has exactly k+ 1 nearest-neighbors. Recall that,
two vertices x and y are nearest neighbors (denoted x ∼ y ) if they are joined through an edge (i.e.
< x, y >∈ E). A list x ∼ x1 ∼ · · · ∼ xd−1 ∼ y of vertices is called a path from x to y. The distance on

1We note that a Quantum Markov Chain is a quantum generalization of a Classical Markov Chain where the state
space is a Hilbert space, and the transition probability matrix of a Markov chain is replaced by a transition amplitude
matrix, which describes the mathematical formalism of the discrete time evolution of open quantum systems, see [1, 2]
for more details.

2The dual of M is defined by the equality Tr(M(ρ)x) = Tr(ρM
∗(x)) for all density operators ρ and observables x.
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the tree between two vertices x and y (denoted d(x, y)) is the length of the shortest edge-path joining
them.

Define
Wn := {x ∈ V | d(x, o) = n}

Λn :=
⋃

j≤n

Wj ; Λ[m,n] =
n
⋃

j=m

Wj .

Recall a coordinate structure in Γk
+: every vertex x (except for x0) of Γk

+ has coordinates (i1, . . . , in),
here im ∈ {1, . . . , k}, 1 ≤ m ≤ n and for the vertex x0 we put (0). Namely, the symbol (0) constitutes
level 0, and the sites (i1, . . . , in) form level n (i.e. d(x0, x) = n) of the lattice. Using this structure,

vertices x
(1)
Wn
, x

(2)
Wn
, · · · , x

(|Wn|)
Wn

of Wn can be represented as follows:

x
(1)
Wn

= (1, 1, · · · , 1, 1), x
(2)
Wn

= (1, 1, · · · , 1, 2), · · · x
(k)
Wn

= (1, 1, · · · , 1, k, ), (8)

x
(k+1)
Wn

= (1, 1, · · · , 2, 1), x
(2)
Wn

= (1, 1, · · · , 2, 2), · · · x
(2k)
Wn

= (1, 1, · · · , 2, k),

...

x
(|Wn|−k+1)
Wn

= (k, k, , · · · , k, 1), x
(|Wn|−k+2)
Wn

= (k, k, · · · , k, 2), · · · x
|Wn|
Wn

= (k, k, · · · , k, k).

In the above notations, we write

Wn = {(i1, i2, · · · , in); ij = 1, 2, · · · , k}

So one can see that |Wn| = kn. The set of direct successors for a given vertex x ∈ V is defined by

S(x) := {y ∈ V : x ∼ y and d(y, o) > d(x, o)} . (9)

The vertex x has exactly k direct successors denoted (x, i), i = 1, 2, · · · , k

S(x) = {(x, 1), (x, 2), · · · , (x, k)}.

To each vertex x, we associate a C∗–algebra of observable Ax with identity 1Ix. For a given
bounded region V ′ ⊂ V , we consider the algebra AV ′ =

⊗

x∈V ′ Ax. We have the the following natural
embedding

AΛn
≡ AΛn

⊗ 1IWn+1 ⊂ AΛn+1
.

The algebra AΛn
is then a subalgebra of AΛn+1

. It follows the local algebra

AV ; loc :=
⋃

n∈N

AΛn
(10)

and the quasi-local algebra

AV := AV ; loc
C∗

The set of states on a C∗–algebra A will be denoted S(A).
There are k natural shifts on the Cayley tree of order k: for each x = (i1, i2, · · · , in) ∈ Λn and

j ∈ {1, . . . , k}
αj(x) = (j, x) = (j, i1, i2, · · · , in) ∈ Λn+1. (11)

Let g = (j1, j2, · · · , jN ) ∈ V one defines

αg(x) := αj1 ◦ αj2 ◦ · · · ◦ αjN
(x) = (j1, j2, · · · , jN , i1, i2, · · · , in).
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The αj’s action on the algebra AV is given as follows:

αj





⊗

x∈Λ≤n

ax



 := 1I(o) ⊗
⊗

x∈Λ≤n

a(j,x)
x . (12)

The shift αj induces a ∗-isomorphism from AV into AV(o,j)
. Let α−1

j its inverse isomorphism. For
g ∈ V , the map αg defines a ∗-isomporphism from AV into AVg and its inverse isomorphism will be
denoted by α−1

g .
Consider a triplet C ⊆ B ⊆ A of C∗–algebras. A quasi-conditional expectation [3] is a completely

positive identity preserving linear map E : A → B such that E(ca) = cE(a), for all a ∈ A, c ∈ C.

Definition 2.1. [3] Let B ⊆ A be two unitary C∗–algebra 1I. A Markov transition expectation from
A into B is a completely positive identity preserving map.

Definition 2.2. [5, 8] A (backward) quantum Markov chain on AV is a triplet (φo, (EΛn
)n≥0, (hn)n)

of initial state φo ∈ S(Ao), a sequence of quasi-conditional expectations (EΛn
)n w.r.t. the triple

AΛn−1
⊆ AΛn

⊆ AΛn+1
and a sequence hn ∈ AWn,+ of boundary conditions such that for each a ∈ AV

the limit
ϕ(a) := lim

n→∞
φ0 ◦ EΛ0

◦EΛ1
◦ · · · ◦ EΛn

(h
1/2
n+1ah

1/2
n+1) (13)

exists in the weak-*-topology and defines a state. In this case the state ϕ defined by (13) is also called
quantum Markov chain (QMC).

A QMC ϕ on AV is said to be tree-homogeneous if

ϕ ◦ αj = ϕ (14)

for every j ∈ {1, 2, · · · , k}.
In the sequel, we restrict ourselves to the case of trivial boundary condition h = 1I and the

associated tree-homogeneous quantum Markov chain ϕ is determined by the pair ϕ ≡ (φo, E) ≡
(φo, E , h = 1I). 3 Here, E is a Markov transition expectation from A(o) ⊗ A(1) ⊗ · · · ⊗ A(k) into A(o).
For each u by Eu we denote the αu-shift of E given by

Eu = αu ◦ E ◦ α−1
u (15)

Clearly, Eu is a transition expectation from Au ⊗ A(u,1) ⊗ · · · ⊗ A(u,k) into Au. For each n ∈ N, we
consider

EWn :=
⊗

u∈Wn

Eu

One can see that EWn is a Markov transition expectation from AΛ[n,n+1]
into AWn . Following [4, 32],

we have the next result.

Theorem 2.3. Let ϕ = (φo, E) be a tree-homogeneous quantum Markov chain. There exists a unique
conditional expectation Eo] from AV into Ao characterized by

Eo](a) = Eo (ao ⊗ EW1 (aW1 · · · ⊗ EWn (aWn ⊗ hn+1))) (16)

for all a = ao ⊗ aW1 ⊗ · · · ⊗ aWn. Moreover, one has

ϕ(·) = φo ◦ Eo](.) (17)

3The existence of other boundary conditions leads to the problem of a phase transition within QMC scheme which
was considered in [33, 30].
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The forward Markov operator associated with Eu is given by:

Tu(a) = Eu(a⊗ 1IS(u)), a ∈ Au (18)

While, there are k backward Markov operators corresponding to the successors (u, ℓ), j = 1, . . . , k of
u,

P (u,ℓ)
u (a) = Eu(1I(u) ⊗ a⊗ 1IS(u)\{(u,ℓ)}), ∀a ∈ A(u,ℓ) (19)

For any ray r = (un)n, one defines

P un+m
un

= P un+1
un

◦ · · · ◦ P un+m
un+m−1

; m,n ∈ N (20)

The map P um
un

defines a Markov operator from Aum into Aun .

3 Recurrence of quantum Markov chains on trees

This section is devoted to the notions of recurrence and weak recurrence for quantum Markov chains
on trees.

Following [6, 41] a given projection e ∈ Proj(A) and a ray r = (un)n ∈ Paths(o,∞), a stopping
time τe;r = (τun)n on the algebra AV , is defined as follows:

τe;o = e(o) ⊗ 1IV \{o}

τe;u1 = e⊥(o)
⊗ e(u1) ⊗ 1IV \{u1]}

...

τe;un = e⊥(o)
⊗ · · · ⊗ e⊥(un−1)

⊗ e(un) ⊗ 1IV \{xn]} (21)

τe;un;∞ := e⊥(o)
⊗ e⊥(u1)

⊗ · · · ⊗ e⊥(un−1)
⊗ e⊥(un)

⊗ 1IV \{un], (22)

where for each a ∈ A one has a(u) = αu(a). Put

τe;r;∞ = lim
n→∞

τe;un;∞ =
⊗

n∈N

e⊥(un)

Definition 3.1. Let ϕ = (φo, E) be a tree-homogeneous quantum Markov chain. A projection e ∈
Proj(A) is said to be

(i) E–completely accessible if
Eo](τe;r;∞) := lim

n→∞
Eo](τe;xn;∞) = 0 (23)

for every ray r = (xn)n.

(ii) ϕ-completely accessible if ϕ(τe;r;∞) = 0, for every ray r = (xn)n.

(iii) E-recurrent if 0 < Tr(E(e ⊗ 1I)) < ∞ and one has

1

Tr(E(e⊗ 1I))
Tr



Eo](
∑

n≥0

e⊗ τe;xn



 = 1 (24)

for every ray r = (xn)n.
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(iv) ϕ-recurrent if ϕ(αo(e)) 6= 0 and

1

ϕ(αo(e))
ϕ

(

∑

n

e⊗ τe;xn

)

= 1 (25)

for every ray r = (xn)n.

Definition 3.2. Let ϕ = (φo, E) be a tree-homogeneous quantum Markov chain. Let e, f ∈ Proj(A), e, f 6=
0. The projection f is

(i) E–accessible from e (and we write e →E f) if for any ray r = (xn)n there exists m ∈ N such that

Eo] (α0(e)αxm(f)) 6= 0

(ii) ϕ-accessible from e (we denote it as e →ϕ f if for any ray r = (xn)n there exists m ∈ N such
that

ϕ (α0(e)αxm(f)) 6= 0

Lemma 3.3. In the above notations:

∑

n≥0

τe;xn = 1IAV
− τe;r;∞ (26)

Proof. see [41]

Theorem 3.4. Let ϕ ≡ (φo, E) be a tree-homogeneous quantum Markov chain on AV . Let e ∈
Proj(AV ) be a projection

(i) e is E-recurrent if and only if for any ray r = (xn)n one has

E(e⊗ Eo](τe;r;∞)) = 0 (27)

(ii) e is ϕ-recurrent if and only if for any ray r = (xn)n one has

ϕ(e ⊗ τe;r;∞) = 0 (28)

(iii) e is E–accessible from f if and only if for any ray r = (xn)n there exists m ∈ N such that

E(e⊗ P xm
x1
Txmf) 6= 0 (29)

(iv) e is ϕ–accessible from f if and only if for any ray r = (xn)n there exists m ∈ N such that

ϕ(e⊗ P xm
x1
Txmf) 6= 0 (30)

Proof. From Lemma 3.3 one has

∑

n≥0

e⊗ τxn = e⊗ 1I − e⊗ τe;n;∞

This leads to (i) and (ii).
One has

EWn

(

f (xm) ⊗ 1I
)

= Exm(f (xm) ⊗ 1I) = Txmf

7



and
EWm(1IWm−1 ⊗ (Txnf)(xm−1)) = P xm

xm−1
Txmf

Eo] (α0(e)αxm(f)) = EW0(e⊗ EW1(1IW1 ⊗ · · · ⊗ EWm(1IWm−1 ⊗ EWm(f (xm) ⊗ 1IWm+1)

= EW0(e⊗ EW1(1IW1 ⊗ · · · ⊗ EWm−2(1IWm−2 ⊗ (P xm
xm−1

Txmf)(xm−1)

...

= E(e⊗ P xm
x1
Txmf)

This proves (iii) and using (17) one gets (iv).

Corollary 3.5. Let ϕ ≡ (φo, E) be a tree-homogeneous quantum Markov chain. Any E-recurrence
projection is ϕ-recurrent. Conversely, if the initial state φo is faithful then Any ϕ-recurrence projection
is E-recurrent.

Proof. Let e ∈ Proj(A) be a projection. For each ℓ ∈ {1, . . . , k}, one has

Eo](ao ⊗ τℓ(a)) = E(ao ⊗ Eo](a)); ∀ao ∈ Ao,∀a ∈ AV

Then

ϕ(e ⊗ τe;r;∞)) = ϕ(αo(e) ⊗ α(x1)(τe;r;∞))

(17)
= φo

(

Eo]

(

(αo(e) ⊗ α(x1)(τe;r;∞)
))

= φo

(

E
(

e⊗ Eo]

(

τe;r;∞

)))

Therefore, if E
(

e⊗ Eo]

(

τe;r;∞

))

= 0 then ϕ(e⊗ τe;r;∞)) = 0. This shows the first implication.

If the initial state φo is faithful, since E
(

e ⊗ Eo]

(

τe;r;∞

))

≥ 0 then from the above computation,

we have
ϕ(e ⊗ τe;r;∞)) = 0 ⇒ E

(

e⊗ Eo]

(

τe;r;∞

))

= 0

This shows the converse direction, and finishes the proof.

4 Recurrence of QMC associated with OQRW

Let H and K be given two separable Hilbert spaces over the complex field C. Let {|i〉}i∈Λ be an ortho-
normal basis of K indexed by a graph Λ with almost-countable vertex set. The algebra of observable
at a site x ∈ V is considered to be Ax = A := B(H ⊗ K).

Let M be a OQRW given by (5). In the language of OQRW [11] the Hilbert space H describes the
internal degree of freedom of the quantum walker, while K describes the state space of the dynamics
where the walk is dome through the oriented graph Λ. The transition of the walker from a site j to
site i is described by a bounded operator Bi

j ∈ B(H) such that

∑

i∈Λ

Bi∗
j B

i
j = 1IB(H). (31)

The initial density matrix of the dynamics is ρ ∈ B(H ⊗ K), of the form

ρ =
∑

i∈Λ

ρi ⊗ |i〉〈i|; ρi ∈ B(H)+.

8



In what follows, for the sake of simplicity of calculations, we assume that ρi 6= 0 for all i ∈ Λ (see [19,
Remark 4.5] for other kind of initial states).

Let
M i

j = Bi
j ⊗ |i〉〈j| ∈ B(H ⊗ K). (32)

and

Ai
j :=

1

Tr(ρj)1/2
ρ

1/2
j ⊗ |i〉〈j|, i, j ∈ Λ. (33)

For each u ∈ V , we define

Ki
j
(u,S(u))

:= M i∗
j

(u)
⊗

⊗

v∈S(u)

Ai
j
(v)

∈ A{u}∪S(u). (34)

The interaction of a vertex u ∈ V with its set of direct successors it describled by

K(u,S(u)) =
∑

i,j

Ki
j
(u,S(u))

∈ A{u}∪S(u)

Put
Eu(a) := Tru](K

(u,S(u))aK(u,S(u))∗); a ∈ A{u}∪S(u). (35)

For each j, j′ ∈ Λ we set

ϕjj′(b) :=
1

Tr(ρj)1/2Tr(ρj′)1/2
Tr
(

ρ
1/2
j ρ

1/2
j′ ⊗ |j′〉〈j| b

)

; ∀a ∈ A (36)

One can see that ϕjj′ is a linear functional on A. If j = j′, we denote it simply denote ϕj instead of
ϕjj one has

ϕj(a) =
1

Tr(ρj)
Tr
(

ρj ⊗ |j〉〈j|a
)

(37)

The functional ϕj is then, a state on A.

Theorem 4.1. In the above notations, the map Eu defines a Markov transition expectation from
A{u}∪S(u) into Au and

Eu(au ⊗ a(u,1) ⊗ · · · ⊗ a(u,k)) =
∑

(i,j,j′)∈Λ3

M i∗
j a(u)M

i
j′

k
∏

ℓ=1

ϕjj′(a
(u,ℓ)

) (38)

Moreover, the backward Markov operators associated with Eu are given by

P (u,ℓ)
u (a(u,ℓ)) =

∑

j

(

1IB(H) ⊗ |j〉〈j|
)

ϕj(a(u,ℓ)) (39)

The forward Markov operator associated with Eu is given by

Tu(au) =
∑

ij

M
i,∗
j auM

i
j (40)

where au ∈ A and a(u,ℓ) ∈ A(u,ℓ) for each ℓ ∈ {1, · · · , k}.

9



Proof. The map Eu (35), is clearly completely positive.
Let a = au ⊗ a(u,1) ⊗ · · · ⊗ a(u,k). Taking into account (34) and (32) one gets

Eu(a) = Tru]









∑

(i,j)∈Λ2

Ki
j



 a





∑

(i,j)∈Λ2

Ki
j





∗



=
∑

(i,j),(i′,j′)∈Λ2

Tru]

(

Ki
j
(u,S(u))

au ⊗ a(u,1) · · · ⊗ a(u,k)K
i′

j′

(u,S(u)) ∗
)

=
∑

(i,j),(i′,j′)∈Λ2

Tru]

(

M i
j

(u) ∗
auM

i′

j′

(u)
⊗

k
⊗

ℓ=1

(

Ai
ja(u,ℓ)A

i′∗
j′

)(u,ℓ)
)

=
∑

(i,j),(i′,j′)∈Λ2

M i∗
j a

(u,0)
0 M i′

j′

k
∏

ℓ=1

Tr(Ai
ja

(u,ℓ)
ℓ Ai′∗

j′ )

For each ℓ ∈ {1, . . . , k}, one has

Tr(Ai
ja(u,ℓ)A

i′∗
j′ )

(33)
= TrBig(A

i′∗
j′ Ai

ja(u,ℓ)

)

=
1

Tr(ρj)1/2Tr(ρj′)1/2
Tr
(

ρ
1/2
j′ ρ

1/2
j ⊗ |j′〉〈j|a(u,ℓ)

)

δi,i′

(36)
= ϕjj′(a(u,ℓ))δi,i′

where δi,i′ denotes the Kronecker symbol. This leads to (38). One has

Eu(1I(u,S(u))) =
∑

i,j,j′

M i ∗
j M i

j′

k
∏

ℓ=1

ϕjj′(1I(u,ℓ))
(36)
=

∑

i,j

M i ∗
j M i

j = 1Iu

Then Eu is a Markov transition expectation.
From (19) one has

P (u,ℓ)
u (a(u,ℓ) =

∑

i,j,j′

M i ∗
j M i

j′ϕjj′(a(u,ℓ))
k
∏

ℓ′=1
ℓ′ 6=ℓ

ϕjj′(1I(u,ℓ′))

=
∑

i,j

M i ∗
j M i

jϕj(a(u,ℓ))

=
∑

j

(

∑

i

Bi ∗
j Bi

j

)

ϕj(a(u,ℓ))

(31)
=

∑

j

(

1IH ⊗ |j〉〈j|
)

ϕj(a(u,ℓ))

The forward Markov operator (18) associated with Eu satisfies

Tu(au) =
∑

i,j,j′

M i ∗
j auM

i
j′

k
∏

ℓ=1

ϕjj′(1I(u,ℓ)) =
∑

i,j

M i ∗
j auM

i
j

This finishes the proof.
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Now we are ready to Build the conditional expectation Eo] in the case of open quantum random
walks using the transition expectations of the form (35) and the quantum Markov chain ϕ ≡ (φo, E),
where

E(a) := Eo(a) =
∑

i,j

M i ∗
j aoM

i
j

k
∏

ℓ=1

ϕj(a(o,ℓ)) (41)

for each a = ao ⊗ a(o,1) ⊗ · · · ⊗ a(o,k).
It is clear that for each u ∈ V the transition expectation Eu is a copy of E in the sense of (15).

Theorem 4.2. In the above notations, the conditional expectation associated Eo] associated with E
through (16) has the following expression

Eo](a) =
∑

j

Mj(ao)
∏

u∈Λ[1,n]

ψj(au) (42)

where

ψj(b) =
1

Tr(ρj)

∑

i∈Λ

Tr
(

Bi
jρjB

i
j
∗

⊗ |i〉〈i|b
)

, ∀b ∈ A. (43)

and a =
⊗

u∈Λn
au ∈ AΛn

. Moreover, for any initial state φo = Tr(ωo·) the tree-homogeneous quantum
Markov chain ϕ ≡ (φo, E) is given by

ϕ(a) =
∑

j

Tr (ωo)Mj(ao))
∏

u∈Λ[1,n]

ψj(au) (44)

where
Mj(·) =

∑

i∈Λ

M i∗
j · M i

j (45)

Remark 4.3. We notice that in our previous work [33] the expression (44) defines the QMC associated
with the disordered phase of the system that deals with phase transitions for QMC on trees associated
with OQRW.

Theorem 4.4. In the notations of Theorem 4.2, if e is a projection in A such that

p := sup
j∈Λ

ψj(e
⊥) < 1 (46)

then e is E-recurrent.

Proof. Let r = (xn)n be a ray one the semi-infinite Cayley tree. One has

Eo](τe;xn;∞)
(42)
=

∑

j∈Λ

M i ∗
j αo(e⊥)M i

j

n
∏

m=1

ψj(αxm(e⊥))

(43)
=

∑

j∈Λ

M i ∗
j e⊥M i

j

(

ψj(e⊥)
)n

≤
∑

j

M i ∗
j M i

j p
n

= pn

From (4.4) one gets
0 ≤ Eo](τe;r;∞) = lim

n→∞
Eo](τe;xn;∞) = 0

Thus Eo](τe;r;∞) = 0 and by (27) the projection e is E-recurrent.
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5 Examples

In this section, we are going to illustrate the obtained results on recurrence for quantum Markov chains
associated with OQRW.

Let H = K = C
2. The algebra of observable at a site u is then Au = B(H ⊗ H) ≡ M4(C). Let

Λ = {1, 2}. The interactions are given by

B1
1 =

(

a 0
0 b

)

, B1
2 =

(

0 1
0 0

)

, B2
1 =

(

c 0
0 d

)

, B2
2 =

(

1 0
0 0

)

(47)

where |a|2 + |c|2 = |b|2 + |d|2 = 1, ac 6= 0. Put

p =

(

1 0
0 0

)

, q =

(

0 0
0 1

)

. (48)

and

|1〉 =

[

1
0

]

, |2〉 =

[

0
1

]

Notice that (|1〉, |2〉) is an ortho-normal basis of K ≡ C
2. In the sequel elements of B(H) will be

denoted by means of 2 × 2 complex matrices, while elements of B(K) will be written using Dirac
notation |i〉〈j|.

Recall that (c.f. []) any rank-1 projection in M2(C) has the form

p(ε, z) =







ε z
√

ε(1 − ε)

z
√

ε(1 − ε) 1 − ε






(49)

where ε ∈ [0, 1], z ∈ C with |z| = 1. Then we consider the projection on A having the following form

e(ε, z, ξ) = p(ε, z) ⊗ |ξ〉〈ξ|

where
|ξ〉 :=

∑

i∈Λ

ξi|i〉 ∈ K

being a unit vector. i.e.
∑

i∈Λ |ξi|
2 = 1.

Example 5.1 (E-recurrence). Using (43) one compute

ψj(e(ε, z, ξ)) =
1

Tr(ρj)

∑

i∈Λ

Tr
(

Bi
jρjB

i ∗
j p(ε, z)

)

|ξi|
2

Then, for ρj =

(

1 0
0 0

)

, one gets

Tr
(

B1
1ρjB

1 ∗
1 p(ε, z)

)

= ε|a|2,

Tr
(

B1
2ρ2B

1 ∗
2 p(ε, z)

)

= 0,

Tr
(

B2
1ρjB

2 ∗
1 p(ε, z)

)

= ε|c|2,

Tr
(

B2
2ρjB

2 ∗
2 p(ε, z)

)

= ε.
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Hence,

ψ1(e(ε, z, ξ)) =
∑

i∈Λ

Tr
(

Bi
1ρjB

i ∗
1 p(ε, z)

)

|ξi|
2 = ε|a|2|ξ1|2. (50)

and

ψ2(e(ε, z, ξ)) =
∑

i∈Λ

Tr
(

Bi
2ρjB

i ∗
2 p(ε, z)

)

|ξi|
2 = ε|c|2|ξ1|2 + ε|ξ2|2. (51)

Thus, Theorem 4.4 implies that e(ε, z, ξ)⊥ is E-recurrent whenever ε < 1. If ε = |a| = |ξ1| = 1, the
projection e(ε, z, ξ) becomes

e(1, z, ξ) =

(

1 0
0 0

)

⊗ |1〉〈1|.

Put

e := e(1, z, ξ)⊥ = 1IM2 ⊗ |2〉〈2| +

(

0 0
0 1

)

⊗ |1〉〈1|

From (50) and (51) one has ψ1(e⊥) = 1 and ψ2(e⊥) = 0. Then, from (42) one gets

Eo](τe;xn;∞) = M1(e⊥) =
2
∑

i=1

M i ∗
1 e⊥M i

1

=B1
1

∗

(

1 0
0 0

)

B1
1 ⊗ |1〉〈1|

=e⊥

Therefore,

E(e⊗ Eo](τe;r;∞)) =E(e⊗ e⊥)

=M1(e)ψ1(e⊥)

=M1(e)

=

(

0 0
0 |b|2

)

⊗ |1〉〈1| +

(

0 0
0 |d|2

)

⊗ |2〉〈2| 6= 0

Thus, from (29) the projection e is not E-recurrent. This means that the inequality (4.4) is optimal.

Example 5.2 (E-accessibility). Recall that for ℓ = 1, 2, the backward Markov operator is given by

P (u,ℓ)
u (a(u,ℓ)) =

2
∑

j=1

(

1IB(H) ⊗ |j〉〈j|
)

ϕj(a(u,ℓ)).

Recall also that the forward Markov operator is given by

Tu(au) =
∑

ij

M
i,∗
j auM

i
j .

Then,
E
(

e⊗ P xm
x0
Txmf

)

=
∑

j

ψj(f)E (e⊗ 1I ⊗ |j〉〈j|)

13



• Take e ∈ Proj(A) and f = e(ε, z, ξ), then using (50) and (51), we obtain

E
(

e⊗ P xm
x0
Txme(ε, z, ξ)

)

=
∑

j

ψj(e(ε, z, ξ))E (e⊗ 1I ⊗ |j〉〈j|)

= ε|a|2|ξ1|2E (e⊗ 1I ⊗ |1〉〈1|) + ε(|c|2|ξ1|2 + |ξ2|2)E (e⊗ 1I ⊗ |2〉〈2|)

= ε
[

|a|2|ξ1|2M1(e) + (|c|2|ξ1|2 + |ξ2|2)M2(e)
]

for any projection e. In particular, one easily can see that there is no projection e which is
E-accessible from

e(0, z, ξ) =

(

0 0
0 1

)

⊗ |ξ〉〈ξ|.

• Now, take
f = σxWn (1) = 1IM2 ⊗ |1〉〈1|

where xWn(1) is defined by (8). Then, we have

ψ1(σxWn (1)) = Tr(B1
1pB

1
1

∗
) = |a|2 and ψ2(σxWn (1)) = Tr(B1

2pB
1
2

∗
) = 0.

Hence,

E
(

e⊗ P xm
x1
Txmσ

xWn (1)
)

=|a|2E
(

e⊗ (1I ⊗ |1〉〈1|)(x1)
)

=|a|2
∑

i

M i
1

∗
eM i

1

=|a|2M1(e).

In particular, if |a| > 0, we deduce that

e1 =

(

1 0
0 0

)

⊗ |1〉〈1|

is E-accessible from σxWn(1), since M1(e1) = e1.

Example 5.3 (ϕ-accessibility). We notice that,

ϕ
(

e⊗ P xm
x0
Txmf

)

=
∑

j

ψj(f)ϕ (e⊗ 1I ⊗ |j〉〈j|)

where

ϕ (e⊗ 1I ⊗ |j〉〈j|) =
∑

k

Tr (ωoMk(e))ψk(1I ⊗ |j〉〈j|)

=
∑

k

Tr (ωoMk(e))ψk(1I ⊗ |j〉〈j|)

=
∑

k

Tr (ωoMk(e))
Tr(Bj

kρkB
j
k

∗
)

Tr(ρk)
.

Hence, for |a| > 0 and

ω0 =

(

(0) (0)

(0) (∗)

)

we deduce that

e1 =

(

1 0
0 0

)

⊗ |1〉〈1|

is not ϕ-accessible from σxWn (1), since

Tr (ωoM1(e1)) = Tr (ωoe1) = 0 and M2(e1) = 0
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