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1 Introduction

In the past few years, quantum computation has seen remarkable progress in
both hardware and software. In 2019, the superconducting quantum comput-
ing device ‘Sycamore’ made headlines for achieving quantum supremacy [IJ.
The following year, the photonic quantum computing device ‘Jiuzhang’ demon-
strated the superiority of quantum computing [2] . In 2022, ‘Zuchongzhi 2.1’ [3]
accomplished a sampling task that was roughly 6 times more challenging than
what ‘Sycamore’ could handle in classical simulation. These breakthroughs
demonstrate the rapid development and increasing capability of quantum com-
putation.

Despite advances in quantum computation, creating a fault-tolerant quan-
tum computer with millions of low-error, long-coherence qubits remains a sig-
nificant challenge. Currently, we are in the noisy intermediate-scale quantum
(NISQ) era, characterized by devices that consist of dozens or hundreds of
noisy qubits with limited coherence and imperfect operations [4l[5]. Despite
the limitations of NISQ devices, researchers have proposed algorithms that
can still achieve quantum advantages in various fields, including physics, ma-
chine learning, quantum chemistry, and combinatorial optimization [6L7,&9]
[TOJTT]. However, critical questions remain about how noise affects the results
of existing quantum algorithms and whether quantum advantages can still
be achieved within acceptable noise levels. These questions are increasingly
important in the NISQ era.

Numerous studies have been conducted in an effort to understand the im-
pact of noise on quantum algorithms in the noisy intermediate-scale quantum
(NISQ) era. One of the algorithms that has received a significant amount
of attention is Grover’s search algorithm (GSA) [12I[I3], as it is known for its
quadratic speedup and various applications. Over the years, GSA has been the
subject of many research projects, including generalizations and improvements

[T4T5LI6LI7I8I9L20], the analysis of its quadratic acceleration mechanism

[21122123][241[251[26127], and experimental verification and implementation [28]
29/30,31]. These efforts have resulted in a wealth of knowledge about the al-

gorithm and its potential applications.

Over the years, numerous studies have been conducted to evaluate the per-
formance of GSA in different noisy environments. In 1999, Pablo-Norman et
al. [32] analyzed the impact of Gaussian noise on each iteration during the
search for a single target. In 2000, Long et al. [33] discovered that the main
quantum gate errors were due to the systematic error of the phase flip gate and
the random error of the Hadamard transform. Kapira et al. [34] studied the
effects of unitary noise caused by small disturbances and drift, while Shenvi
et al. [35] investigated the robustness of GSA in the presence of a random
phase error in the oracle. Using a perturbative method, Azuma [36] analyzed
the effects of phase flip errors on the system. Zhirov et al. [37] evaluated the
impact of dissipative decoherence on GSA using quantum trajectories. The
decoherence effect on GSA was also studied by modeling the noise as a depo-
larizing channel [3839]. Gawron et al. [40] showed that the quantum search
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algorithm was more efficient than its classical counterpart under low noise
from a computational complexity perspective. In 2018, Rastegin [41] investi-
gated the degradation of GSA under collective phase flips to the oracles. In
recent years, researchers have found that local noise such as the local depo-
larized channel [42] and localized dephasing [43] are much worse than global
noise. In 2020, Wang et al. [44] used IBM Qiskit to simulate the GSA under
various types of noise and predicted typical gate error bounds.

However, accurately determining the complex and unpredictable real-world
noises is challenging. In specific applications, the implementation of GSA will
be carried out using specific circuits and gates. In these cases, the impact of
various noises, such as global and local noise and isolated gate errors affecting
individual physical qubits, can be analyzed.

From the standpoint of algorithm design, GSA is a quantum algorithm that
relies on an oracle. In fact, oracle-based algorithms are common in quantum
computing and can be seen in various algorithms, including the Deutsch-Jozsa
algorithm [45], the Simon algorithm [46], and other computational complexity
algorithms [47[48[49[50]. In quantum search algorithms, the number of itera-
tions or queries to the oracle is referred to as the query complexity. General
oracle-based algorithms analyze the system’s behavior through its input and
output rather than its internal structure. As the internal structure of the or-
acle remains unknown, it can only be treated as a whole. In this case, the
noise will also be viewed collectively. Our research focuses on studying the
performance of GSA in the presence of collective noise acting on the entire
oracle. To simplify the calculation, we analyze the diagonalization of the noise
and incorporate it into our study. Through a combination of theoretical anal-
ysis and numerical calculations, we aim to draw universal conclusions. Taking
three types of flip noises as examples of diagonalizable noise, we have made
some novel and intriguing findings.

The organization of the paper is outlined as follows: In Section 2, we pro-
vide an overview of GSA and several noise models, followed by a presentation
of GSA with noise in the Bloch representation. In Section 3, we delve into the
concept of diagonalizable noise and examine the effects of diagonalizable noise
on GSA in the Bloch representation. Sections 4 and 5 present our investiga-
tion into the performance of GSA in the presence of different types of typical
diagonalizable collective noises, through both theoretical analysis and numer-
ical experiments. In Section 6, we discuss the significance of our work. The
conclusion, which includes a summary and suggestions for future research, is
given in Section 7.

2 GSA with noise in Bloch presentation

In this section, we give an overview of GSA and various noise models, followed
by the presentation of GSA with noise in the Bloch representation.
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2.1 Grover’s search algorithm

Suppose we are tasked with searching through a database containing N = 2"
items. Instead of searching for the targets directly, our goal is to find the index
of one of the m targets that satisfy specific conditions. GSA [12/[13] is a quan-
tum algorithm designed for this purpose. GSA begins with an equal superposi-
tion state of all computational basis states: [1)g) = H®" [0)*" = ﬁ SN,

1
1-1
we denote the superposition of all non-target states as |xo) = \/N—l—im doe, [Tn)

and the superposition of all target states as [y1) = == >, |z).

m

By using /2 = arcsin /m/N, the initial state |¢g) can be expressed as:

where H = % { } is a Hadamard matrix. To make the notation simpler,

o) = cos & o) +sin & [xa) 1)

Then, GSA performs a subroutine, known as the G iteration, which in-
cludes four basic operations: G = H®"SH®"(0. This consists of the oracle
O, which distinguishes between the target and non-target states by function-
ing as Olz) = (=1)7® |z), where f(z) = 1 if z is the index of a target
state, and f(z) = 0 otherwise. The conditional phase shift operator S also
acts as an oracle, differentiating the state |0) from other states by transform-
ing S|z) = —(—1)%0|z). Letting R = H®"SH®", it has been shown that
R = 2¢0) (o] — I, where I is the identity matrix. In the two-dimensional
space spanning |xo) , |x1), the oracle O performs a reflection about |xo), while
R performs a reflection about [¢)g).

The state after t iterations of the G iteration can be expressed as:

[e) = G" [ho) = cos(0:) |xo) + sin(6r) [x1) (2)

where 0; = (2t+ 1)%. The success probability of finding one of the target states
in |x1) is given by P(t) = sin?(;). The optimal number of iterations for GSA is

T= Hw / % . This is because for m < N, T iterations can achieve the highest

success probability. It is worth noting that GSA has a quadratic speedup com-
pared to classical algorithms, which would require 2(NN) iterations to achieve
the same result.

2.2 Noise models in Bloch

The power set of tools for describing quantum noise and the behavior of open
quantum systems is referred to as quantum operations [I3]. A quantum op-
eration ¢ is a transformation that maps an initial state p to a final state €(p).
Quantum operations can be represented in a convenient form known as the
operator-sum representation.
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The operator-sum representation is used to model the behavior of real
quantum systems, as shown in the following equation:

e(p) =Y _ ExpEl, (3)
k

where Ej, are the operation elements and ", E;Ek = I if the quantum op-
eration is trace-preserving. There are several established noise models based
on a quantum system’s interaction with different environments. For a single
qubit, the most commonly used operations to describe quantum noise models
are the depolarizing channel, flip channel, and damping channel.

The flip channel consists of three types of noise: the bit flip (BF), the
phase flip (PF), and the bit-phase flip (BPF). The bit flip channel flips the
state from |0) to |1) or from |1) to |0) with probability 1 — p, resulting in X
noise. The phase flip channel introduces a phase flip with probability 1 — p
and is denoted by Z noise. The bit-phase flip channel is a combination of both
the bit flip and phase flip channels and can be expressed as Y = iXZ. The

Pauli matrices X, Y, and Z are represented by X = {(1) (ﬂ , Y = D OZ] , and

0-1y|’
states in the Bloch vector for these three flip channels are shown in Table I}

10 . . .
7 = ] respectively. The operation elements and their impact on the

Table 1 Noise Models

Noise o Er Tra,7y, 7] alter nolse acts

BF ﬁ(é (f) m(? (1)) {ras (1= 2p)ry, (1= 2p)r=}
e | vi(o9) [ viTa (o ) | 1o -2
BPF ﬁ(é?) \/fp((;gi) {(1 = 2p)ra, 7y, (1 — 2p)rs}
AD (é \%) (8 \/10_7> {(Fras oAy L= + 72}
o TG TEAE) [ i

The term damping channel typically encompasses two types of channels:
amplitude damping (AD) and phase damping (PD). The energy dissipation
effect that results from the loss of energy in a quantum system can be charac-
terized by amplitude damping. On the other hand, phase damping refers to a
noise process that results in a loss of quantum information but no energy loss.
In the context of a single optical mode, the probability of losing a photon can
be represented by 7. The operation elements and the changes in the state of
the Bloch vector for these two damping channels are presented in Table [l
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2.3 Noisy GSA in Bloch

A quantum state can be represented using a Bloch vector r = (rg,ry, 7).
According to Equation (), the initial state |1)o) in GSA corresponds to the
Bloch vector r(0) = (sin 6, 0, cos @), where r,(0) = 0. Therefore, we will focus
on the two dimensions of 7, and 7. The density matrix of |¢;) after ¢ iterations
is given by:

) =G0t =3 (MEE ). (1)

The success probability can be expressed as:

P(t) = 177”@) (5)
2
As we can see, the success probability depends only on r.(t). To obtain an
expression for r,(¢), we will represent the Grover iteration in Bloch space.
The two operations O and R, which act on a Bloch vector, can be repre-
sented in matrix form as in [41]:

—-10 — cos 20 sin 20
Op = { ]’RB - [ sin 26 (30829:|. (6)

Hence, the ideal Grover iteration can be represented as:

G — [ cos 20 s1n29]'

— sin 26 cos 20 (7)
In the presence of noise, the Grover iteration becomes G in Bloch space,
which will be discussed in Sections B and @ The value of r,(t) can then be

calculated as follows:
)= ) ®

3 GSA with diagonalizable noises in Bloch

In this section, we introduce the concept of diagonalizable noise and examine
the behavior of the GSA under such noises in the Bloch representation.

Definition 1 (Diagonalizable noise model) A matriz M used to describe
a noise model is said to be diagonalizable if it can be diagonalized in a repre-
sentation.

Since the initial state in GSA is represented by the Bloch vector r(0) =
(sind, 0, cosf) with r,(0) = 0, we restrict our analysis to the two dimensions
of r, and r,.
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Theorem 1 The Grover’s search algorithm under the following noise chan-
nels, with the two dimensions of r, and r, in the Bloch representation, are
diagonalizable: Phase Flip, Bit Flip, Bit-Phase Flip, and Phase Damp-
ing.

Proof Consider the flip channels and let = 1—2p. In the Bloch representation
of r, and r,, the phase flip, bit flip, and bit-phase flip can be represented as

follows:
~{no0 |10 B 10
Ep|:01:|, Eb|:077:|, Ebp7]|:01 . (9)

It is clear that these three types of noise are diagonalizable.

For the phase damping noise, let \/7 = 1 — 2p. As noted in Table [ the
actions of phase flip and phase damping are the same, and hence the noise is
diagonalizable. This completes the proof.

According to Definition 1, a noise model is considered non-diagonalizable
if it cannot be diagonalized in a representation. For example, AD is a non-
diagonalizable noise in the two dimensions of r, and 7, in the Bloch repre-
sentation for Grover’s search algorithm. Now, we turn our attention to the
properties of GSA with diagonalizable noises. The following theorem charac-
terizes the effects of diagonalizable noises in the Grover iteration.

Theorem 2 In the Bloch representation, the effects of diagonalizable noises
in each reflection oracle are, except for the powers of the coefficients, equivalent
to those in the whole Grover iteration.

Proof Suppose that the diagonalizable noise is F, which contains two nonzero
elements e; and ey, represented as E = diag{ey, ea2}.

First, we consider the effect of the diagonalizable noise on each reflection
oracle, G%, = Rg o EF o Op o E. Through some simple matrix calculations, we
obtain:

/E:ROEBOOBOE
B [ cos fef? sin@e’f}

— sin fef? cos el (10)

where Op and Rp are given in Eq. ({@]).
Next, we consider the effect of the noise on the entire Grover iteration, i.e.,
Gg=RpoFEoOpor Gg = RpoOpoE. Similar calculations give us:

GE:RBOEBOO:RBOOBOE

B { cosfey sin@eg}

—sinfe; cosfes (11)

If we set /2 = e; and € = ey, then we have Gy = G, as seen from the
above two equations. This means that the effect of diagonalizable noise in each
reflection oracle is the same as in the entire Grover iteration, except for the
power of the coefficients.
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Importantly, the order of applying the noise E and the Grover iteration
Rp o Op matters, as they are not equal Rg o Opo E # E o Rg o Op. This
means that the results of applying noise before or after the Grover iteration
can lead to different outcomes. However, Theorem 2l may not be applicable for
non-diagonalizable noises. In such cases, the analysis of noisy Grover search
algorithm should consider applying the noise to each reflection oracle, as shown
in previous works (Refs.[41[51]). In the rest of this paper, we will focus on
diagonalizable noises and the property stated in Theorem [2 by considering the
noise to act on the whole Grover iteration.

4 GSA with diagonalizable noises in Bloch presentation

In this section, we analyze the effect of various diagonalizable noises on the
performance of the Grover search algorithm in the Bloch representation.

4.1 Phase flip and phase damping noises in GSA

In this subsection, we will focus on the effects of phase flip and phase damp-
ing, two of the most significant noises in quantum information processing, on
Grover’s algorithm (GSA). There is no equivalent noise in classical informa-
tion processing. We will use Theorems 1 and 2 to demonstrate that the impact
of these two types of noise on GSA is similar.

GSA with phase damping noise in Bloch has been discussed by Rastegin
[41]. In that paper, the phase damping noise acted on the two oracles Op
and Rp. For completeness and clarity, we briefly survey the main results. In
this subsection, we will discuss how the phase flip noise acts on the whole
Grover iteration G. In fact, the same results can be obtained for both of them
according to Theorems [I and

Rastegin’s paper [41] dealt with the impact of phase damping noise on the
Bloch sphere representation of GSA. The phase damping noise affects both
the oracles Op and Rp. To summarize the key findings, this subsection will
examine the impact of phase flip noise on the entire Grover iteration G. It can
be noted that the same outcomes can be attained for both phase damping and
phase flip noise, as demonstrated by Theorems 1 and 2.

In the two dimensions of r, and r,, we have shown that for both phase flip

0]. The noisy Grover iteration Gg with phase

and phase damping, E, = {g 1

flip is given by

(12)

G, =RpoOpok, = [7700529 Sln29] ’

—n sin 260 cos 26
with eigenvalues

Ar = A, +iB, (13)
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where
1479

Aq

VAL =, ifp< A%

According to Egs. () and ({H), we have A% + B? = n. Let ¢ be a
positive angle such that A—\/% = CoS ¢, % = sin¢ and ¢ = arctan %. The

cos 20 (14)

and

B = (15)

expressions allow us to simplify the eigenvalues. The resulting expressions
are A+ = /nexp(£i¢). The eigenvectors can then be determined by solving
V=1G,V = D, where D is a diagonal matrix containing the eigenvalues Ay
and V is a matrix given by:

V- [ sin20  sin26 ]

A_+iBA_ —iB (16)

Since G}, = VD'V ™!, the following expression for G, can be obtained:

(17)

nt/? [B cos ¢t — A_ sin ¢t sin ¢t sin 20 ]
»~ R :

t _
G = —nsin¢gtsin20  Bcos ¢t + A_sin ¢t

By considering that r,(0) = sinf and r,(0) = cos 6, the following expres-
sion for r,(t) is derived:

t/2

r.(t) = 5 [—nsin ¢t sin 20 sin 6 + (B cos ¢t + A_sint) cosd].  (18)

The success probability after ¢ iterations is given by:

1 t/2
P,(t) = 5 + Z—B[n sin ¢t sin 20 sin @ — (B cos ¢t + A_ sin ¢t) cos].  (19)

For ideal GSA, where 1 = 1, we have P,(t) = P(t) = sin® 6;. Thus, P(t) is
a periodic function that oscillates around 1/2 and is bounded between 0 and 1.
For 1 < 1, the success probability tends towards 1/2 quickly, since the second
part of Eq. (I9) decreases exponentially with increasing ¢. In cases where
GSA is searching in a large database with few targets, such that m << N
and sin 20 sin @ can be ignored and cosf =~ 1, the success probability can be
simplified as:

1 7715/2
P,(t) ~ 3 ——(Bcos ¢t + A_ sin ¢t)
1 7715/2 )
=55 sin(¢t + 0,), (20)

where r, = (/A% + B? and §, = arctan(B/A_). Equation (20) shows that

the success probability P,(¢) with phase noise is a periodic function of ¢ that
oscillates around 1/2 and decays exponentially towards 1/2.
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4.2 Bit flip noise in GSA

In this subsection, we will focus on the effects of bit flip noise in GSA. The-
- . 1 .

orem [I] states that bit-flip noise can be expressed as F, = [0 2] in Bloch

representation. As a result, the noisy Grover iteration, Gg, with bit-flip noise

becomes:

(21)

Gy =RpoOpoE,= [ cos 20 7751n29]

— sin 26 7 cos 26

Calculating the eigenvalues of Gy, we find that they are Ay = |/nexp(£i¢),
which are the same as the phase-flip. Further calculation of the corresponding
eigenvectors gives V~1G,V = D, where D = diag{\;, A\_},

[-A_—iB-A_+iB
V= { sin 26 sin 26 } (22)
and
1 sin20 A_ —iB
—1 o
V= iBsnao {—sinQG —A_ +iB} ' (23)
Using Gf = VD'V~ we get:
al L/Q Bcos ¢t + A_sin ¢t 7 8in ¢t sin 20 (24)
L —singtsin20  Bcosgt — A_sin¢t |
Therefore,
t/?
r.(t) = 5 [— sin ¢t sin 20 sin 6 + (B cos ¢t — A_ sin ¢t) cos 0], (25)
and the success probability after ¢ iterations becomes:
1 nt/2
Py(t) = 5 + 55 [sin ¢t sin 20 sin @ — (B cos ¢t — A_ sin ¢t) cos 0]. (26)

When the value of n = 1, we have Py(t) = P(t), which represents the
ideal scenario in GSA. However, when 7 < 1, the success probability of GSA
decreases exponentially with the increase in the number of iterations, set-
tling around 1/2, similar to the scenario with phase flip noise. Using a similar
method as for phase flip noise in 1] we analyze Py () and fingd the following
expression:

1 gt
Pb(t) ~ 5 — ET}, Sln((bt — 5b), (27)

where 7, = /A% + B? and §, = arctan(B/A_). Based on the above equation

@), we can conclude that the success probability for GSA in the presence of
bit flip noise is periodic, with an oscillating center around 1/2, and it decreases
exponentially towards 1/2.
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4.3 Bit-phase flip in GSA

For bit-phase flip noise Fj, in Bloch representation, we have:

10

where n = 1 — 2p. As a result, the noisy Grover operator, G g, becomes:

cos 20 sin 260
Gep =1 {— sin 20 cos 29} =nGp. (29)

It is straightforward to obtain its eigenvalues A+ = ne®2¥. Therefore, the 7 (t)
becomes:

r.(t) = n' cos[(2t + 1)0). (30)

And the success probability can be calculated as:

Pbp(t) =

1 7t
= — —cos[(2t + 1)6]. (31)
2 2

As n < 1 in a noisy environment, the success probability, P,(t), decreases
exponentially towards 1/2 as t increases and oscillates with a center around
1/2, similar to the phase flip and bit flip noise cases.

We are particularly interested in the maximum success probability, Pqq,
and its corresponding iteration number, t,,. According to Eq. (31), the bit-
phase flip noisy Grover’s algorithm will reach its maximum success probability
in the first period. In the following part of this subsection, we will examine
the special properties for 0 < t < t,,.

Theorem 3 The effect of bit-phase noise on Grover’s Search Algorithm (GSA)
is both beneficial and detrimental. Initially, the success probability pyp,(t) is
slightly improved, but it then decreases exponentially. Bit-phase noise reduces
the number of iterations t,, required for the noisy Grover Gy, to reach its
mazximum success probability Pp,qz, but it also lowers the value of Ppaq -

Proof The success probability after ¢ Grover iterations for the ideal GSA is
given by:
P(t) =sin® 6, =

cos|[(2t 4 1)0]. (32)

N | —

1
2
Based on the properties of the cosine function and the fact that n < 1, after
comparing Equation [BIl) with Equation (82]), we find that:
> P(t), if t<T/2
Py,(t) =P(t), ift=T/2 (33)
< P(t), if T/2<t<tp.
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This means that when the bit-phase flip noise is present in the noisy GSA,
its success probability is better than in the ideal case for the time period
t < T/2. As a result, the presence of bit-phase flip noise increases the success
probability initially, but it reduces the maximum success probability eventu-
ally.

According to Egs. (BI) and ([B3)), it is established that P, (T/2) = P(T/2) =
1/2 and Py, (t) > 1/2 for t > T/2. In simpler terms, regardless of the inten-
sity of the bit-phase flip noise, GSA requires only O(y/N/m/2) iterations to
achieve a success probability of no less than 1/2. As a result, even in the
presence of bit-phase flip noise, GSA remains a superior option compared to
the classical stochastic algorithm with an average number of queries being N/2
and a success probability of 1/2. However, if a success probability greater than
1/2 is desired, the bit-phase flip noise will always have a detrimental impact
on the performance of GSA as Py, (t) < P(t) for t > T/2 as indicated by Eq.
B3).

To determine t,,, and Pp,qz, we calculate the derivative of Py, (t) with re-
spect to t. As we require P,, > 1/2, we find that 6, /2 € [r/4,7/2], which
translates to T/2 < t,, < T, as indicated by Eq. (83). The following results
are obtained:

b= arctan(Inn/20) + 7 7 (34)
20
and
1 tm 2 1
Pmaz - 3 U COS( etm + ) (35)

2 2

With the help of Eqs. (34) and (B5]), we can calculate the maximum success
probability for a given 7. Forn = 1, we get t,,, = T ~ 7/4\/N/m and P4, ~ 1
when m < N, which corresponds to the ideal GSA scenario.

Based on Egs. (84) and B8, both ¢, and P, decrease as the value of
7 decreases (which means more noise is in the system) for 0 < n < 1 when
t < t;. In other words, bit-phase noise reduces the number of iterations ¢,,
required for the noisy Grover Gy, to reach its maximum success probability
Pz, but it also lowers the value of Pp,qp-

According to Theorem [3 the impact of bit-phase flip noise on the GSA is
two-fold. On one hand, the GSA requires fewer iterations to reach its maximum
success probability under noisy conditions. On the other hand, as i decreases,
the maximum success probability P, .. decreases. This implies that while noise
may help reduce the number of iterations required, it negatively impacts the
performance of the algorithm in terms of success probability.

5 Numerical results about GSA with diagonalizable noises

In this section, we present numerical results to illustrate the performance of
GSA in the presence of different diagonalizable noises.
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Consider a database with N = 28 items and the task of searching for a
single target. We present the success probability of GSA as a function of the
number of search iterations, ¢, while varying the noise level from n = 1 to
1n = 0.7. The noise level of n = 1 corresponds to the ideal GSA without any
noise. To clearly show the change in the maximum success probabilities under
different noise levels, we mark them with star markers in our results.
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Fig. 1 (Color online) Success probability vs. search iteration steps for Phase flip noise.
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Fig. 2 (Color online) Success probability vs. search iteration steps for Bit flip noise.
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Fig. 3 (Color online) Success probability vs. search iteration steps for Bit-Phase flip noise.

The performance of GSA with different types of noise is demonstrated in
Figs. Il 2 and Bl for phase flip, bit flip, and bit-phase flip noises, respectively.
These figures illustrate the dynamic process of the algorithm in terms of the
success probability as a function of the number of search iterations t.

As shown in the figures, the success probabilities oscillate around 1/2 both
in the absence and presence of noise. With increasing noise levels, the success
probabilities not only decay more quickly but also exhibit lower maximum
probabilities, P,q.. This trend continues until the success probabilities ap-
proach 1/2 as the number of iterations, ¢, increases, as previously documented
in literature [41].

For phase flip noise, Fig. [[lshows that the number of iterations needed to
reach P, increases as the noise level increases. If the noise is too strong, this

number may become too large, resulting in the loss of the quantum advantage
of the GSA.

However, when the GSA is affected by bit flip or bit-phase flip noises, the
situation is different, as depicted in Figs.[2l and Bl Despite a decrease in Py,4,
the number of iterations required to reach Py,qz, tm, is reduced compared to
the ideal GSA with n = 1. Initially, the success probabilities are improved and
increase with the noise levels for ¢t < T'/2. Furthermore, when 7/2 <t < T,
the success probability P remains greater than or equal to 1/2, regardless
of the magnitude of the noise. This means that the GSA, even under the
influence of bit flip or bit-phase flip noise, always requires only O(,/N/m/2)
iterations to reach a success probability of at least 1/2, which is superior to
the classical stochastic algorithm that requires N/2 queries on average with a
success probability of 1/2.

Let us take a closer look at the maximum probabilities, which are marked
with stars in the figures. It becomes evident that, for the same level of noise,
the maximum success probabilities for GSA under bit-phase flip noises are
the lowest. This indicates that GSA is the most vulnerable to bit-phase flip
noise among the four types of noise. On the other hand, phase flip and phase
damping noises are the most detrimental to GSA as they cause the success
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probabilities to decline as the number of iterations ¢ increases. These noises
can completely erode the quantum advantage of GSA.

6 Discussion

The oracle-based model is a prevalent approach in quantum algorithms, where
the focus is on the number of queries made, rather than the internal structure
of the oracle. As the exact internal structure of the oracle is often unknown, it
becomes challenging to assess the impact of noise on its performance. In this
study, we adopt a simplified approach by considering the oracle to collectively
suffer from different types of noise, as previously explored by Rastegin in [41].
The performance of GSA under various types of noise, including phase flip,
phase damping, bit flip, and bit-phase flip, were studied in this research.

(1) In the theoretical aspect, we analyzed the impact of noise on the search
performance of GSA. In Sec. dl we established the relationship between the
success probability, noise level, and number of search iterations. Our find-
ings indicate that the success probability of GSA decreases exponentially with
a periodic and oscillating center around 1/2 as the number of iterations in-
creases. Eventually, when the number of iterations becomes large enough, the
success probability converges to 1/2. More remarkably, we discovered some
novel and intriguing results. By thoroughly examining the maximum proba-
bilities and the corresponding iteration numbers for GSA with bit-phase flip
noise, we found that they can reach a success probability of 1/2 with fewer
than O(y/N/m) iterations. In comparison to classical search algorithms, which
typically require an average of N/2 iterations to achieve the same success prob-
ability, the noisy GSA outperforms them in terms of iteration efficiency.

(2) The numerical experiments conducted in this study provide us with
some unique insights into the effect of different noise levels on the perfor-
mance of the noisy GSAs. In the case of phase flip and phase damping noise,
as long as the noise levels are not excessive, we observe that the maximal
success probability consistently decreases until it reaches 1/2. As the noise
levels increase, the performance of the noisy GSA will deteriorate, and it will
require a larger number of iterations to reach the success probability of 1/2.
On the other hand, for bit flip and bit-phase flip noise, we have made a sur-
prising discovery: in the initial stage of the search, these noises can improve
the success probability, but as the number of iterations increases, the maximal
success probability will eventually reduce to 1/2. Furthermore, these noises
can help the noisy GSA reach the maximal success probability of 1/2 with
fewer iterations. While it may seem that noise can help the GSA improve its
performance in some aspects, it’s important to note that the success probabil-
ity reaching 1/2 could also be due to the noise being so strong that the oracles
can no longer distinguish between the target and nontarget states, leading to
an inability to find the right target state. It’s worth mentioning that in this
study, we consider the noises to be acting collectively on the oracles, and the
states are represented by Bloch vectors in the two dimensions of r, and r,.
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Moreover, the bit flip noise flips the state |x1) to |xo) instead of flipping |1)
to |0) or vice versa, as the space is spanned by the target state |x1) and the
nontarget state |yo).

(3) Comparison with previous research: Our results are consistent with
most previous research in that noise has a negative impact on the performance
of GSA. For small noise levels, the success probability decreases periodically.
Our results are similar to the studies in literature such as [4IL[51] that dis-
cuss phase damping and amplitude damping noises, which cause the success
probability to exponentially decrease and eventually tend to 1/2. However,
our results differ from some previous studies, such as [421[43], which consider
local noises that decrease the success probability to a small value as the noise
level exceeds a specific threshold. Different types of noise can highlight dif-
ferent aspects of the impact of noise on GSA, and it is challenging to fully
characterize noise in real-world NISQ devices [52]. Collective noise, as studied
in our research, can also shed light on some characteristics of noisy GSA.

7 Conclusion

In the NISQ era, noise can have a negative impact on the performance of
Grover’s search algorithm (GSA), potentially rendering it ineffective. Our anal-
ysis and simulations revealed that for various typical diagonalizable collective
noises, the success probability of GSA decays towards 1/2 with an oscillation
centered around 1/2. Although noise in general can hinder the performance of
GSA, there are exceptions. Certain types of noise, such as bit flip and bit-phase
noises, may actually enhance the performance of GSA in specific stages of the
search process. This finding presents a potential approach to managing noise in
NISQ computing, by utilizing it instead of simply trying to eliminate it. Based
on this principle, we propose the development of quantum algorithms that take
advantage of noise, as previously discussed in literature [53[54]. With moder-
ate amounts of noise, we can confirm the accuracy of quantum algorithms on
NISQ devices and apply noise in areas like machine learning, which has been
investigated in the NISQ era.
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