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Abstract
Quantum computing in biology is one of the most rapidly evolving �eld of technology. Protein folding is
one of the key challenges which requires accurate and e�cient algorithms with a quick computational
time. Structural conformations of proteins with disordered regions need colossal amount of
computational resource to map its least energy conformation state. In this regard, quantum algorithms
like Variational quantum eigensolver (VQE) are applied in the current research work to predict the lowest
energy value of 50 peptides of 7 amino acids each. VQE is initially used to calculate the energy values
over which Variational Quantum Optimization is applied via Conditional Value at Risk (CVaR) over 100
iterations of 500000 shots each to obtain least ground state energy value. This is compared to the
molecular dynamics-based simulations of 50 nanoseconds each to calculate the energy values along with
the folding pattern. The results suggest e�cient folding outcomes from CvaR-VQE compared to MD based
simulations. With the ever-expanding quantum hardware and improving algorithms the problem of protein
folding can be resolved to obtain in depth insights on the biological process and drug design.

1. Introduction
Protein folding is a complex process that involves the spontaneous collapse of a linear polypeptide chain
into a three-dimensional structure. This process is essential for protein function, as the three-dimensional
structure of a protein determines its biological activity. Molecular dynamics (MD) simulations are a
powerful tool for studying protein folding. MD simulations can be used to simulate the motion of atoms in
a protein over time, and to track how the protein's structure changes as it folds. This information can be
used to understand the factors that in�uence protein folding, and to design new proteins with desired
properties.

One of the most important applications of MD simulations in protein folding is to study the folding
kinetics of proteins. Folding kinetics refers to the rate at which a protein folds, and the pathway that it
takes to reach its native state. MD simulations can be used to measure the folding times of proteins, and
to identify the key steps involved in the folding process [1]. Use of enhanced sampling techniques, such as
replica exchange molecular dynamics and meta-dynamics, to overcome the limitations of traditional
molecular dynamics simulations. They discuss the use of these techniques to study protein folding and
the advantages and disadvantages of each approach [2]. MD simulations have also been used to study
the thermodynamics of protein folding. The thermodynamics of protein folding refers to the energy
changes that occur during folding. MD simulations can be used to calculate the free energy of different
protein conformations, and to identify the most stable conformation [3][4].

MD simulations have also been used to study the effects of mutations and environmental factors on
protein folding. Mutations can alter the folding kinetics and thermodynamics of proteins and can lead to
misfolded proteins that are associated with diseases such as Alzheimer's and Parkinson's. MD
simulations can be used to predict how mutations will affect protein folding, and to design drugs that can
stabilize misfolded proteins [5]. In recent years, there have been signi�cant advances in the accuracy and
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e�ciency of MD simulations. This has made it possible to simulate the folding of increasingly large and
complex proteins. For example, in 2016, researchers at the University of Washington used MD simulations
to simulate the folding of a protein called villin, which is one of the largest and most complex proteins
known [6].

One of the main drawbacks of MD simulations is that they are computationally expensive. This is
because MD simulations need to track the motion of every atom in a protein over time, which can require a
lot of computing power. Quantum folding is a promising new approach that has the potential to overcome
the limitations of MD simulations.

Quantum folding simulations are still in their early stages of development, but they have the potential to
revolutionize the study of protein folding. Quantum folding simulations could be used to design new
proteins with desired properties, and to develop new drugs and therapies for diseases that are associated
with protein misfolding and regions of intrinsic disorderedness of proteins [7].

Variational quantum eigensolvers (VQEs) are a type of quantum algorithm that can be used to calculate
the ground state energy of a quantum system. VQEs work by iteratively preparing a quantum circuit and
measuring its output. The quantum circuit is parameterized by a set of variational parameters, which are
adjusted at each iteration to minimize the energy of the system. Since, iteration-based minimization of
energy is an optimal solution for protein folding, VQE’s are one the important approaches in quantum
protein folding [8].

In the paper [9], proposes a model of Hamiltonian with O(N^4) scaling and a robust optimization scheme.
The algorithm is successfully applied to the folding of a 10 amino acid and a 7 amino acid peptide. The
model proposes a e�cient system with noise tolerant quantum algorithms.

Few theoretical papers have proposed that the k UpCCGSD ansatz has been shown to achieve excellent
accuracy while offering linear scaling, making it a good trade off in cost to accuracy among ansätze
proposed at the time of writing. Adaptive ansätze could be a reliable alternative subject to further studies
on their expected computational cost. Layered (Hardware-E�cient ansatz) HEA are likely not suitable for
large systems as they require a large number of parameters and need to span a signi�cant proportion of
the Hilbert space to guarantee a good ground state approximation can be reached. The excerpt also
mentions that VQE may be resilient to barren plateaus if the right design choices are made in the ansatz,
such as local encodings for the Hamiltonian, an ansatz that is problem tailored, constructed adaptively
during the optimization, using speci�c initialization techniques, and use of a local mapping for the
Hamiltonian [10–17].

Recently, a hybrid classical-quantum digitized-counter diabatic algorithm to tackle the protein folding
problem on a tetrahedral lattice. They outperform state-of-the-art quantum algorithms using problem-
inspired and hardware-e�cient variational quantum circuits. They applied the method to proteins with up
to 9 amino acids, using up to 17 qubits on quantum hardware [18, 19].



Page 4/19

VQEs work by optimizing a cost function that contains information about the solution to the problem. The
quantum part of a VQA consists of a parameterized quantum circuit (PQC), also known as a circuit
ansatz, which is used to generate trial quantum states. The classical part of a VQA consists of an
optimization routine that is used to �nd the optimal parameters for the PQC [20, 21]

The choice of PQC has a signi�cant impact on the performance of a VQA. PQCs can be broadly divided
into two categories: problem-inspired and hardware-e�cient. Problem-inspired ansätze are designed to
exploit the properties of the problem Hamiltonian to e�ciently reach the desired state. Hardware-e�cient
ansätze are designed to minimize the noise introduced by deep circuits and unimplementable connections
[22, 23].

In the current work, we are comparing the folding of 50 peptides consisting of amino acids which are in
abundance in the disordered regions of proteins. The methods under comparison are MD simulation and
VQE. The comparison provides a insights on pros and cons of both the methods and provides an
unbiased rationale for the future of protein folding specially for regions with disorderedness.

2. Materials

2.1. Con�guration of Qubits and Hamiltonians
The 50 proteins sequences selected are of 7 amino acids in length. The study assumes the coarse grained
(CG) model of proteins. Amino acids, symbolized as "beads," can move across the lattice and engage in
interactions with one another. The connections between amino acids can assume one of four orientations,
corresponding to the corners of a tetrahedron. These four orientations can be encoded using a pair of
qubits.

2.1.1. Qubit Con�guration
A protein comprising N beads, where N equals 7 in this context, can undergo N-1 rotations. Consequently,
a total of 12 bits are essential to describe the bonds within the 7 amino acid peptides. It's worth noting
that, without limiting generality, the �rst two rotations can be designated as 01 and 00. Additionally, one of
the bits in the third rotation is predetermined due to symmetry considerations. The mapping known as
"turn2qubit" illustrates these 12 bits, encompassing the values of the 5 �xed bits and the 7 variable bits,
which will be represented by qubits. In the current work, the con�guration was set to “0011q1qqqqqq” For
more in-depth information, please refer to the comprehensive encoding scheme outlined [9].

2.1.2 Interaction Qubits
The techniques outlined in references [9] and [18] are capable of accounting for interactions among any
number of nearest neighbours (NN). However, in this speci�c instance, we are only examining interaction
terms involving 1-NN, which are feasible for certain beads based on the lattice's con�guration. It's
important to note that beads separated by fewer than 5 bonds cannot establish a 1-NN relationship. The
equation for the calculation is provided in Eq. 1.
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1
For pairwise interactions between various amino acids, a look-up table of contact energy values is utilised.

2.1.3 Hamiltonian function
The energy for any protein fold conceivable is determined by the exact Hamiltonian function. Only 1-NN
interactions are considered, and irrational con�gurations result in energy penalties.

For the sparser encoding, we need to impose that one and only of the four qubits that de�ne a turn is
equal to one. On a quantum circuit, this can be achieved easily by using a valid initialization of the qubits
together with gate operations that conserved the number of 1's in each set of 4 qubits that encodes a turn.

When this is not possible, a penalty function with a large positive λ can be used to impose this constraint.

Several constraints are needed to prevent the growths of the chain towards unphysical geometries (e.g., to
prevent that the chain (main or side) at side i folds back into itself). To this end, we compute function T(i,j)
de�ned as in Eq. 2

(2)

for each pair of beads i and j.T(i,j) returns a 1 if and only if the turns ti and tj are along the same axis ( a
and a , respectively). Note that T(i,j) is composed of 2-local terms for the sparse encoding. Firstly, we

need to eliminate sequences where the same axis (a and ) is chosen twice in a row. since this will give
rise to a chain folding back into itself. To this end we apply a penalty the following penalty term in Eq. 3.

(3)

with large positive λ"back". Note that we can easily control the number of 2-local terms appearing in the
sum (linear number of two local terms). In the general case, for a degree of branching s > 1, similar terms
need to be added to prevent the overlap of two consecutive bonds within the side chains.

Natural polymers have a well-de�ned chirality that must be imposed in our model. In proteins, the position
of the side chains at the insertion point with the main chain determines the chirality of each residue. The

H (1) =
N−4

∑
i=1

N

∑
j≥i+5

j−i=1

h
(1)
i,j

T (i, j) = ∑
a={0,1,2,3}

fa (i) fa (j)

⃐
a

Hgc =
N−1

∑
i=3

λbackT(i, i + 1)



Page 6/19

position of the �rst side chain bead i1 on the main bead i is imposed by the choice of the (main chain)
turns t(i−1) and ti.

To enforce the correct chirality, we add a constraint Hcr to the Hamiltonian. The required (expected)

chirality at i1 is encoded in the function which is a function of  and .

2.2 Selection of sequences
For disorder prediction, separating disordered from ordered proteins is crucial. Identifying biases in the
amino acid composition is one of the �rst stages in identifying a characteristic that separates IDPs from
non-IDPs. The amino acids W, C, F, I, Y, V, L, and N are hydrophobic and uncharged, whereas the
hydrophilic, charged amino acids A, R, G, Q, S, P, E, and K have been identi�ed as amino acids that promote
order [24]. The remaining amino acids, H, M, T, and D, can be present in both structured and unstructured
regions, making them confusing. In a more recent investigation, amino acids were rated according to how
likely they were to generate disordered areas. W, F, Y, I, M, L, V, N, C, T, A, G, R, D, H, Q, K, S, E, P list of
residues mentioned order promoting to disorder promoting [25].

The 7 residues with most disorderedness D, H, Q, K, S, E, P was selected. Number of possible permutations
7P6 is 5040. Out of this random 50 sequences were selected for analysis.

2.3 Protein Folding and Variational Quantum Eigensolvers
To fully model a fold, nine qubits are needed (7 for setup and 2 for interaction). To determine the fold with
the least amount of energy, use the exact Hamiltonian function directly with each possible bit string (each
representing a potential fold). This value can afterwards be compared to the outcome of the quantum-
based optimisation. For tiny proteins, this exhaustive search is feasible, but it is impractical for larger
proteins because of the exponential growth in the number of possible fold combinations. The number
shots were set to 500000 in the local quantum simulator for accurate results.

We convert the optimisation problem over the set of bit strings into a different optimisation problem, this
time one over the set of angles between pi and -pi, using a quantum circuit. The angles between the
protein beads and these angles are unrelated. The quantum circuit uses the set of angles provided by the
goal function to generate a variety of bit strings with differing probability. Invoke the exact Hamiltonian
function on the bit strings that the quantum circuit returned and set the goal function's value to the
weighted average of the lesser energies. The number of iterations for each peptide was set to 100.

Speci�cally, after the energy is computed for each observed fold, the associated probabilities are sorted by
energy. The objective function returns an expectation energy computed from the tail end of the probability
distribution, cutoff by an alpha parameter. This expectation energy is a conditional value at risk (CVaR).
An alpha value of 0.05 was used experimentally, but for a noise-free simulation ProteinVQEObjective uses
a smaller cutoff value of 0.025.

2.4 Creation of Circuit Ansatz

f
ex
a (i(1)) fa(i − 1) fa(i − 1)
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The con�guration is represented by qubits 1 through 7, while the interaction is represented by the
remaining three qubits (including a helper qubit that is not measured). An effective quantum structure
architecture for VQE is available at [26].

2.5 Iterative Simulations of CVaR-VQE
Over the con�guration and interaction qubits, there are two levels of RX, RY and RZ rotation gates. The
variational circuit uses these rotation degrees as learnt parameters. To identify the set of Rx, Ry and Rz
rotation angles that yield the lowest expected energy, use the surrogateopt (Global Optimisation Toolbox)
algorithm with the objective function. The rotation angles are determined via a genetic method in the
original work [9]. Although surrogateopt converges to values that are comparable, its internal use of
intervals causes its convergence behaviour to be noticeably different.

2.6 MD Simulation
The protein sequences were imported into 3D builder of Maestro, Schrodinger. The sequence was entered
an extended structure was built. The structures predicted, were subjected to protein preparation [27] using
EpiK [28, 29] and OLPS3e [30] force �eld was added. The peptides were not minimized. An orthorhombic
system was built for simulation with TIP3P [31] as solvent and no additional ions were added to
naturalize the system and maintain its native nature.

Desmond [32] was used to run MD simulations for 50 ns each. A detailed steps involved in minimization
and equilibration is available in [33, 34]. Using the trajectory �les the protein structures at an interval of
every 10ns were extracted to capture the folding pattern. A total of 6 structure for each sequence
(0,10,20,30,40,50th frame) was subjected to minimization and evaluation of LJ interaction energy.

3. Results

3.1 Molecular dynamics-based simulations to achieve
protein folding event.
The MD simulation was carried out for 50 sequences for 50 nanoseconds to verify and analyse the
simulation for every 10 nanoseconds as mentioned in the methods section 2.6.

The total interaction energy was calculated for each of the frame (6 frames) and compared the time frame
at which the least energy was achieved. From the analysis it was observed that not all peptides fold to
achieve the energy < ΔG = 0 which is stable and thermodynamically feasible.

Over the period of simulation, a mean energy values for 50 sequences at native energy fold (0th frame) is
found to be 9.586 kcal/mol, at 10 nanoseconds it is 8.484 kcal/mol, at 20 nanoseconds it is 6.663
kcal/mol, at 30 nanoseconds it is 6.154 kcal/mol and 40 nanoseconds it is at 3.781 kcal/mol and at 50
nanoseconds it is at 2.684 kcal/mol. The results suggest that over the simulation period, the protein
folding occurs better with higher simulation period as suggested by the mean value and it is aligned to the
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conventional understanding of protein folding theories with MD simulation. t energy values at each time
frame along with mean and outliers are shown in Fig. 1A.

Nevertheless, it doesn’t always refer the at the least energy was achieved only after end of simulation
which is 50ns in our case.

In the observations made in the current research work that minimum energy ground state was achieved
for 26 peptides (52%) at 50 ns, 6 peptides (12%) at 40 ns, 9 peptides (18%) at 30 ns, 8 peptides (16%) at
20 ns and 1 peptide (2%) at 10 ns. The number of minimum energy events occurred is shown in Fig. 1B.

A spline �tting curve in which the data is split into multiple polynomial pieces each of the degree K. The
polynomial pieces are joined together at their endpoints in such a way that the function is continuous to
order K − 1 at each join point. It was plotted to obtain the best simulation time frame to obtain ground
state energy which is found to be the range of 40 to 50 nanoseconds at an approximation of -4 kcal/mol
which also in total corresponds to 64% of peptides under consideration. The spline �t curve is plotted in
Fig. 1C.
Figure 1: A) Box and whisker showing the least ground state energy values for all the peptides at speci�c
time frame across the simulation time frame. The average value is shown with a black line within the box.
B) A bar plot with count of minimum energy event attained by the peptide at speci�c simulation time. C)
The spline �tting curve with energy in kcal/mol versus time in nanoseconds.

Sequence 16 with a peptide sequence, “DPSHQKE” has shown a classical mode of peptide folding. The
energy values at native state is 10.65 kcal/mol, at 10ns it is 1.23 kcal/mol, at 20ns it is 4.23 kcal/mol, at
30ns it observed to be 6.46 kcal/mol, similarly at 40ns at it is 2.62 kcal/mol and �nally at 50ns it is -1.11
kcal/mol reaching a energy value with < ΔG = 0.

The peptide gradually folds to achieve ground state energy over the period of simulation for 50ns and
achieved an RMSD change of 4Å at the end of simulation period. Figure 2A provides a comprehensive
view of the peptide structures its folding pattern with energy values in kcal/mol overlayed on the root
mean square deviation (RMSD) plot versus time.

On the contrary, sequence 19 with a sequence “KSQHPED” has shown the folding pattern wherein it
reached the lowest energy value of -0.98 kcal/mol at time frame of 10ns from 6.32 kcal/mol from the
native state. At 20ns the energy value was found to be 0.04 kcal/mol, at 30ns it is at 5.78 kcal/mol, at
40ns it is observed to be 2.52 kcal/mol and �nally 1.06 kcal/mol at 50ns at the end of simulation period.
In Fig. 2B, a peptide folding over the period of simulation is provided overlayed on RMSD plot along with
energy values in kcal/mol.
As previously mentioned, 52% of the peptides reached the lowest ground state energy at the end of
simulation period. In other cases, the lowest ground state energy is reached during intermediate phases of
simulation. This has always been a potential drawback of MD simulation wherein the time frame of
achieving lowest energy state is not always time based and setting a threshold value is not feasible.
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This clearly suggests that while simulation is quintessentially important for achieving for the ground state
energy and mere prediction of 3D structure is not enough for the prediction of ground state energy.

From the simulations, 36 were achieved ground state energy < ΔG = 0 within 50 ns, whereas 14 peptides
were > ΔG = 0 even after completion of 50ns.

Ground state energy values for each peptide at different time frames along with the least energy value and
statistical data (Mean and Standard deviation). All the values in kcal/mol. The complete data is provided
in Supplementary File 1.

3.2 Protein folding using VQE
Protein folding using VQE which is a quantum algorithm using resource e�cient method using Amazon
Bracket local simulator and SV1 state vector simulator. The 50 peptides were subjected to VQE based
protein folding. The ground state energy for each of the peptide was recorded along with the best outcome
qubit con�guration outcome.

The quantum ansatz circuit was designed with enhanced number of conditional rotational gates
compared to previous studies [9]. The detailed circuit is provided in Fig. 3A. The increased number of
gates increases the robustness of the circuit with dual conditional rotational gates. The �rst seven qubits
represent the for seven amino acids and two are the interaction qubits. The qubit con�guration and dense
coding was done corresponding to guidelines from [9].

The ground state energy for the each of the 49 peptides (98%) was found to be with < ΔG = 0 and 1 peptide
(2%) with > ΔG = 0. This in comparison with MD simulation is better in terms of folding.

The comparison between the ground state energy values was subjected to statistical analysis (two-tailed
t-test) at signi�cant level of 95% (alpha = 0.05). The conclusion suggests that there is signi�cant change
in values with a R-squared value of 0.8032 suggesting an effective �tness of data into the model. A violin
plot Fig. 3B, �gure provides crucial insights into the mean value and kernel density. The count of the
energy values is provided as a histogram provided in Fig. 3C. The complete list of peptides along with the
energy values for both MD simulations and VQE is provided in Supplementary File 2.

The mean value of energy from MD simulation is 2.302 kcal/mol and that of VQE is -5.885 kcal/mol.
With higher number of shots (500000) we achieved minimum outputs for every peptide. Out of 50
peptides under consideration 33 peptides (66%) of the folds had less than 5 outputs with minimum being
1 output and the remainder of 17 peptides (34%) had greater than 5 outputs with the maximum being at
13. This provides conclusive evidence on the optimization of output folds for each of the peptide.

In comparison to the peptides folded in MD simulation, sequence 16 with residues “DPSHQKE” provided 4
outputs with 4 qubit con�gurations. An ground state energy was achieved at -2.97 kcal/mol in comparison
to -1.11 kcal/mol with 44% probability. Figure 4A provides a plot on the energy values calculated at every
iteration and stability achieved after 42 iterations.
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The probability of peptide folding across the 4 outputs is plotted in Fig. 4B along with qubit con�guration
in x-axis. A bead-based representation of folded peptide for the best output probability is provided in Fig.
4C.

Similarly, sequence 19 with residues “KSQHPED” provided 8 outputs with 8 qubit con�gurations. The best
output has a probability of 29% over other outcomes.

The energy value attained is -6.05 kcal/mol compared to -0.98 kcal/mol from MD simulations at the time
frame of 10ns. Figure 4D provides a plot on the energy values calculated at every iteration and stability
achieved after 63 iterations.

The probability of peptide folding across the 8 outputs is plotted in Fig. 4E along with qubit con�guration
in x-axis. A bead-based representation of folded peptide for the best output probability is provided in Fig.
4F. The plots for all the 50 peptides for the minimization of energy values across 100 iterations, the output
plot with probability and peptide fold with residues highlighted in provided in supplementary �le 3, 4 and 5
respectively.
A comparative analysis of peptide folding using VQE and MD simulations-based methods is discussed in
the next section.

4. Discussion
In the current research work, we have used and an optimized circuit with additional conditional rotation
gates, a quantum algorithm for solving the Protein Folding (PF) problem on a regular tetrahedral lattice.
Our model Hamiltonian represents a sequence, with beads symbolizing amino acids and the option to
include side chains as extra beads connected to the main chain. Interactions between amino acids are
based on contacts between neighbouring beads on the lattice, extended to l-NN (l > 1) contacts along
lattice edges for medium to long-range interactions. We've also incorporated penalty terms to prevent
bead overlaps. This Hamiltonian effectively models complex coarse-grained interactions like Lennard-
Jones and Coulombic forces, demonstrating the accurate reproduction of secondary structure elements
through simple adjustments to the interaction potential map.

In the research paper we advocate the accuracy and effectiveness of VQE in providing an optimal ground
energy state value compared to conventional MD simulations to identify fold with a minimum simulation
time of 50ns to each of the peptides.

This work in our opinion the �rst of its kind comparison (till submission of manuscript) on the MD
simulation based folding and Quantum algorithm.

In the methodology and parameters of the previously reported studies are provided in Table 1. The data
was available as supplementary �le with [9].
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Table 1
Comparison of existing models for 3D protein native structure prediction using quantum algorithms

  Perdomo et
al. [35]

Robert, A.
et al [9]

Perdomo et
al. [36]

Babbush et
al. [37]

Babej et
al. [38,
39]

Current
project

Model Hydrophobic-
Polar (HP)

Coarse-
Grained

Coarse-
Grained

Coarse-
Grained

Coarse-
Grained

Coarse-
Grained

Lattice all Tetrahedral all all all Tetrahedral

Types 2

Interactions Nearest
Nearest

Nearest Nearest Nearest
Nearest

Locality l + 2 N 4 N l + 2

Qubits

Scaling

Experiment No IBM QPU D-Wave No Rigetti
QPU

Local
Simulator/
Amazon
Bracket
QPU

Similar to other hybrid algorithms created for future quantum processors, the proposed CVaR-VQE
algorithm is a hybrid quantum-classical algorithm. The genetic algorithm creates a population of
parameters (i.e., an offspring) during each iteration of the VQE algorithm. This population records the
ancestors and incorporates some randomness (by mutation rates) into a highly corrugated potential
energy surface-driven process. This does not imply that other optimizers would perform worse in this
application than the genetic algorithm, though. More details into utilising CVaR-VQE with the COBYLA
classical optimizer is available at Barkoutsos, P et al [40].

For the process of MD simulation, the simulation period plays a very crucial role in achieving the minimum
energy state. In the current work, with 50 peptides of 7 residues each, 28% of the peptides were not able to
fold and achieve < ΔG = 0 withing the simulation time. This leads to performing larger simulation runs and
hence setting a gold standard threshold value for all the proteins/peptides is not a feasible task. For each
peptide/protein the simulation time differs, and it becomes a more tedious task if the proteins have
regions of high disorderedness.

In MD based simulation for peptide folding, the best fold with least ground state energy can reach at any
time frame over the total period of simulation and the to achieve this user need to cluster the peptides

∞ ∞ ∞ ∞ ∞

lth  lth 

log2N

Nlog (N) N 2exp (l) N 2log (N) N 3log (N) N N 2exp (l)

N 8 N 4 exp (N) N 12log (N) exp (N) N 4
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based on RMSD and analyse the energy values. This becomes a hectic task when we handle large protein
datasets with proteins of high disorderness.

With the advent of quantum computing and VQE based algorithms, we can calculate the number of
possible folding outcomes for each peptide in short span of time. The ground state energy values are
calculated along with the folding pattern. Even though the technology, hardware and the algorithms are
still in the initial stages. They provide a promising prospect for the future of protein folding and the
biochemistry involved within.

5. Conclusion
In the study, the amino acids part of disordered regions on proteins are selected at random as peptides for
folding prediction. This is because the disordered regions pose a bigger challenge to protein folding
problem compared to other domain of protein secondary structure.

Our results clearly show that VQE based algorithms can effectively fold the peptides compared to MD
simulation.

Nevertheless, the current VQE model too has certain biases with respect to de�ning the qubit con�guration
and interaction qubits. The current qubits in QPU are limited which also prevents in incorporating large
peptide or protein sequences in the purview of QPU.

With more advancements in algorithms like Quantum Approximate Optimization Algorithm (QAOA) [41]
and its integration with VQE more accurate folding ground state energies can be predicted in near future.

Declarations
Supplementary Materials

Supplementary File 1: Ground state energy values for each peptide at different time frames along with the
least energy value and statistical data (Mean and Standard deviation). All the values in kcal/mol.

Supplementary File 2: The complete list of peptides sequences along with energy values from MD
simulations and VQE in kcal/mol.

Supplementary File 3: The energy values for the individual peptide with minimization of energy values
over the iterations in provided. Please use the bookmarks to navigate for speci�c sequence.

 Supplementary File 4: The output qubit con�gurations plot for the individual peptide with probability
score on y-axis and qubit con�guration on x-axis. Please use the bookmarks to navigate for speci�c
sequence.

Supplementary File 5: The 3D representation of the peptide fold occurred for the each of the peptide with
respect to its best output con�guration is provided. Please use the bookmarks to navigate for speci�c
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Figures

Figure 1

A) Box and whisker showing the least ground state energy values for all the peptides at speci�c time
frame across the simulation time frame. The average value is shown with a black line within the box. B) A
bar plot with count of minimum energy event attained by the peptide at speci�c simulation time. C) The
spline �tting curve with energy in kcal/mol versus time in nanoseconds.
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Figure 2

A) The evolution of peptide folding (green) over the period of simulation time for the peptide 16 sequence
“DPSHQKE” along with energy values in kcal/mol. The folding is overlayed on the RMSD plot with
deviation in angstrom versus time in nanoseconds.

B) The evolution of peptide folding (red) over the period of simulation time for the peptide 19 sequence
“KSQHPED” along with energy values in kcal/mol. The folding is overlayed on the RMSD plot with
deviation in angstrom versus time in nanoseconds.
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Figure 3

A) A detailed pictorial representation of the quantum ansatz circuit with Hadamard, conditional rotational
gates and CNOT gates. B) A violin plot comparing the energy values in kcal/mol for protein folding
achieved via MD based simulation (yellow) and VQE (purple), with black dashed line showing average and
thin line on either side with quartile range. C) A comparative plot of count of number of minimum energy
events with energy range on X-axis in kcal/mol occurred between MD based simulation (yellow) and VQE
(purple).

Figure 4

A) Energy optimization via VQE based simulation for peptide number 16 over number iterations are plot
with energy in kcal/mol. B) The number of output con�gurations obtained along with the probability
values in x-axis. C) The folding pattern for peptide for the best output is shown with amino acids as beads
and single letter code mentioned against each of them. D) Energy optimization via VQE based simulation
for peptide number 19 over number iterations are plot with energy in kcal/mol. E) The number of output
con�gurations obtained along with the probability values in x-axis. F) The folding pattern for peptide for
the best output is shown with amino acids as beads and single letter code mentioned against each of
them.
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