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Abstract
When implementing a quantum circuit for a desired reversible function, an attempt is
made to design an accurate quantum circuit. Then, the quantum circuit is optimized
based on a specific cost function, such as design cost, width (the number of qubits),
depth, etc. In particular, if an in-place subcircuit itself can be optimized while main-
taining its in-place property, it will be a very useful way to increase efficiency without
changing the initial architecture of the entire quantum circuit. Furthermore, since its
(clean) work qubits can easily be utilized in subsequent subroutines of the quantum
circuit, it has an additional important advantage in terms of width. In this paper, for
the first time to the best of our knowledge, we present a global Toffoli-depth reduction
methodology for an in-place version reversible circuit in the case that the given input
circuit is optimized with Toffoli-count. We mainly introduce a process to optimize
the χ internal function block in SHA3-256 to explain our Toffoli-depth reduction
approach preserving the in-place property, and hence, well-balanced five χ quantum
circuits are induced in terms of its width and T-depth. And then, we apply these five χ

circuits to design the entire SHA3-256 cryptosystem. One of the proposed SHA3-256
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quantum circuits has a width of 1600 and a T-depth of 264, and this shows a result
of 50% and 38.9% reduction compared to the previous circuit in terms of width and
T-depth, respectively. Other versions of our SHA3-256 circuits just required 10–33
qubits per one T-depth compared to the previous results which require over 1800 qubits
per T-depth, and so this means that our SHA3-256 circuits are well-balanced. Finally,
we constructed Grover’s algorithm circuit using each version that realized SHA3-256.
When output circuits for the presented method were used, quantum volume values of
Grover’s algorithm circuits became 33 and 50% of the value when the input circuit
was used.

Keywords Quantum circuit · Toffoli-depth · In-place version circuit · SHA3-256

1 Introduction

Many research projects have been conducted on the synthesis or optimization of
quantum reversible circuits [1–12]. An exact circuit that expresses a given reversible
function is tried to create at first, and then an optimization process for a specific cost
function (or cost metric) is performed. Various resulting circuits may be generated
depending on which gate set is used and which cost function is considered to optimize.
The gate set used in circuit synthesis is mainly the NCV (NOT, CNOT, Controlled-V,
and Controlled-V†) gate set or the NCT (NOT, CNOT, and Toffoli) gate set. The cost
function, which is also called QC (Quantum cost), can represent one of the following
metrics [1, 8, 13]:

• T-depth which is the number of T gates processed non-parallelly in a Clifford+T-
based circuit;

• T-count which is the number of T gates;
• Toffoli-depth which is the number of Toffoli gates processed non-parallelly in a
NCT-based circuit;

• Toffoli-count which is the number of Toffoli gates;
• Width which is the number of qubits;
• GC which means the gate count or the number of elementary gates;
• Design cost (DC) which means the design cost of a circuit, that is the sum of the
design costs of gates (Each gate’s design cost can be determined by the number of
NCV gates used for implementation [1].); etc.

T-depth and Toffoli-depth can be well defined concretely as: Given a Clifford+T-
based circuit, T-depth is the maximum number of T and T† gates among critical paths
[8]. Given an NCT-based circuit, Toffoli-depth is the maximum number of Toffoli
gates among critical paths. (A critical path is a path of maximum length flowing from
the input side to the output side for a given circuit [13].)

T gates are representative non-Clifford gates and are known to cost much more and
take significantly longer to run than Clifford gates when considering fault-tolerant
quantum computation (FTQC) [14]. Toffoli gates are one of the composite gates, and
T and T† gates are usually used to construct these gates. So, cost metrics related to
Toffoli gates are often used instead of those for T gates [15].
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Fig. 1 Out-of-place version and in-place version circuits. For a given (reversible) function f:{0,1}n →
{0, 1}m , an out-of-place version circuit tends to return the output values while preserving the input values.
Therefore, it is inevitable to use work qubits. In an in-place version circuit, the states of the qubits repre-
senting the input values are converted to the output values. The number of (additional) work qubits k could
be zero in both versions, but m should not be zero in the out-of-place version. An ancilla-free circuit is an
in-place version circuit but an out-of-place version circuit cannot be an ancilla-free circuit. If the circuit is
based on the NCT gate set and the reversible function f is an even permutation, the in-place version circuit
can be made without work qubits. But if it is an odd permutation, at least one work qubit is needed, so in
this case, k �= 0 [17]

Several optimization or reduction techniques have been proposed that consider
Toffoli-depth (or Toffoli-count) as a cost function [2–7]. These are based on various
techniques such as cut-based balancing, ESOP (Exclusive Sum-of-products) balanc-
ing, ESSP (Exclusive sum-of-pseudoproducts) optimization, the pebbling strategy, and
DAG (Directed-acyclic graphs)-based approaches such as XAG (Xor-And-Inverter
Graphs). They tried to lower Toffoli-depth by making out-of-place version quantum
circuits, in which output values are in work qubits and input values tended to remain
at the end of the resulting circuit [16]. Out-of-place version circuits are advantageous
design forms when input values are still used in subsequent operations (Fig. 1).

These methods are specialized for making out-of-place version circuits, and so an
excessive number of garbage qubits (or dirty borrowed qubits) might be produced
(Sect. 2). These are not techniques that consider the uncomputation (restoration or
clearing) step, which is the process of initializing the state of work qubits, but tech-
niques that allow desired function output values to be written on work qubits, up to
swappings. In these previous studies, there has been no approach to output in-place
quantum circuits in which no output values appear in work qubits, and all work qubits
are initialized. (As a side note, inverse circuits may be utilized to design for conversion
from out-of-place to in-place circuits [18].)

In an in-place quantum circuit, input values of data qubits that are not work qubits
are converted into output values (Fig. 1). In the figure, the number of (additional) work
qubits k could be zero in both versions, but m should not be zero in the out-of-place
version. An ancilla-free circuit is an in-place version circuit but an out-of-place version
circuit cannot be an ancilla-free circuit. As far as we know, no study has suggested a
global Toffoli-depth reduction technique while preserving the in-place property for a
given circuit, in which this in-place input circuit is optimized with Toffoli-count.

In this article, we present a global Toffoli-depth reduction methodology while
maintaining its in-place property for a given quantum circuit.1 This input circuit’s
Toffoli-count is assumed to be optimized. This method is based on the NCT gate set,

1 This paper is based on Lee’s PhD thesis [19]. The PhD thesis contains the contents of a previous work
[10] related to T-depth reduction and SHA-256 and this work.
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and the key idea is to implement the creation and destruction processes of intermedi-
ate values generated in various initial circuits parallel in one single circuit. To achieve
this objective, permutation representations for the reversible circuits can be utilized.
A more detailed explanation of these can be found in Sects. 2 and 3.

This novel approach has the following two advantages:

• Unlike the previous methods, the proposed method does not use excessively many
work qubits but returns a well-balanced circuit for both width and Toffoli-depth
(consequently T-depth).

• Since the in-place version circuit is returned, all clean work qubits used are ini-
tialized to their original states. Therefore, CWQs (clean work qubits), rather than
DBQs (dirty borrowed qubits), can be provided for the next operation design so that
the overall circuit can be constructed more efficiently. (Explanations for CWQs
and DBQs are shown in Sect. 2.)

This reduction technique is divided into two cases to deal with. One is that Toffoli-
count is allowed to increase, and the other is not. Through this reduction technique,
we can experimentally confirm that there is a trade-off between Toffoli-count and
Toffoli-depth. As a side note, DC and execution time of the resulting circuit may be
reduced more by using T-depth reduction techniques [8–10].

To explain ourmethodology concretely, we first apply onχ internal function, which
is used in SHA3-256. As a result, the five χ internal function quantum circuits are
provided: The first version is made through an existing reversible circuit synthesis
and a (global) Toffoli-count reduction method. This version serves as an input circuit
of our presented method. A detailed explanation of this input circuit design pro-
cess is provided in Appendix A. The second and third versions correspond to the
two cases of our presented method, respectively. The last two versions are based on
MBQC (measurement-based quantum computation), so intermediate measurement
meters exist in the circuits. Quantum AND and AND† gates instead of some Toffoli
gates are used to compose these circuits [20]. Their Toffoli-depth values are identical
to the third and fourth versions’ Toffoli-depth values if AND-depth is included in
Toffoli-depth. And then, we present five well-balanced SHA3-256 quantum circuits
and compare them with the previous results: Each version uses different χ internal
function circuits. One of the designed SHA3-256 quantum circuits has width 1600 and
T-depth 264, and this shows a result of 50% (38.9%, respectively) reduction compared
to the previous work in terms of width (T-depth, respectively). Other versions of our
SHA3-256 circuits just required 10–33 qubits per T-depth compared to the previous
out-of-place version results which have over 1800 qubits per T-depth, and so this
shows that our SHA3-256 circuits are well-balanced. Finally, we designed Grover’s
algorithm based on SHA3-256 circuits we created. As a result, quantum volume values
of the algorithm circuit made with the second and third output circuits were reduced
by 66%, and 50% compared to that of the algorithm circuit made with the first input
circuit, respectively.

The main contributions of this paper are summarized as follows:

• For the first time, An approach to reduce Toffoli-depth while maintaining the
in-place property is tried on a Toffoli-count-optimized quantum circuit.
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• We present five well-balanced χ quantum circuits with the in-place property for
this approach.

• By applying one of these five χ quantum circuits on SHA3-256 quantum circuit,
we reduced its width and T-depth to 1600 and 264. Compared to a previous work
[18], this shows 50% and 38.9% reduction in terms of width and T-depth. And
other four well-balanced SHA3-256 quantum circuits, with 10, 25, 11, and 33
qubits per T-depth, respectively, are provided. The previous results [3, 6] have
1933 and 1866 qubits per T-depth, respectively.

• We compared the quantum resources required when designing Grover’s algorithm
circuit for the created SHA3-256 circuits. From quantum volume perspective,
muchmore efficient designswere possiblewhen the output circuits of the proposed
method were used than when the input circuit was used.

The rest of the paper is written as follows. In Sect. 2, Toffoli gate is explained,
which is the main material used in the proposed technique. In addition, qubits’ names
depending on their roles are brieflymentioned.We show that specific permutations can
correspond to some NCT gates in a quantum circuit. This correspondence relationship
will be utilized when choosing several gates and placements when creating initial
circuits. In Sect. 3, before the proposed method is introduced, specific examples using
χ internal function will be given first to make it easier for readers to understand. For
a given input circuit, the output circuit differs depending on whether Toffoli-count is
allowed to increment or not. (Other specific examples of the proposedmethod are listed
in ‘Appendix B.’) In Sect. 4, quantum resource comparisons are presented between
SHA3-256circuitsmadeby theproposed technique and thosemade inprevious studies.
Also, quantum resources required when designing Grover’s algorithm circuits for the
created SHA3-256 circuits are also presented. Finally, we summarize this paper, and
future research tasks are presented.

2 Background

2.1 NCT gate set and name of qubit

As mentioned earlier, when trying to synthesize a quantum circuit, it is generally
designed based on a set of NCV or NCT gates (Fig. 2). CNOT or Toffoli gates con-
ditionally invert the state of a target qubit. In the case of Toffoli gate, if the states of
qubits on the two control lines are 1 (|1〉), the value of the target qubit is inverted.
NOT gate causes a bit-flip on the qubit where the gate is located without any condi-
tions. Toffoli gate can be implemented as a circuit with T-count 7 and T-depth 3 [13].
Our Toffoli-depth reduction technique is applied in the NCT gate set-based quantum
circuit.

Toffoli gate can bemade active under different conditions using other gates (Fig. 3).
It can be made into a gate that operates when the state of one control input is 0 (|0〉)
and the other is 1 (|1〉). We call this an MPT (a mixed polarity Toffoli) gate. More
generally, when the number of control lines exceeds two, it is called a mixed polarity
multiple-controlled Toffoli (an MPMCT) gate [21]. These MPT (or Toffoli) gates will
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Fig. 2 CNOT, Toffoli, and NOT
gates. The more the number of
control lines, the less likely the
gate is activated. For example,
Toffoli gate operates only when
the states of the second and third
qubits are 1 (|1〉). Then, a bit-flip
occurs at the value of the fourth
qubit

Fig. 3 A mixed polarity Toffoli (an MPT) gate. It can be implemented through one Toffoli gate and two
NOT gates or one Toffoli gate and one CNOT gate

be used for the main materials when presenting our Toffoli-depth reduction method.
In this paper, Toffoli gates and MPT gates are used as synonyms.

Meanwhile, qubits are called variously depending on how these qubits are used
when operations are performed in quantum circuits. In this paper, qubits are classified
into three types [15]:

Data qubits exist in quantum circuits as much as the number of Boolean variables
used to express a given reversible Boolean function or truth table. That is, these qubits
contain values of initial Boolean variables at the front of the quantum circuit and
express data information. Our work focuses on designing in-place version quantum
circuits so these data qubits have output values at the end of the quantum circuit.

CWQs (clean work qubits) are a type of work qubits (ancilla qubits) that help
to perform certain operations in quantum circuits. These qubits’ states are known
in advance before a particular operation is performed. After a specific operation is
performed, they are initialized through an uncomputation step. Normally, |0〉 are the
initial states and they are in separate states at the start of the certain operation. All
work qubits used in the circuit built through our proposed method are initialized to
CWQs.

Garbage qubits are a type of work qubits, meaning qubits that have not been ini-
tialized because there is no uncomputation step while a specific operation is done.
Since the values in the qubits are no longer utilized in the remaining operation, they
are called garbage qubits. Work qubits that help but are not initialized before this next
operation is performed are called DBQs (dirty borrowed qubits). So Garbage qubits
can be used as DBQs, not CWQs in the next operation. Operations in a circuit are
designed in a more complex way because DBQs are tried to utilize regardless of the
values inherent in them. Our proposed technique does not produce any garbage qubits
at the end of the circuit.
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2.2 Correspondence between permutations and quantum reversible gates

Various reversible circuit synthesis methods using permutation group theory have
been proposed [17, 22–28]. In this work, permutation group theory is used as an aid to
reduce Toffoli-depth for the in-place version circuit. The idea used is that an operation
for an NCT gate can be expressed as a product of specific transpositions (Theorem 1)
[29].

Theorem 1 For n qubits, a reversible operation for an MP-C(k−1)NOT (a mixed
polarity (k-1)-controlled-NOT) gate can be expressed by a product of 2n−k disjoint
transpositions with the Hamming distance 1.

Basic concepts and theorems about permutation group theory such as transposition
can be found in the literature [30]. When there are n qubits (or n wires), the cardinality
of all binary representation numbers can be 2n . An MP-C(k−1)NOT gate is a k-qubit
gate so there are n-k qubits in the circuit that are not related to this gate. Therefore,
this gate can be expressed using 2n−k transpositions. For example, let us look at Fig. 2
presented earlier. CNOT gate is a 2-qubit gate placed on the first and fifth qubits. If
the state of the input qubits is |00001〉 = |1〉, then the converted state of the (output)
qubits is |10001〉 = |24 + 1〉. Since it is a reversible transformation, it holds in the
opposite direction as well. For this gate to work, the value of the first qubit should be
1, and then an inversion occurs in the last qubit. Since there are 3 unrelated qubits for
this gate, this operation can be expressed as a product of 23 disjoint transpositions. For
each gate in Fig. 2, the corresponding products of disjoint transpositions are expressed
as follows (1). It can be seen that the Hamming distance between two values in each
transposition is 1.

1) CNOT gate: (00001, 10001)(00011, 10011)(00101, 10101)(00111, 10111)

(01001, 11001)(01011, 11011)(01101, 11101)(01111, 11111)

= (1, 17)(3, 19)(5, 21)(7, 23)(9, 25)(11, 27)(13, 29)(15, 31)

=
23−1∏

i1=0

(1 + 2i1, (1 + 24) + 2i1)

2) Toffoli gate: (6, 14)(7, 15)(22, 30)(23, 31)

=
1∏

i4=0

1∏

i0=0

((2 + 22) + i0 + 24i4, (2 + 22 + 23) + i0 + 24i4)

3) NOT gate: (0, 2)(1, 3)(4, 6)(5, 7)(8, 10)(9, 11)(12, 14)(13, 15)(16, 18)

(17, 19)(20, 22)(21, 23)(24, 26)(25, 27)(28, 30)(29, 31)

=
23−1∏

i2=0

1∏

i0=0

(0 + i0 + 22i2, 2 + i + 22i2)

(1)

AnMP-C(k−1)NOT gate on n qubits can be identified by the following information.
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• (p1, . . . , pk): a set of the positions of the control qubits and a target qubit of the
MP-C(k−1)NOT gate where 1 ≤ p1 < · · · < pk ≤ n

• pt : a position of the target qubit where 1 ≤ t ≤ n.
• (b1, . . . , bk) where for i �= t , bi = 0 if pi is an off-control position, otherwise
bi = 1, and bt = 0.

Therefore, the following notation is sufficient to identify an MP-C(k−1)NOT gate on
n qubits.

MPMCT[(p1, . . . , pk; pt ), (b1, . . . , bk)], (2)

where 1 ≤ p1 < · · · < pk ≤ n, bi = 0 or 1, and bt = 0. For example, Toffoli gate in
Fig. 2 can be expressed as MPMCT[(2, 3, 4; 4), (1, 1, 0)].

Now, we introduce a new notation for the product of transpositions corresponding
to the MPMCT[(p1, . . . , pk; pt ), (b1, . . . , bk)]. Firstly, for 20 ≤ 2p1−1 < · · · < 2pk ,
consider the following transposition defined by

TI (a, b) :=
⎛

⎝a + i0 +
k∑

j=1

i j2
p j , b + i0 +

k∑

j=1

i j2
p j

⎞

⎠ , (3)

where I = (i0, i1, . . . , ik) and i j is a non-negative integer for j = 0, . . . , k. When
I = (0, · · · , 0), TI (a, b) = (a, b). It is easily checked that the starting transposition
of the permutation corresponding to an MPMCT[(p1, . . . , pk; pt ), (b1, . . . , bk)] is

(L, L + 2pt−1), where L =
k∑

i=1

bi2
pi−1 (4)

as you can see the above formula (1) for Fig. 2. Finally, the product of transposi-
tions, P[(p1, . . . , pk; pt ), (b1, . . . , bk)], is defined as follows, and it is evident that
its corresponding gate is exactly the MPMCT[(p1, . . . , pk; pt ), (b1, . . . , bk)].

P[(p1, . . . , pk; pt ), (b1, . . . , bk)] =
∏

I∈�

TI (L, L + 2pt−1),

where L =
k∑

i=1

bi2
pi−1, and � = {(i0, . . . , ik) : 0 ≤ i0 ≤ 2p1−1 − 1,

0 ≤ i j ≤ 2p j+1−p j−1 − 1 for 1 < j < k, and 0 ≤ ik ≤ 2n−pk − 1}

(5)

In formula (5), T(0,...,0)(L, L + 2pt−1) = (L, L + 2pt−1) is called a leading-term.
The following corollary is a summarized statement of the above explanation of newly
added notations in this paper, and a rephrased statement of Theorem 1.
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Fig. 4 χ quantum circuit with Toffoli-count 7 (χ -Z1). Toffoli-depth is also 7 and no work qubits are used.
For X ∈ {0,1}, X = X ⊕ 1 = 1 − X

Corollary 1 For n qubits, let MPMCT [(p1, . . . , pk; pt ), (b1, . . . , bk)] be an MP-
C(k−1)NOT gate, where 1 ≤ p1 < · · · < pk ≤ n, bi = 0 or 1, and bt =
0. Then MPMCT [(p1, . . . , pk; pt ), (b1, . . . , bk)] can be expressed by the per-
mutation P[(p1, . . . , pk; pt ), (b1, . . . , bk)] defined by (5), and its leading-term is
(L, L + 2pt−1), where L = ∑k

i=1 bi2
pi−1.

As a side note, a SWAP gate can be expressed as a product of 2n−2 disjoint transpo-
sitions with the Hamming distance 2 in a circuit with width n. This operation, which
changes positions between two qubits, may also be used togetherwithNCTgateswhen
synthesizing reversible circuits. This operation can have an impact on reducing DC at
the logical level by reducing the number of CNOT gates [22]. Swappings were briefly
explained here because SWAP gates are used in the last version among χ circuits to
be presented later.

3 For in-place circuits with Toffoli-count optimized, is it possible to
reduce Toffoli-depth while maintaining the in-place property?

This section introduces a new approach to reducing Toffoli-depth while maintaining
the in-place property. We assume that the input circuit’s Toffoli-count is optimized so
that the circuit’s Toffoli-depth cannot be reduced without the help of (additional) work
qubits or local Toffoli-count reduction rules [22, 31–34]. This Toffoli-depth reduction
methodology is classified into two cases depending on whether or not the change
of Toffoli-count value is allowed. When Toffoli-count increment is allowed, Toffoli-
depth can be expected to be more reduced than when Toffol-count is not allowed to
increase. In both cases, DC (design cost) increases.

To help readers’ understanding, we first explain our approach with χ internal func-
tion in detail. The input circuit for our proposed method is seen in Fig. 4. This function
is a 5-variable reversible transformation, and since the function is an even permuta-
tion, it can be expressed by an ancilla-free circuit. The concrete design process for this
circuit can be found in ‘Appendix A.’ Of course, the synthesis and global Toffoli-count
reduction algorithms for making an input circuit may change according to the user’s
choice. Using this χ input circuit, we show that two version circuits are generated
using our method. After that, the proposed method is described in detail.
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3.1 Toffoli-depth reduction for � function in SHA3-256

3.1.1 Case 1: Toffoli-count is not allowed to increase

First, we consider the case of not increasing Toffoli-count. In this case, the key issues
are whether to find adjacent Toffoli gate pairs capable of parallel processing and
whether the used work qubits can be initialized. It is also important to track changes
in the state values of the qubits in the input circuit. As operations are performed
in quantum circuits, the state value of each qubit changes, and these state values
can be expressed through Boolean expressions. For an in-place version circuit with
Toffoli-count optimized, it is too difficult to convert to a circuit with a further reduced
Toffoli-depth without adding CWQs. Therefore, Toffoli-depth reduction should be
attempted by adding CWQs to this circuit, which means that an uncomputation step
that initializes the state of eachCWQs should also be implemented in the output circuit.

(1) Try to find candidate pairsWe start with theχ -Z1 input circuit in Fig. 4. Because
width of χ -Z1 is 5, parallel processing of Toffoli gates is obviously impossible in χ -Z1
circuit without adding work qubits. Looking at the locations of Toffoli gates, it can be
confirmed that the fifth MPT gate in χ -Z1 circuit is commutative with the third and
fourth MPT gates. Since the on-control line of the fifth MPT gate and the off-control
line of the fourth MPT gate are the same, they can be swapped. Also, if this position
exchange occurs, then the third MPT gate and the fifth MPT gate are adjacent. Since
the on-control part of the third MPT gate and the off-control part of the existing fifth
MPT gate share the same line, these two gates are also commutative. Therefore, there
are two parallel arrangement candidate pairs, the third and fifth gates, and the fourth
and fifth gates in χ -Z1 circuit.

The fact that these pairs are interchangeable can also be confirmed mathematically
using permutation. Through the expression (6), it is confirmed that the selected gates
have disjoint permutations with each other. We denote that the permutations corre-
sponding to the first, second, third, fourth, and sixth gates in the circuit are P0, P2, P4,
P1, and P3, respectively. The index number of each name was selected according to
the target line of each gate.

1st gate P[(1, 2, 3; 1), (0, 0, 1)] : P0 = (4, 5)(12, 13)(20, 21)(28, 29)

2nd gate P[(3, 4, 5; 3), (0, 0, 1)] : P2 = (16, 20)(17, 21)(18, 22)(19, 23)

3rd gate P[(1, 2, 5; 5), (0, 1, 0)] : P4 = (2, 18)(6, 22)(10, 26)(14, 30)

4th gate P[(2, 3, 4; 2), (0, 0, 1)] : P1 = (8, 10)(9, 11)(24, 26)(25, 27)

5th gate P[(1, 2, 3; 1), (0, 0, 1)] : P0 = (4, 5)(12, 13)(20, 21)(28, 29)

6th gate P[(1, 4, 5; 4), (1, 0, 0)] : P3 = (1, 9)(3, 11)(5, 13)(7, 15)

7th gate P[(1, 2, 3; 1), (0, 0, 1)] : P0 = (4, 5)(12, 13)(20, 21)(28, 29)

(6)

(2) Make the computation step First, we try to create the circuit by processing the
third and fifth gates in parallel. The number of qubits common to both gates is 2, so at
least two CWQs should be added to arrange these two gates in parallel. The indices of
these qubits are 0 and 1, respectively. State values required for Toffoli gates in parallel
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Fig. 5 χ quantum circuit with Toffoli-depth 6 and Toffoli-count 7 (χ -Z2). 4 CNOT gates seem to be used
more than inχ -Z1 but itmay be usedmorewhen considering decomposingToffoli gates based onClifford+T
gate library

should be injected in CWQs before placing Toffoli gates parallelly. These state values
can be injected by newly adding CNOT gates or changing the positions of existing
Toffoli gates. In Fig. 5, the values in data qubits with index 0 and 1 are copied through
CNOT gates to CWQs. The location of the CNOT gates installed in the front part of
the circuit is arranged so that they are adjacent to Toffoli gates processed in parallel.

(3) Try tomake the uncomputation stepAfter the third and fifth gates are placed to be
arranged in parallel, an initialization attempt is made for each CWQ. To be initialized,
all inserted values in eachCWQ should become zero by theXOR andANDoperations.
We first investigate a CWQ that corresponds to index 0. Of course, when calculating
a state value in a CWQ, the gate using the CWQ as a control qubit can be ignored.
Only gates using this qubit as a target qubit need to be considered when tracing the
state value. In the case of this CWQ, this CWQ is initially injected with the state value
K0 ⊕ K1K2. Then, the state value K1(K2 ⊕ K3K4)(=(K1 ⊕ K2K3)(K2 ⊕ K3K4))
is added. The state value generated by Toffoli gate and CNOT gate at the end of the
circuit is the same as the state value K0 ⊕ K1K3K4. The injected state values are
duplicated. Therefore, the first CWQ can be initialized to the state |0〉. In this way,
this CWQ contributes to Toffoli-depth reduction in the computation step and helps
to generate other output values, and then is initialized to the state |0〉 using the state
values remained in the uncomputation step (7).

Initialization for CWQ with index 0 in χ − Z2 (Fig. 5):

(K0 ⊕ K1K2) ⊕ K1(K2 ⊕ K3K4) ⊕ (K1 ⊕ K2K3)(K2 ⊕ K3K4) ⊕ (K0 ⊕ K1K2) = 0

(7)

This initialization is possible because two necessary conditions are satisfied. First,
A Toffoli gate that shares the target line with the fifth MPT gate exists at the back of
the circuit. Thanks to the existence of this gate, operations that cannot be made with
NOT and XOR (Exclusive-OR) operations can be performed, such as AND operations
in the uncomputation step for this CWQ. The target part of this seventh Toffoli gate
P0 is moved to a work qubit to initialize the work qubit. Second, the state values to
be erased in work qubits should be created in the circuit beforehand. This condition is
also satisfied because the function value K0 ⊕ K1K2 was generated in the front part
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Fig. 6 χ quantum circuit with 2 work qubits with an incomplete uncomputation step. Unless Toffoli-count
is increased, the state value K1 of the first CWQ cannot be initialized with the remaining state values in the
uncomputation step

of the circuit through the first MPT gate. (Each time a state value is injected, an XOR
operation is performed, and we can check what state value is currently contained in the
qubit.) Therefore, the uncomputation step for this work qubit can be well-constructed.

For the second CWQ, the initial state value K1 in the qubit with index value 1 is
injected through CNOT gate. Since there is no operation process for this index before
the operation of the fifth Toffoli gate of χ -Z1 is performed, this CNOT gate only needs
to be placed before the fifth Toffoli gate. This CWQ is used only as an off-control part
of the parallelized Toffoli gate P[(3, 6, 7; 6), (1, 0, 0)] in χ -Z2 circuit. Since the state
value injected in the computation step is K1 and this value exists in other qubits in
the uncomputation step, the uncomputation step for this CWQ can be designed easily
with only one CNOT gate.

(4) Try to reduce Toffoli-count (consequently Toffoli-depth) further As someToffoli
gates’ control or target lines change, it’s likely to reduce Toffoli-count (consequently
Toffoli-depth) by the existing Toffoli-count reduction methods [22, 31–34]. Unfortu-
nately, further Toffoli-depth reduction is not possible in the case of the χ -Z2 circuit.
There are no Toffoli gates that share 2 control lines or 1 control line and 1 target line.

Another example: A failure case This time, let’s determine whether the fourth and
fifth MPT gates of χ -Z1 can be arranged in parallel (Fig. 6). As in the previous case,
the number of commonly used qubits is 2, so it is required to add at least 2 CWQs.
The common qubit indices are 1 and 2.

If the circuit is designed with the logic just explained, the uncomputation steps
for one of two CWQs cannot be performed completely. This is because necessary
conditions are not satisfied. There is no Toffoli gate with the same target line behind
the fourth Toffoli gate P1. Also, it is difficult to inject the state value K1 back into the
first CWQwithout increasing Toffoli-count. The state value K1 cannot be erased only
by NOT and XOR operations.

Remark: Why cannot we use existing methods? Some readers may think that a
circuit with reduced Toffoli-depth could be created by using existing methods, such as
the Bidirectional and Simulated Annealing algorithms presented in ‘Appendix A’ after
specifying the number ofwork qubits needed.However, since the SimulatedAnnealing
algorithm uses DC as a cost function, it is difficult to return an exact circuit with an
increased cost. The total design cost for the desired circuit will increase because the

123



Toffoli-depth reduction method preserving in-place quantum… Page 13 of 43 153

Fig. 7 χ quantum circuit with 2 CWQs. If we put this circuit as an input circuit to the simulated annealing
algorithm, it is hard to get χ internal function circuit of Toffoli-depth 6 or less that we want. It probably
returns the circuit χ -Z1 or the circuit with almost the same DC with χ -Z1

number of CNOT gates increases. That is, this Simulated Annealing algorithm cannot
be used directly for our goal. As in Fig. 7, consider the circuit configuration assuming
that two CWQs are determined to be used in advance. Two χ -Z1 circuits and two
CNOT gates could be installed for the uncomputation step for these two CWQs. If
this circuit is used as an input circuit for the simulated annealing algorithm, an output
circuit that uses the amount of almost the same resource with χ -Z1 would be returned.
Therefore, χ -Z2with Toffoli-depth 6 or less is not likely to be created with the existing
methods.

3.1.2 Case 2: Toffoli-count is allowed to increase

Sketch: Logic for the method’s application to χ -Z1We allow Toffoli-count to increase
this time. When Toffoli-count increases are allowed, much more complex ideas are
exploited. Therefore, the logic used when applying to the χ -Z1 circuit is briefly men-
tioned first through this Sketch subsection.

Some certain values are generated after passing through each gate in χ -Z1 circuit.
Among these, there are not result values but intermediate state values that are created
and then disappear. Intermediate valuesmean state values that are created and removed
in the middle of a circuit and can be expressed as Boolean expressions like input and
output state values. We paid attention to this intermediate state value’s creation and
destruction process. In the case of χ -Z1 circuit, the intermediate value K0 ⊕ K1K3K4
is created in the middle part of the circuit, and this value is converted to K0 ⊕ K1K2.
Five of the seven Toffoli gates were involved in this generation and conversion process.
The pair of result values of this five-gate circuit is (K0 ⊕ K1K2, K1, K2 ⊕ K3K4,
K3 ⊕ K4K0, K4). The states of the second and fifth qubits are maintained as K1 and
K4, and the remaining three qubits consist of the result values we are looking for.

Wewondered if there existed four other circuits that were symmetrical to this circuit
and produced different function value pairs (8). ** stands for a ‘don’t care’ output [1].

(∗∗, K1 ⊕ K2K3, ∗∗, K3 ⊕ K4K0, K4 ⊕ K0K1)

(K0 ⊕ K1K2, ∗∗, K2 ⊕ K3K4, ∗∗, K4 ⊕ K0K1)
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(K0 ⊕ K1K2, K1 ⊕ K2K3, ∗∗, K3 ⊕ K4K0, ∗∗)

(∗∗, K1 ⊕ K2K3, K2 ⊕ K3K4, ∗∗, K4 ⊕ K0K1) (8)

If such subcircuits exist, then we try to place a total of 5 subcircuits in parallel in
one circuit. As a result, three χ operations could bemade. That is, three pairs of overall
result values (K0 ⊕ K1K2, K1 ⊕ K2K3, K2 ⊕ K3K4, K3 ⊕ K4K0, K4 ⊕ K0K1) will
be created, and two of these result value pairs can be initialized through CNOT gates
located at the end of the circuit.

We were wondering how to find the subcircuits that produce the result values in
expression (8). In particular, selecting the don’t care outputs of these circuits was a
major concern. Recall that our goal is to create a circuit with reduced Toffoli-depth.
Therefore, in order to consider simultaneously finding four circuits that produce the
result values in expression (8) while having a Toffoli-depth value of 7 or less, we
decided to look for other forms of circuits that implement the complete χ function.
In other words, we filled all the don’t care outputs with the function values we were
looking for. Thenwe took the necessary subcircuits from theχ -Z1 and otherχ function
circuits.

Since three χ operations are created, 10 work qubits (CWQs) should be added. The
fact that three χ operations are made can be mathematically verified through permu-
tation group theory before designing the resulting circuit. The permutation expression
created through 25 gates used in 5 subcircuits is equivalent to exactly 3 χ operations
(6,A2). Additionally, it may be possible to further reduce Toffoli-depth by removing
and copying values through CNOT gates.

The method consists of 3 steps when Toffoli-count is allowed to increase like in
the previous case. χ reversible function is used as a specific example again.

(1) Try to make initial circuitsWe first try to create circuits having the same Toffoli-
count value with the input circuit χ -Z1. We call these circuits initial circuits. The
permutation order in χ -Z1 circuit is in the following order (9).

P0 → P2 → P4 → P1 → P0 → P3 → P0 (9)

It tried to make an initial circuit where P3 gate comes first among Toffoli gates.
(As mentioned in Sect. 2, the control parts’ activation conditions can be changed using
NOT and CNOT gates, so it is enough to consider the placement of the P3 gate only.)
P3 gate is moved to the beginning of the circuit. The current circuit is as follows (10).
Two adjacent P0 gates are canceled.

P3 → P0 → P2 → P4 → P1 (10)

Now, we add several MPMCT gates to convert back to an exact circuit. Conditional
equations and positions of these gates can be found and expressed through permutation
group theory. We compare the operation made by the current circuit and the operation
made by χ internal function (A2,6) using permutation expressions. As a result, we
can get an equation in permutation expressions (11).

(1, 9, 3, 11) = a0(1, 9)(3, 11)a1(9, 11)a2 (11)
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Fig. 8 Another version for χ quantum circuit without ancilla. Transformation rules were used while making
this circuit

(1,9)(3,11) is obtained from P3 and (9,11) is obtained from P1 in the current circuit
(10). It is not hard to get an answer a0 = identity operation, and a1 = a2 = (1,9)(3,11).
a1 gate can be anywhere between the first P3 and the last P1 gate, and a2 gate should be
placed after P1 gate. After installation, they can be transformed into two P3 by local
Toffoli-count reduction or transformation rules (Fig. 8) [22, 31–34]. Since a circuit
with Toffoli-count 7 has been created, the simulated annealing algorithm does not
need to be used as a global Toffoli-count reduction method in this case.

As mentioned earlier, we examine the intermediate value K0 ⊕ K1K3K4 that are
generated and disappear in the input circuit. There are a total of 5 gates used to generate
and destroy the intermediate value, and the circuit made up of these gates has 3 of
the 5 result values we want. Therefore, in order to complete the χ operation multiple
times, we found five initial circuits including the input circuit (12).

Of course, it is possible to swap places between some gates in circuits without
changing the entire operation by local transformation rules, and so some gates can be
placed in a different order in the respective initial circuits. It was mentioned above
that P4 and P0 and P1 and P0 are commutative in the input circuit χ -Z1.

P0 → P2 → P4 → P1 → P0 → P3 → P0
P3 → P0 → P2 → P4 → P3 → P1 → P3
P1 → P3 → P0 → P2 → P1 → P4 → P1
P4 → P1 → P3 → P0 → P4 → P2 → P4
P2 → P4 → P1 → P3 → P2 → P0 → P2

(12)

(2) Try to implement a circuit that processes flows for intermediate values simul-
taneously After making the initial circuits, we proceed to the second step. We can
estimate a lower bound for Toffoli-depth value of the output circuit by examining
the process of generation and conversion for intermediate state values. To create the
desired circuit, both the processes of generating intermediate state values in the initial
circuits and converting them into final output values (or other intermediate state values
that follow) should be included parallelly in the circuit. For example, when generating
the intermediate value K0 ⊕K1K3K4 in χ -Z1 circuit, the necessary sequence of gates
is P0 and P2 → P0. The sequences for gates needed to create other intermediate values
are found from different initial circuits (13).

|0〉 → |K0 ⊕ K1K3K4〉 : P0&P2 → P0
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|0〉 → |K1 ⊕ K2K4K0〉 : P1&P3 → P1
|0〉 → |K2 ⊕ K3K0K1〉 : P2&P4 → P2
|0〉 → |K3 ⊕ K4K1K2〉 : P3&P0 → P3
|0〉 → |K4 ⊕ K0K2K3〉 : P4&P1 → P4 (13)

Additional operations are required to convert all of these intermediate values into
output values along with the initial values (14). Considering (13) and (14), it can be
expected that Toffoli-depth of the output circuit will be at least 5. That means, the sum
of Toffoli-depth for the (final) intermediate values generation and that for conversion
of these intermediate values to the final output values is a lower bound for Toffoli-depth
in the output circuit. Toffoli-depth could be reduced by the number of Toffoli gates that
do not participate in the processes for generating and removing intermediate values
in the initial circuits. As a side note, through the logic described above, an estimated
value 25 for Toffoli-count could also be obtained.

(|K0 ⊕ K1K3K4〉, |K3〉) → (|K0 ⊕ K1K2〉, |K3 ⊕ K4K0〉) : P3 → P0

(|K1 ⊕ K2K4K0〉, |K4〉) → (|K1 ⊕ K2K3〉, |K4 ⊕ K0K1〉) : P4 → P1

(|K2 ⊕ K3K0K1〉, |K0〉) → (|K2 ⊕ K3K4〉, |K0 ⊕ K1K2〉) : P0 → P2

(|K3 ⊕ K4K1K2〉, |K1〉) → (|K3 ⊕ K4K0〉, |K1 ⊕ K2K3〉) : P1 → P3

(|K4 ⊕ K0K2K3〉, |K2〉) → (|K4 ⊕ K0K1〉, |K2 ⊕ K3K4〉) : P2 → P4

(14)

We can also roughly estimate howmany CWQswill be needed. A circuit consisting
only of gates involved in the intermediate value creation and deletion process returns
only three result values in the desired output pair (8). Of course, the desired output
pair is (K0 ⊕ K1K2, K1 ⊕ K2K3, K2 ⊕ K3K4, K3 ⊕ K4K0, K4 ⊕ K0K1), as shown
in (A1). Therefore, if 5 subcircuits are processed in parallel, 3 output pairs will be
created. Since 5 qubits are used to represent one output pair, a minimum of 10 CWQs
are required. So about (5+10)/5 = 3 pairs of χ output values are expected to create in
the desired circuit. A total of 15 qubits are expected to be used. CWQs are initialized
using the output values and CNOT gates in the rear part of the output circuit.

(3) Check if Toffoli-depth could be reduced more The last step is to check if further
Toffoli-depth reduction is possible. If the number of CWQs used when function values
(or intermediate values) are created is twice more than the number of data qubits, then
some qubits may be initialized easily and some values may be duplicated with only
CNOT gates without Toffoli gates. Several qubits have the same input values (or
intermediate values) at the middle part of the circuit made in the previous step. The
number of CWQs used for the output circuit is 10, and after the first Toffoli-depth time
slice, five input values (K0 to K4) exist duplicated, respectively. CNOT gates can be
used to delete input values contained in five among ten work qubits and inject other
existing values (15). It is noteworthy that CNOT gates can make the effect of Toffoli
gates at this time. By using this last step, Toffoli-count and Toffoli-depth could be
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Fig. 9 χ quantum circuit with Toffoli-depth 4 and Toffoli-count 20 (χ -Z3). We can roughly estimate a
lower bound for Toffoli-depth and Toffoli-count in advance. 20 Toffoli gates are grouped by 5 to form
Toffoli-depth 4

reduced more. In conclusion, a circuit with Toffoli-count 20 and Toffoli-depth 4 was
created (Fig. 9).

(K0 ⊕ K1K2, K0, K0) → (K0 ⊕ K1K2, 0, K0) → (K0 ⊕ K1K2, K0 ⊕ K1K2, K0)

(15)

Another example: A failure case It is not always possible to create in-place version
circuits with reduced Toffoli-depth, even if we can build some initial circuits for a
given input circuit. This is because processes in which intermediate values are created
and removed in initial circuits should exist and also be able to be installed to process
in parallel within the desired circuit. In Fig. 10, two initial circuits with Toffoli-count
2 are shown as an example. These circuits are expected to have the minimum Toffoli-
count for output values. First of all, it is difficult to proceed with the second step
because any intermediate value is not generated in the first initial circuit. Also, the
number of duplicate values is not constant, so it is also hard to proceed with the last
step. The number of work qubits is insufficient for initialization and value copying as
well. It seems difficult to create a circuit with Toffoli-depth lower than the maximum
value in multiplicative complexities among the function values. There may be future
research about the relationship between Toffoli-depth and multiplicative complexities
in the in-place circuit.

3.2 Our Toffoli-depth reductionmethod for in-place version circuits

In this subsection, the proposed method is described. Two sub-methods depend on
whether Toffoli-count value increase is allowed. The input circuit for our method is
assumed to be Toffoli-count optimized. NCT gate library is used during the process.
Permutation group theory and Boolean algebra are utilized within the technique.
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Fig. 10 A failure case when Toffoli-count value is allowed to increase. It seems hard to make Toffoli-depth
smaller than the maximum value in multiplicative complexities among output values

3.2.1 Case 1: Toffoli-count value is not allowed to increase

When Toffoli-count increase is not allowed, the following procedure is performed.

1. Try to find candidate pairs For a given in-place version input circuit, find adjacent
pairs of Toffoli gates that can be parallelized. That is, pairs of gates that are com-
mutative with each other are tried to find. For example, if two gates share only
control lines, they may be parallelized by adding CWQs. Commutativity for two
Toffoli gates can be checked by their activation conditions or permutation group
theory.

2. Make the computation step One of the gate pairs is selected and the computation
step installation is attempted. CWQs are added as much as the number of lines
(or the number of qubits) commonly used by gates in the pair. These two Toffoli
gates are newly placed to achieve parallel processing. Of course, It is necessary
to install CNOT gates between the data qubits and CWQs before placing these
two Toffoli gates. These CNOT gates may be installed adjacent to the parallelized
Toffoli gates.

3. Try to make the uncomputation step NOT and CNOT gates are placed so that the
uncomputation step for CWQs is implemented. The desired reversible function
(output) values are returned in the data qubits, up to swappings. The starting point
of each CWQ’s uncomputation step may be different.

4. Try to reduce Toffoli-count (consequently Toffoli-depth) further Finally, check if
further Toffoli-count reduction is possible for the circuit created in the previ-
ous step. Even if Toffoli-count reduction is successful, Toffoli-depth may not be
reduced.

As mentioned earlier, adding CWQs is essential, and the uncomputation step for
these CWQs should be implemented in the output circuit. Finding a pair of paralleliz-
able Toffoli gates does not always guarantee the generation for an in-place version
quantum circuit with Toffoli-depth reduced. This is because CWQs may not be ini-
tialized and become garbage qubits. Therefore, two necessary conditions are required.
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First, for at least one of the two Toffoli gates in a candidate pair, its target line and
the target line of the third MPT gate behind them should be the same. Then, the
uncomputation process for work qubits may be possible because only NOT and XOR
(Exclusive-or) operations cannot produce an arbitrary binary operation like the AND
operation. So when initializing CWQs, the target line position of some Toffoli gates
may be changed.

Also, since the uncomputation step is completed through CNOT gates, the corre-
sponding state values in work qubits should be created or remain in other qubits in
advance. Each CWQ can be initialized only with state values remaining in data qubits
and other CWQs after being used for parallel processing of Toffoli gates. CWQs are
initialized if the values of all imported values are duplicated.

Due to these two conditions, the existence of a candidate pair does not always lead
to the desired circuit. As a side note, the uncomputation step of each CWQ may start
and end at different times. This may sound trivial since not all gates can perform
operations simultaneously.

Some readers may wonder why this case is referred to as ‘Toffoli-count is not
allowed to increase.’ Since an input circuit is assumed to have an optimized Toffoli-
count value, it seems enough to say ‘Toffoli-count is invariant.’However, as the number
of work qubits increases and the positions of the control and target lines of the gates
change (global) Toffoli-count reduction may become possible. Therefore, there is a
further reduction step as the final step. Consequently, Toffoli-depth value may be
further reduced according to the step. An example of a further reduction can be found
in ‘Appendix B.’

In addition to themethodsmentioned in this main text, there is a case where Toffoli-
depth is reduced obviously. This is a case where the existing state is restored in the
middle of the circuit. In this case, Toffoli-depth can be easily reduced: The CWQ
with the existing state can be initialized easily. Related examples can also be found in
‘Appendix B.’

3.2.2 Case 2: Toffoli-count is allowed to increase

As Toffoli-count increases, DC of the result circuit tends to increase more than that
of the given input circuit, so the existing DC optimization algorithms such as the
simulated annealing algorithm cannot be used directly for Toffoli-depth reduction as
mentioned above. The main idea is to try to arrange the processes for generating and
removing intermediate values in different initial circuits parallel in one single circuit.
There is room for Toffoli-depth to be reduced by the number of Toffoli gates, which
are not related to the intermediate values. We investigate how many output values in
the desired output pair are generated in each subcircuit consisting only of gates related
to the generation and destruction of intermediate values. This allows us to know in
advance how many subcircuits are needed and approximate Toffoli-depth value and
number of CWQs of the resulting circuit. The process below is followed when Toffoli-
count increase is allowed. The task of making several initial circuits with a given input
circuit should be performed first.

1. Try tomake initial circuitsWeattempt to create different versions of circuitswith the
same Toffoli-depth for the given input circuit. We look for circuits that implement
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the same reversible function but have different orders of Toffoli gates. They are
called initial circuits.When creating these circuits, we can get help from the existing
synthesis and optimization algorithms. The reason for finding these initial circuits
is to find subcircuits consisting of gates related to the intermediate values generated
within each initial circuit. We call these subcircuits (or the sequence of these gates)
essential circuits.

2. Try to implement a circuit that processes flows for intermediate values simultane-
ously It is tried to combine essential circuits (in initial circuits) made in the previous
step into one circuit. Both the order of Toffoli gates used, and the process of creating
and removing intermediate state values made in the initial circuits are investigated.
That means the sequence for Toffoli gates can be gotten by checking the process of
generating intermediate values and converting these values into the next interme-
diate values or output values. At the beginning of the result circuit, the initial state
values of the data qubits are copied through CNOT gates. The number of CWQs
needed can be estimated according to the number of output values in each essential
circuit. If the size of the output value pair is n (which means that the bit-length of
the function value is n), and the number of the output values that we look for in
the essential circuit is m, then width of the final circuit may be lcm(n,m) (the least
common multiple of n and m). Thus, the number of CWQs is the lcm value minus
the bit-length n of the function value. (If the desired function is an odd permuta-
tion, the number of CWQs may be required to increase by the number of Toffoli
gates parallel.) Gates are then installed in the circuit so that the processes related
to intermediate values are processed in parallel. Toffoli-depth can be reduced by
the number of Toffoli gates that do not participate in the generation and removal
of intermediate values in the initial circuit. At the rear part of the circuit, all input
and intermediate values disappear, so only output values remain as state values in
qubits. Work qubits with common output values are initialized using CNOT gates.

3. Check if Toffoli-depth could be reduced more If the number of CWQs is 2n or more
when the size of the domain of a given reversible function is 2n , then Toffoli-depth
and Toffoli-count may be reduced more. We check if Toffoli gates can be replaced
with CNOT gates when duplicated state values exist.

In the first step, It is tried to see if several initial circuits can be made by changing
the order of Toffoli gates used in the input circuit. These initial circuits may be made
with the same Toffoli-count for the input circuit. One procedure is suggested to build
one of these initial circuits. The algorithm used is the Simulated Annealing algorithm.
It does not matter if other algorithms [33] are usedwhen creating initial circuits instead
of the simulated annealing algorithm because the global Toffoli-count optimization
process is just required to create an initial circuit. An example of the process for the
first step is as follows.

1. We choose one Toffoli gate in a given input circuit and move to it at the front of
the circuit.

2. Several MPMCT gates are installed so the desired (reversible) function operations
are restored in the current circuit. MPMCT gates to be installed and their positions
can be found through permutation group theory. After installation, this exact circuit
may have an increased Toffoli-count value. Toffoli-count may be reduced through
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local Toffoli-count reduction or transformation rules [22, 31–34]. If a circuit with
the same Toffoli-count for the input circuit is made, there is no need to go to the
next step.

3. The simulated annealing algorithm can be used as a global Toffoli-count reduction
method in this step. This algorithm takes the exact circuit made in the previous step
as an input circuit. It is attempted to make a circuit with the same Toffoli-count,
while the order of Toffoli gates is different. If any circuit desired is not made up
to this step, it means that it is difficult to make the initial circuit have the same
Toffoli-count value as the input circuit.

In fact, the process of creating this initial circuit can be made very simple in special
cases. If the output values have all the same form, simply relabeling and rearranging
the qubit values are sufficient [35]. The abovemethod describes the process of creating
an initial circuit in general.

Before starting the second step, the approximate number of CWQs required can
be estimated by checking the number of output values in the essential circuits. Also,
Toffoli-depth of the output circuit can be estimated by examining the creation and
destruction processes for intermediate values in advance. Toffoli-depth could be
reduced by the number of Toffoli gates that do not participate in the process of gener-
ating and transforming intermediate values in the initial circuits.

4 Quantum resources comparison

We consider χ internal function block in SHA3-256 as a concrete example in our
proposed method. Five versions of χ internal function circuits are presented. We
additionally describe designing the fourth and fifth version quantum circuits using
MBQC in ‘Appendix C.’ We compare the quantum resources required in χ circuits
made in previous studies with those of the circuits made by our method. Five versions
of the entire SHA3-256 circuit can be proposed according to our χ circuits’ version,
and their quantum resources are also compared with those of the circuits in previous
studies [3, 6, 18]. A metric Width/T-depth is used to show that our circuits are well-
balanced.2 Lastly, we created Grover’s algorithm circuits based on the SHA3-256
circuits and calculated quantum resources for these circuits. By multiplying Width
and Toffoli-depth values, it is confirmed that the algorithm circuit is designed more
efficiently when the circuit applying our technique is used than when it is not.

2 Some readers might think this metric is inappropriate for explaining the ‘balance’ of the quantum circuit
and the term ‘balance’ doesn’t need to be mentioned. We want to show the difference between in-place and
out-of-place circuits numerically.
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4.1 Quantum resources comparison for � internal function

Table 1 shows the quantum resources required when designing each version circuit
and those for the circuits in previous studies [3, 6, 18]. Since these χ circuits are based
on the NCT gate library, T-depth is optimized using T-depth reduction techniques after
decomposing Toffoli gates into Clifford+T gates [8–10].

All of the proposed circuits are in-place version quantum circuits that do not require
an inverse function circuit unlike the circuit in the previous study [18]. χ -Z1 has fewer
qubits and Toffoli-depth (and T-depth) than χ+χ−1 circuit [18]. Since χ -Z2 uses more
qubits and T and T† gates than χ -Z1, DC is bigger at the FTQC level as well as the
logical level. However, since T-depth is smaller than that of χ -Z1, the execution time
is expected to be shorter when considering FTQC. The optimized T-depth for χ -Z3
is 8, so it seems not much different from the performance of χ -Z2. χ -Z4 and χ -Z5
are circuits made using MBQC (‘Appendix C’). The execution time may be shorter
or longer than χ -Z2 or χ -Z3, respectively, depending on which physical system is
used to design the quantum circuit. In the case of χ -Z5 circuit, Toffoli-count 20*
refers to the sum of the number of AND and AND† gates with the number of Toffoli
gates. Similarly, Toffoli-depth 4* includes values created by AND or AND† gates.
AND-depth and AND-count occupy half of Toffoli-count and Toffoli-depth each.

Width/T-depth values were not written in this table becauseWidth values of SHA3-
256 quantum circuits in the previous papers can be reduced [3, 6]. The number 20 for
Width in the table can be checked in ‘Appendix D.’ Previous papers did not describe
their χ circuits in detail.

4.2 Quantum resources comparison for SHA3-256 quantum circuit

Before calculating quantum resources for SHA3-256 circuit, the number of input
message blocks should be determined first. It is assumed that the number of blocks in
a padded message is just one which means that the length of the original message is
less than 1087 bits. A more detailed explanation can be found in [36].

Five SHA3-256 quantum circuits are created respectively by combining one of five
χ quantum circuits with the other internal function quantum circuits. In other words,
χ quantum circuits used in each version are different, and the quantum circuits that
implement the remaining four internal functions are all the same. These four internal
function blocks can be implemented as an ancilla-free circuit with only CNOT and
NOT gates without Toffoli gates [18]. As a side note, θ function can be designed
through PLU decomposition or existing linear reversible synthesis methods without
providing work qubits because it is a linear reversible transformation [37–39]. The
remaining three functions (ρ, π , and ι) also do not require the help of any work qubits,
as mentioned in the previous study [18].

In Keccak-f, one of the internal functions of SHA3-256, 320 5-bit χ internal func-
tions are processed in parallel over 24 rounds. That is, χ internal function is used 7680
times in one Keccak-f. Keccak-f quantum circuits made in other studies use work
qubits excessively a lot because they are out-of-place version circuits [3, 6]. (In fact,
their Width values (46,400 and 44,798) can be reduced to 43,200 without any change
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for T-depth and T-count by using CNOT gates for initializing qubits as mentioned
above. See ‘Appendix D’ for more detail.) When T-depth is more considered than
Depth, an out-of-place version circuit for a cryptosystem may look like an inappro-
priate circuit for use in Grover’s algorithm. This is because when an MPMCT gate
existing in the Oracle operator is attempted to be decomposed into Toffoli gates, it can
be decomposed more efficiently with the help of CWQs rather than DBQs so T-depth
of the entire circuit could be smaller [21, 40, 41]. Awell-balanced circuit configuration
for Grover’s algorithm may be achieved using an in-place version subcircuit for the
cryptosystem. The circuit for Grover’s algorithm is examined in the next subsection.

Each circuits made are named SHA3-256-Z1, SHA3-256-Z2, SHA3-256-Z3,
SHA3-256-Z4, and SHA3-256-Z5, respectively (Table 2). For SHA3-256-Z1, both
width and T-count are smaller than the previous SHA3-256 circuit [18], soDC is lower.
Also, since T-depth is smaller, the overall operation is performed in a shorter execution
time. SHA3-256-Z2 is also an upward compatible circuit of the previous SHA3-256
circuit [18], and there is a trade-off between the quantum resources of SHA3-256-Z1
and those of SHA3-256-Z2. SHA3-256-Z4 is a circuit in which MBQC is applied to
the SHA3-256-Z2 circuit, and some Toffoli gates are changed to AND or AND† gates,
so T-count and T-depth are reduced. Width of SHA3-256-Z3 and Z5 is about 11% of
that of the previous Keccak-f quantum circuit [6]. As mentioned above, the superiority
or inferiority of the two circuits (SHA3-256-Z3 and Z5) depends on which physical
system they are based on, that is, according to the performance of (intermediate)
measurement meters in a given quantum environment. The performance difference
between SHA3-256-Z2 and SHA-256-Z4 is also determined for the same reason.

The suggested circuits’ quantum resources are more well-balanced than those
required for designing previous SHA3-256 quantum circuits. Ametric calledWidth/T-
depth is used to show the balances of the circuits. For previous out-of-place version
circuits, Width/T-depth values are all greater than 1866. On the other hand, all the
circuits we made had both width/T-depth values less than 34, which is less than about
1/55 times the values of the previous out-of-place version circuits.

4.3 Quantum resources comparison for Grover’s algorithm

Some readers may be unsure about the usability of the presented method. One could
ask whether it is simply a trade-off between time complexity and space complexity
because width increases and Toffoli-depth (and consequently T-depth) decreases.

We designed the entire Grover’s algorithm using the SHA3-256 circuit we created.
Whenmeasuring the security strength of a cryptographic system (symmetric key cryp-
tosystem, hash algorithm, etc.) in a quantum environment, it is not to calculate the
quantum resources needed to design the cryptosystem but to ultimately calculate the
quantum resources needed to design Grover’s algorithm.

We created several versions of the algorithm circuit and calculated the quantum
volume for each circuit. In this paper, quantum volume refers to Toffoli-depth and
Width of a quantumcircuitmultiplied by a ratio of 1:1 (Table 3).Of course, this 1:1 ratio
is a value we arbitrarily set andmay vary depending on the future direction of quantum
computer development. (If the decoherence constraint is relaxed, the proportion of
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Width will decrease, and if the noise constraint is relaxed, the proportion of Toffoli-
depth will decrease.) Grover iteration number followed the results of one previous
study [15]. In the study, the optimal number of Grover iterations was investigated, and
the number is 0.690. . . · √

2256 for SHA3-256. A single Grover iteration consists of
two cryptosystem circuits and two different MPMCT gates. How to efficiently design
MPMCT gates based on T-depth can be checked in our previous research [41]. The
length of the message was set to 1086, which is the maximum length that one message
block can contain as mentioned above. (As a side note, there is no need to add any
work qubits when creatingGrover’s algorithm circuit [42]. The entire algorithm circuit
can be created from the number of qubits utilized to make the cryptosystem circuit.
) Since the length of the hash value is 256 bits, C255NOT gate can be installed in the
oracle operator, and since the length of the original message is 1086 bits, C1085NOT
gate can be installed in the diffusion operator.

From the table, first of all, it can be seen that Grover’s algorithm circuit can be
designed more efficiently when the cryptosystem is created as an in-place version.
(SHA3-256 in [18], SHA3-256-Z1, Z2, and Z3.) This is because CWQs can be pro-
vided to MPMCT gates, which help the MPMCT gates to be designed efficiently.

To understand the usefulness of the Toffoli-depth reduction technique we proposed,
it is reasonable to compare the case where the SHA3-256-Z1 circuit is used and the
case where SHA3-256-Z2 and Z3 are used. By using the SHA3-256 quantum circuits
created through the presented method as subcircuits, Grover’s algorithm circuit can be
designed much more efficiently. If Toffoli-count increase is not allowed, quantum vol-
ume value becomes approximately 1/3 of the existing value. If Toffoli-count increase
is allowed, quantum volume value becomes about half of the existing value.

5 Conclusion

5.1 Discussion

A methodology is proposed to return an in-place version circuit with reduced Toffoli-
depth given an in-place version circuit with Toffoli-count optimized as an input circuit.
Our proposed method is considered divided into two cases. Based on Toffoli-count
value of the input circuit, one case does not allow an increase, and the other case allows
it. In the former case, candidate pairs of Toffoli gates that may be arranged in parallel
are tried to find, and then the number of required CWQs could be roughly identified.
In the latter case, the core idea is that several different sequences of Toffoli gates with
generating and conversion for intermediate state values are tried to process in parallel
in one circuit. In both cases, additional use for CWQs is inevitable, but CWQs are not
excessively added like in previous studies that made out-of-place version circuits [3,
6].

Asmentioned earlier, the twomain constraints preventing the development of quan-
tum computers are decoherence and noise problems. Currently, it is unknown which
restriction will be relaxed in the future, so creating various versions of circuits that
realize the same operation is a reasonable choice. T-depth (and T-count) might bemore
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critical than Width and FTQC will be considered more in the future so Toffoli-depth
reduction process should be included before processing T-depth optimization process.
Accordingly, multiple versions of circuits can be created through the proposed Toffoli-
depth reduction technique, and this method can ultimately be used as a tool to more
efficiently design application circuits such as Grover’s algorithm.

Many research projects have been and are still being done to optimize the circuits
of cryptographic systems such as symmetric key cryptosystems and hash algorithms.
These circuits tend to enter as subcircuits withinGrover’s algorithm. Therefore, amore
reasonable approach is to ultimately aim to optimize Grover’s algorithm circuit rather
than optimizing these subcircuits. When optimizing any cryptosystem circuit used in
Grover’s algorithm, we should consider how to provide sufficient CWQs to MPMCT
gates, which is another subcircuit.

χ internal function block in SHA3-256 was used to explain as an example. Five
different versions of χ circuits are presented. Five versions of SHA3-256 quantum cir-
cuits depend onwhichχ circuit version is used, and these circuits are all well-balanced
in-place version circuits with appropriate width and Toffoli-depth values. A measure
width/T-depth is introduced to show that the presented circuits arewell-balanced. Each
circuit made is suitable for use as an internal block in Grover’s algorithm because
CWQs rather than DBQs can be provided to the MPMCT gate decomposition, which
is the next operation. It was experimentally confirmed that Grover’s algorithm circuit
was designed more efficiently when using the SHA3-256 circuits to which our method
was applied. As a side note, ideas needed when utilizing MBQC are also presented in
‘Appendix C.’

5.2 Future work

This Toffoli-depth reduction technique preserving the in-place property for Toffoli-
count-optimized circuits is presented for the first time to the best of our knowledge,
so it is not easy to find cases where the technique is applied successfully. Additional
research is needed to see if there is a circuit class towhich this technique can be applied.
In particular, it is not easy to find initial circuits that perform the same (reversible)
operation and have the same Toffoli-count value. If such circuit classes exist and that
circuit can be found beforehand, meaningless work for the next step attempts could
be avoided. Although all the output values have the same form, our method does not
always seem to be applicable.

When increasing Toffoli-depth is allowed, initial circuits with the same Toffoli-
count for a given input circuit are tried to create. In making these circuits, one of the
transposition solutions should be found to generate the original (reversible) function,
but finding this transposition solution does not seem always easy. The time complexity
of this search step for making initial circuits may be studied in the future.

Any method that can prove mathematically that Toffoli-depth or Toffoli-count is
optimized has not been suggested yet. This problem of getting optimal Toffoli-count
(Toffoli-depth) seems to relate to theminimumcircuit size problem. TheMCSproblem
has not been solved in theoretical computer science for decades. If a mathematical
theory can be found or developed that explainswhether Toffoli-depth andToffoli-count
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are optimized, it would be the counterpart of the T-depth and T-count optimization
technique [8, 43]. This theory will explain the trade-off between Toffoli-count and
Toffoli-depth, and determine the number of work qubits required.

Appendix A: Existing reversible synthesis and optimization methods
for the input circuit in our proposedmethod

In this section, several existing techniques are introduced that can be used in generating
the input circuits of our presented technique. We first introduce a reversible synthesis
method that produces accurate circuits called the bidirectional algorithm. The output
circuit from this algorithm can be an input circuit for an optimization technique.
Among the optimization techniques, the simulated annealing algorithm is used that
employs DC as a cost metric. The output circuit from this optimization technique
could be an input circuit for our method. When our technique is applied, an in-place
version circuit with Toffoli-count optimized and based on the NCT gate set is used as
the input circuit. After making the input circuit for our proposed method, the reason
that the simulated annealing algorithm can be used as a global Toffoli-count reduction
technique is mentioned briefly. A proper input circuit for our method may be created
through different synthesis and optimization methods that were proposed before but
not mentioned here [33, 44].

A.1 Synthesis method: bidirectional algorithm

An accurate circuit generation is attempted for a given truth table or (reversible) func-
tion. Since the given reversible function is a one-to-one correspondence function, it can
be expressed as a permutation. It is known that even permutation can be implemented
as a reversible circuit without work qubits [17]. Meanwhile, if a given function is an
odd permutation, an in-place version reversible circuit based on the NCT gate set can
be created only with the help of at least one work qubit. Therefore, it is possible to
determine in advance how many work qubits are required before making an accurate
in-place version circuit from a synthesis algorithm.

In a previous study, a reversible circuit synthesis method called the Bidirectional
algorithm using a given truth table was presented [22]. The reason this is called the
Bidirectional algorithm is that it considers the placement of gates at the front and back
sides of the quantum circuit. The gates placed when implementing a circuit using this
algorithm are MPMCT gates. Locations and gates are selected and placed repeatedly
while the algorithm is running. When the number of Boolean variables considered for
a truth table or invertible function is n, the simplest gate available is the NOT gate and
the largest gate is the Cn−1NOT (or MP-(n-1)-controlled-NOT) gate. Circuits based
on MPMCT gates can be converted into circuits based on NCT gates with the help of
work qubits [45].

As an example for this algorithm, χ internal function in SHA3-256 is used. χ

internal function is represented by the expression (A1) in Boolean algebra [36]. For
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Fig. 11 χ quantum circuit construction with the bidirectional algorithm. The circuit in the figure consists
only of CNOT, C2NOT, and C3NOT gates. According to a previous study, C3NOT gate can be decomposed
into four C2NOT gates [45]. Therefore, this circuit can be composed only of NCT gates

X ∈ {0,1}, X = X ⊕ 1 = 1 − X .

(K4, K3, K2, K1, K0) ⇒ (K4 ⊕ K0K1, K3 ⊕ K4K0, K2 ⊕ K3K4,

K1 ⊕ K2K3, K0 ⊕ K1K2) (A1)

Table 4 shows the truth table for χ internal function. From the truth table, it can be
seen that this function is a 5-variable reversible transformation and is represented by
5 transpositions and 5 4-cycles (A2).

The permutation for χ internal function block: (0)(1, 9, 3, 11)(2, 18, 6, 22)

(4, 5, 12, 13)(7, 15)(8, 10, 24, 26)(14, 30)(16, 20, 17, 21)(19, 23)(25, 27)(28, 29)(31)

(A2)

Since a cycle of length 4 can be decomposed to 3 transpositions, χ internal function
can be expressed as a product of 20 transpositions. It is an even transposition, so it
can be implemented as an NCT gate-based ancilla-free circuit. The quantum circuit
in Fig. 11 is made through the Bidirectional algorithm.

Looking at this figure, any C4NOT gate, which uses five qubits, is not needed to
implement χ internal function as a reversible circuit. Also, since the C3NOT gate can
be expressed as four Toffoli gates, it can be considered that 31 Toffoli gates were used
in this circuit [45].

A.2 Optimizationmethod: simulated Annealing algorithm

The optimization process is usually performed after the correct circuit has been cre-
ated. Since our proposed method is for Toffoli-depth reduction, it is meaningful to
apply the technique only when an input circuit with Toffoli-count optimized is used. If
Toffoli-count is minimal optimized, then Toffoli-depth could not be reduced more
just by (local) Toffoli-count reduction rules without increasing Width. Therefore,
the cost metric we want at this time is Toffoli-count. There have been studies that
have attempted to lower DC values by suggesting a local Toffoli-count reduction
(optimization) method based on template matching or transformation rules [33, 34].
Unfortunately, these methods are not global Toffoli-count reduction techniques and
do not guarantee the return for the optimal circuit. As far as we know, many local
Toffoli-count reduction methods have been proposed, but no method is suggested to
get the optimal Toffoli-count (or Toffoli-depth) provably or efficiently [33].
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We selected the simulated annealing algorithm [1] to reduce Toffoli-count when an
input circuit for our method is made. (As a side note, width is invariant while using this
algorithm.)Thismachine-learning-basedheuristicmethod lowersDC. In fact, the input
circuit for this algorithmmay be set to any circuit, but the exact circuit is recommended
to be used so that the returned circuit is also likely to be exact. In addition, an arbitrary
set of gates can be used, and DC for each gate should be determined in advance. When
using this algorithm, the selected gate set consists of NOT, CNOT, Toffoli, and MPT
gates. Each DC is set to 1, 1, 5, and 5 according to the logic in [1]. Since the cost for
Toffoli gates is much higher thanNOT and CNOT gates, this DC reductionmethod can
be used as a global Toffoli-count reduction method for an NCT-gate-based circuit. For
each iteration in the algorithm, the duration decreases as the temperature goes from
high to low, and a gate within a preselected set and a location in the quantum circuit
are selected. Then, one of the add, delete, and replace operations is performed. This
work creates a neighboring circuit, and its DC is compared with the current circuit’s.
Then, the circuit with the lower DC value is selected. At first glance, this algorithm
may look for a circuit with a local minimum DC value, but because random elements
are used, the globally minimized solution could be returned. Also since this algorithm
is probabilistic, it may return an incorrect circuit. That is, it may return a near-correct
circuit, not a correct circuit for the desired reversible function. Therefore, several
repetitive works might be needed to return an accurate circuit with DC reduced. When
an accurate circuit with reduced DC was returned, this returned output circuit was
used as the input circuit again for this Simulated Annealing algorithm. We discard the
output circuit when it is not exact.

As a result of performing about dozens of times, an in-place version χ internal
function quantum circuit consisting of only 7MPT gates was obtained. We named this
circuit χ -Z1 (Fig. 4). It is an ancilla-free circuit in which no work qubit is used at all.
This circuit is used in our proposed method as an input circuit.

The simulated annealing algorithm can be used as a global Toffoli-count reduction
technique because DC value for Toffoli gates can be set as significantly higher than
those for other gates. (For example, DC values for Toffoli or MPT gates could still be
set to 5 but DC values for other gates could be set to 0.) Also, since the gate set can
be determined in advance, it is suitable for making an in-place version circuit based
on the NCT gate library.

Compared to a circuit created previously (Fig. 12, [18]), it can be seen that both
width and Toffoli-depth (and Toffoli-count) are reduced. They made a χ−1 circuit
separately to configure the uncomputation step. They designed this step by exchanging
the roles of data qubits and work qubits so it is implemented slightly differently from
the usual way. Looking at χ and χ−1 function circuits, data qubits ((|Kt 〉 (t = 0, . . .,
4))) are changed to CWQs (|0〉). This circuit overuses various quantum resources such
as qubits and gates. On the other hand, it is expected that our ancilla-free χ -Z1 circuit
is Toffoli-count optimized among in-place version χ circuits (Fig. 4).
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Fig. 12 χ and χ−1 quantum circuits in a previous work [18]. In fact, χ and χ−1 function blocks were not
presented in detail in the previous study as the figure. χ−1 function circuit shown in the figure are made
ourselves

Appendix B: Examples for our presentedmethod

We present three successful examples of applying the proposed method here. It was
very difficult to find successful cases using existing benchmarks [35]. Therefore, we
created these examples ourselves. The created reversible functions can be expressed
as Boolean expressions as follows (B3). They are called f1, f2, and f3, respectively.
f1 : (K6, K5, K4, K3, K2, K1, K0) ⇒
(K6 ⊕ K0K1, K5 ⊕ K6K0, K4 ⊕ K5K6, K3 ⊕ K4K5, K2 ⊕ K3K4, K1 ⊕ K2K3,

K0 ⊕ K1K2)

f2 : (K4, K3, K2, K1, K0) ⇒
K4 ⊕ K3K2 ⊕ K3K1K0, K3 ⊕ K2K1 ⊕ K2K0K4, K2 ⊕ K1K0 ⊕ K1K4K3,

K1 ⊕ K0K4 ⊕ K0K3K2, K0 ⊕ K4K3 ⊕ K4K2K1)

f3 : (K4, K3, K2, K1, K0) ⇒
(K4 ⊕ K3K1K0, K3 ⊕ K2K0K4, K2 ⊕ K1K4K3, K1 ⊕ K0K3K2, K0 ⊕ K4K2K1)

(B3)

f1 is a 7-bit reversible function, and f2 and f3 both are 5-bit reversible functions
(Table 5). Among the circuits that implement each function, all input circuits are
assumed to be Toffoli-count optimized circuits. Since they are all even permutations,
input circuits can be implemented without using any work qubits. As a side note, there
is previous research on determining whether a given Boolean function is reversible
[46].

B.1 Funtion f 1

f1 has output state values of the same form as the χ function. That’s why the form
of the input circuit f1-Z1 is similar to the form χ -Z1 (Fig. 13). Two pairs of Toffoli
gates can operate parallel without any work qubits, so Toffoli-depth value of f1-Z1
is 9. Therefore, it is meaningless to apply the method when an increase in Toffoli-
count value is not allowed because Toffoli-depth no longer decreases. However, we
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Table 5 Examples for our presented method

Width #ancilla Toffoli-depth Toffoli-count Remark

f1-Z1 7 0 9 11 In-place and input

f1-Z2 9 2 9 11 In-place and output

f1-Z3 28 21 6 42 In-place and output

f2-Z1 5 0 7 7 In-place and input

f2-Z2 7 2 6 7 In-place and output

f2-Z3 15 10 4 20 In-place and output

f3-Z1 5 0 12 12 In-place and input

f3-Z2 6 1 11 12 In-place and output

f3-Z3 6 1 11 11 In-place and output

f3-Z4 15 10 5 25 In-place and output

A total of 10 circuit figures for 3 different functions are presented in this ‘Appendix’

Fig. 13 f1-Z1 circuit. Toffoli-count value is 11 and Toffoli-depth value is 9

drew a figure to show an example circuit where the proposed method was applied
successfully (Fig. 14). An in-place circuit can be created because both of the strong
necessary conditions mentioned in the main text are met.

If Toffoli-count increase is allowed, 21 work qubits are required. In the further
reduction step, Toffoli-depth value can be further reduced by 2. As a result, an in-
place circuit with Toffoli-depth 6 and Toffoli-count 42 was created (Fig. 15).

B.2 Funtion f 2

The circuit created by optimizing the f2 function based on Toffoli-count is the f2-Z1
circuit (Fig. 16). At first glance, it looks similar to the χ -Z1 circuit, but if an increase in
Toffoli-count is not allowed, the idea presented in the main text cannot reduce Toffoli-
depth because it does not satisfy one of the necessary conditions. However, because
an event occurs in which the state value that previously existed within the quantum
circuit is restored in the middle of the circuit, Toffoli-depth can be reduced without
increasing Toffoli-count: The fifth Toffoli gate in the f2-Z1 circuit creates state K2,
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Fig. 14 f1-Z2 circuit. This figure is presented to show an example of the proposed method being applied.
Toffoli-depth value is still 9

Fig. 15 f1-Z3 circuit. 21 work qubits were used. Toffoli-depth value is 6 and Toffoli-count value is 42

and there is a gate (4th gate) that can use this state value. Therefore, a circuit in which
two gates are obviously processed in parallel can be created (Fig. 17).

The f2-Z3 circuit is an output circuit created when Toffoli-count value is allowed
to increase (Fig. 18). It is quite similar in form to the χ -Z3 circuit. Toffoli-depth value
is 4 and Toffoli-count value is 20.

B.3 Funtion f 3

The input circuit f3-Z1 can have both Toffoli-depth and Toffoli-count reduced in the
case of not increasing Toffoli-count (Fig. 19). As in the previous example, an event
where the existing state value is restored occurs in the middle of the circuit so that
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Fig. 16 f2-Z1 circuit. Toffoli-count and Toffoli-depth are all 7

Fig. 17 f2-Z2 circuit. Two work qubits are used, and Toffoli-depth is reduced by 1

Fig. 18 f2-Z3 circuit. Ten work qubits are used, and Toffoli-depth becomes 4 from 7

Toffoli-depth can be easily reduced (Fig. 20). (Global) Toffoli-count reduction is now
possible as the location of the control line of one Toffoli gate is changed. As a result,
Toffoli-count can also be reduced by 1 (Fig. 21). If Toffoli-count increase is allowed,
a circuit with Toffoli-depth 5 and Toffoli-count 25 is created (Fig. 22).
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Fig. 19 f3-Z1 circuit. Toffoli-count and Toffoli-depth are all 12

Fig. 20 f3-Z2 circuit. Toffoli-depth is reduced by 1

Fig. 21 f3-Z3 circuit. Toffoli-count is reduced by 1 through the existing Toffoli-count reduction methods
[22, 31–34]

Fig. 22 f3-Z4 circuit. Toffoli-depth becomes 5 from 12
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Fig. 23 Quantum AND and AND† gates [20]. Quantum AND gate consists of a C2(-iX) gate and a P gate.
The input state value of the target part should be 0. AND† gate uses an (intermediate) measurement meter
and initializes the input value of the target part to 0

Appendix C: Conversion toMBQC-based quantum circuit

This section describes the result of the conversion of our χ circuits to MBQC
(measurement-based quantum computation)-based circuits. If a quantum circuit is
tried to design based on MBQC, (intermediate) measurement meters as well as quan-
tum gates could be introduced [47]. Installing measurement meters in the middle of
the circuit may lower DC or execution time, so it is worth trying to consider MBQC
when constructing a circuit. Measurement meters are used in AND† gates [20]. AND
gates are implemented as gates with T-depth 2 unless aided by any CWQs (Fig. 23).
The product of the two binary input values x and y is returned in the target part of the
gate. When AND and AND† gates are used instead of Toffoli gates, some necessary
conditions are required: The input value of the target part of AND gate should be ‘0.’
Symmetrically, AND† gate takes (x, y, x�y) and outputs (x,y,0).

We tried applying MBQC to χ -Z2 and χ -Z3 circuits, and two ideas were used. The
first is to design the output pair of AND gate and the input pair of AND† gate to be
different. For the output pair of AND gate is (x, y, x � y), if the input pair of AND†

gate is (x ′, y, x � y), the target part x � y of AND† gate could be not initialized to ‘0’
in general. However, if x � y = x ′ � y, then the target part could be initialized. To use
this idea, for a pair of inputs (x ′, y, x � y) of AND† gate, x’, y is set by two of output
values, and x � y is set by the product of those. Also, for the corresponding AND gate
output pair (x, y, x � y), x is set by the input or intermediate value, not the output value.
For example, one of intermediate values x � y = (K0K1 ⊕ K0K2K3) can be obtained
through AND gate using x = K0 and y = (K1 ⊕ K2K3). This value is equivalent to
x ′ � y = (K0 ⊕ K1K2) � (K1 ⊕ K2K3).

The second idea is that some intermediate values are used to generate output val-
ues through Toffoli gates before they are initialized by AND† gates. Looking at the
expression (C4), intermediate values can be used to create one of the output values
K2 ⊕ K3K4.

(K4 ⊕ K0K1) ⊕ (K0K1 ⊕ K0K2K3) = K4 ⊕ K0K2K3

⇒ K2 ⊕ (K3 ⊕ K4K0)(K4 ⊕ K0K2K3) = K2 ⊕ K3K4
(C4)

These two ideas help to create χ circuits where MBQC is applied. As a result,
χ -Z4 and χ -Z5 circuits are created (Figs. 24, 25). In the case of χ -Z4 circuit, two
Toffoli gates have been changed to AND and AND† gates, respectively. This circuit
has T-depth value 8, T-count value 35. One AND gate and one Toffoli gate share one
Toffoli-depth.
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Fig. 24 An MBQC-based circuit where χ -Z2 circuit is converted (χ -Z4). Two Toffoli gates have been
changed to AND and AND† gates, respectively

Fig. 25 A circuit where χ -Z3 circuit is converted by using MBQC (χ -Z5). 10 Toffoli gates and 5 AND and
AND† gate pairs are used. The last two 2-qubit gates are SWAP gates

Half of 20 Toffoli gates in χ -Z3 circuit are replaced with AND or AND† gates in χ -
Z5 circuit. As in χ -Z3, 10 CWQs were used, and Toffoli-depth is the same. However,
this Toffoli-depth 4 includes AND-depth 2. The last two 2-qubit gates in χ -Z5 circuit
are SWAP gates, which are used to properly align the states of the qubits.

For these two circuits, The positions and roles of someCNOTgates andToffoli gates
are swapped according to the two ideas mentioned above when comparing existing
circuits. AND gates swap positions with CNOT gates to use clean qubits as the target
qubits. AND† gates participate in the initialization of work qubits along with CNOT
gates. The conversion method from general circuits to MBQC-based circuits requires
additional research on what constraints are needed more.
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Fig. 26 An out-of-place version circuit for χ internal function [3, 6]. This circuit has not been specifically
addressed in previous studies. Work qubits for AND gates are not displayed. Each AND gate’s T-depth is 1

Appendix D: Out-of-place version circuit for � function

In previous studies [3, 6], out-of-place version circuits for χ internal function were
created. They attempted to reduce T-depth as much as possible while ignoring Width
increment. Figure26 shows an out-of-place version circuit for the χ internal function
we make. Qubits with input values become garbage qubits (or DBQs) because their
state values are no longer used in the next round in SHA3-256. Although it is not
visible in the figure, five more CWQs exist, and they are recycled in each round. If one
work qubit is added to each Quantum AND gate, it can be implemented as a circuit
with T-depth value 1. In other words, it can become a 4-qubit gate with T-depth 1 [20].

As mentioned in the main text, 320 χ internal functions are processed simultane-
ously in parallel in one round. This simultaneous work is repeated 24 times for one
message block. Therefore, assuming SHA3-256 processes one message block when
out-of-place χ circuits are used, 38,400 DBQs are produced in total, and 3200 CWQs
are recycled every round. That means creating a SHA3-256 circuit with T-depth 24
and Width 43,200 is possible (SHA3-256-Z0). This circuit is mentioned in Table 2.
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