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Abstract

The enormous increase in digital scholarly data and computing power combined with recent advances in text
mining, linguistics, network science, and scientometrics make it possible to scientifically study the structure and
evolution of science on a large scale. This paper discusses the challenges of this ‘BIG science of science” — also
called ‘computational scientometrics’ research — in terms of data access, algorithm scalability, repeatability, as
well as result communication and interpretation. It then introduces two infrastructures: (1) the Scholarly
Database (SDB) (http://sdb.slis.indiana.edu), which provides free online access to 20 million scholarly records —
papers, patents, and funding awards which can be cross-searched and downloaded as dumps, and (2)
Scientometrics-relevant  plug-ins  of the open-source  Network  Workbench  (NWB)  Tool
(http://nwhb.slis.indiana.edu). The utility of these infrastructures is then exemplarily demonstrated in three
studies: a comparison of the funding portfolios and co-investigator networks of different universities, an
examination of paper-citation and co-author networks of major network science researchers, and an analysis of
topic bursts in streams of text. The paper concludes with a discussion of related work that aims to provide
practically useful and theoretically grounded cyberinfrastructure in support of computational scientometrics
research, practice, and education.

Introduction

About 45 years ago, de Solla Price suggested studying science using the scientific methods of
science (de Solla Price, 1963). Today, science of science studies draw from diverse fields
such as scientometrics, informetrics, webometrics, history of science, sociology of science,
psychology of the scientist, operational research on science, the economics of science, the
analysis of the flow of scientific information, as well as the planning of science. They gather,
handle, interpret, and predict a variety of features of the science and technology enterprise,
such as scholarly communication, performance, development, and dynamics that are
interesting for science (policy) decisions in academia, government, and industry.

Most studies use either Thomson Scientific’s databases or Scopus, as they each constitute a
multi-disciplinary, objective, internally consistent publication database. A number of recent
studies have examined and compared the coverage of Thomson Scientific’s Web of Science
(WoS), Scopus, Ulrich’s Directory, and Google Scholar (GS) (Meho & Yang, 2007; Pauly &
Stergiou, 2005). It has been shown that the databases have a rather small overlap in records.
In one study, the overlap between WoS and Scopus was only 58.2% while the overlap
between GS and the union of WoS and Scopus was a mere 30.8%. While Scopus covers
almost twice as many journals and conferences as WoS, it covers fewer journals in the arts
and humanities. A comprehensive analysis requires access to more than one database, and
more and more studies also correlate publication output with patent production, funding input,
and other datasets.

While diverse tools exist to crawl, pre-process, analyze, or visualize scholarly data, most of
the tools used in science of science studies today are proprietary or ‘closed source’, making it
hard to impossible to replicate results, to compare new and old approaches, or to agree on
standards.



Cyberinfrastructures, i.e., the programs, algorithms and computational resources required to
support advanced data acquisition, storage, management, integration, visualization and
analysis (Atkins et al., 2003), address the ever growing need to connect researchers and
practitioners to the data, algorithms, and massive disk space and computing power that many
computational sciences require (Emmott et al., 2006). At a time when efficient science and
technology management is urgently needed; researchers need to make sense of massive
amounts of data, knowledge, and expertise; and industry tries to overcome a major recession,
access to an effective science of science cyberinfrastructure becomes highly desirable. The
envisioned infrastructure would provide easy access to terabytes of scholarly data as well as
advanced algorithms and tools running on powerful computers in support of ‘BIG science of
science’ research — also called ‘computational scientometrics’, a term coined by C. Lee Giles
(Giles, 2006). Ideally, the infrastructure would be free, i.e., available to anyone, and open
source, i.e., anybody could see, improve, and add to the software code. It should have means
to record analysis workflows so that others can rerun analyses and replicate results. It should
support the effective communication and discussion of results.

This paper introduces the beginnings of such a science of science cyberinfrastructure: the
Scholarly Database (SDB) and the Network Workbench (NWB) Tool. It starts with a general
introduction of the system architecture, functionality, and user interface of SDB and NWB. It
then demonstrates their utility in three original research studies that exemplify common
workflows for the acquisition and preparation of bibliographic data, temporal data analysis,
network analysis and visualization. The paper concludes with a discussion of related work.

Scholarly Database

The Scholarly Database (SDB) at Indiana University aims to serve researchers and
practitioners interested in the analysis, modelling, and visualization of large-scale scholarly
datasets. The motivation for this database and its previous implementation were presented in
(LaRowe et al., 2007). The online interface at http://sdb.slis.indiana.edu provides access to
four datasets: Medline papers, U.S. Patent and Trademark Office patents (USPTO), National
Science Foundation (NSF) funding, and National Institutes of Health (NIH) funding — over 20
million records in total, see Table 1. Users can register for free to cross-search these
databases and to download result sets as dumps for scientometrics research and science policy
practice.

Table 1. Names, number of records, years covered, and update information for datasets
currently available via the Scholarly Database.

Dataset Name # Records | Years Regular
Covered Update
Medline Publications 14,443,225 1898-2008 Yes
U.S. Patent and Trademark Office Patents 3,710,952 1976-2007 Yes
National Institutes of Health (NIH) Awards 1,043,804 1961-2002 No
National Science Foundation (NSF) Awards 174,835 1985-2004 No

SDB supports search across paper, patent, and funding databases. To search, select a year
range and database(s) and enter search term(s) in creators (author/awardee/inventor), title,
abstract, and full text (keywords and other text) fields; see Figure 1 (left).

The importance of a particular term in a query can be increased by putting a * and a number
after the term. For instance, ‘breast cancer*10” would increase the importance of matching the
term “cancer’ by ten compared to matching the term ‘breast’. Custom database queries can be
run by contacting the SDB team lead and author of this paper, Nianli Ma. Search results



retrieved from different databases can be downloaded as data dumps in csv file format; see
Figure 1 (right).

SDB stores all data in a PostgreSQL database (PostgreSQL Global Development Group,
2009). Full-text search is supported using Solr (The Apache Software Foundation, 2007) to
index the contents of the database. Solr is an industry-standard, open source search server that
can scale to very large amounts of data using replication and sharding. The online interface
was developed in Django (Django Software Foundation, 2009). Django is a web framework
written in the Python (Python Software Foundation, 2008) programming language with
particularly good support for content-oriented web applications.
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Figure 1. Partial search interface (left) and download interface (right) for the Scholarly
Database. Note that the highest scoring record was retrieved from Medline while the second
highest record comes from USPTO.

Network Workbench Tool

The Network Workbench (NWB) Tool (http://nwb.slis.indiana.edu) is a network analysis,
modelling, and visualization toolkit for physics, biomedical, and social science research (Herr
Il et al., 2007). The basic interface comprises a ‘Console’, ‘Data Manager’, and ‘Scheduler’
Window as shown in Figure 2. The top menu provides easy access to relevant
‘Preprocessing’, ‘Modeling’, ‘Analysis’, ‘Visualization’, and ‘Scientometrics’ algorithms.
Information on how to download, install, and run the NWB Tool can be found in the Network
Workbench Tool User Manual (Cyberinfrastructure For Network Science Center, 2009).

NWB is built on Cyberinfrastructure Shell (CIShell) (Cyberinfrastructure for Network
Science Center, 2008), an open source software framework for the easy integration and
utilization of datasets, algorithms, tools, and computing resources. CIShell is based on the
OSGi R4 Specification and Equinox implementation (OSGi-Alliance, 2008).
The Network Workbench Community Wiki (https://nwb.slis.indiana.edu/community)
provides a one-stop online portal for researchers, educators, and practitioners interested in the
study of networks. It is a place for users of the NWB Tool, CIShell, or any other CIShell-
based program to get, upload, and request algorithms and datasets to be used in their tool so
that it truly meet their needs and the needs of the scientific community at large.
Users of the NWB Tool can

e Access major network datasets online or load their own networks.

e Perform network analysis with the most effective algorithms available.

e Generate, run, and validate network models.




e Use different visualizations to interactively explore and understand specific networks.
e Share datasets and algorithms across scientific boundaries.
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Figure 2. NWB Tool interface with Console, Data Manager, and Scheduler Windows, the
Scientometrics menu, and a Radial Graph visualization of Garfield’s co-author network.

In December 2008, the NWB Tool provides access to over 80 algorithms and 30 sample
datasets for the study of networks. The loading, processing, and saving of seven file formats
(NWB, GraphML, Pajek .net, Pajek .matrix, XGMML, TreeML, CSV) and an automatic
conversion service among those formats are supported. Relevant for science of science
studies, the NWB Tool can read data downloaded from SDB, Google Scholar, 1SI Thomson
Scientific Reuters, Scopus, and the NSF award database as well as EndNote and BibTeX
formatted data.

Additional algorithms and data formats can be easily integrated into the NWB Tool using
wizard driven templates. Although the CIShell and the NWB Tool are developed in JAVA,
algorithms developed in other programming languages such as FORTRAN, C, and C++ can
be integrated. Among others, JUNG (O'Madadhain et al., 2008) and Prefuse libraries (Heer et
al., 2005) have been integrated into the NWB as plug-ins. NWB also supplies a plug-in that
invokes the GnuPlot application (Williams & Kelley, 2008) for plotting data analysis results
and the GUESS tool (Adar, 2007) for rendering network layouts. Support and advice in
algorithm integration and custom tool development is provided by the NWB team lead and
author of this paper, Micah Linnemeier.

Exemplary Workflows

This section aims to demonstrate the utility of the SDB and NWB Tool to answer specific
research questions in an efficient and repeatable fashion. Detailed, step-by-step instructions
on how to run these and many other analyses can be found in the Network Workbench Tool
User Manual (NWB Team, 2008) and NWB Tutorial Slides (Borner, 2008).




NSF Funding Portfolios and Co-Investigator Networks of U.S. Universities

The first study aims to answer: What funding portfolios do major U.S. universities have, what
scholarly co-investigator networks does funding inspire/support, and what roles do
investigators play, e.g., gatekeeper, maximum degree, maximum funding amount?

Funding data was downloaded from the Award Search site provided by the National Science
Foundation (NSF) (http://www.nsf.gov/awardsearch). The site supports search by Pl name,
institution, and many other fields. Exemplarily, active NSF awards data from Indiana
University, Cornell University, and University of Michigan Ann Arbor were downloaded on
November 07, 2008. The files were loaded into the NWB Tool and co-investigator networks
were extracted and visualized in GUESS. In these networks, nodes represent investigators and
edges denote their co-occurrence, i.e., co-authorship. The co-investigator network of Cornell
University without isolate nodes is shown in Figure 3, left. The largest connected component
of this network is given in Figure 3, right. In both networks, the node size and color
corresponds to the total award amount with smaller, darker nodes representing less money and
larger, light green nodes denoting more funding and the top-50 nodes with the highest funding
amounts are labeled.

i
“iMelissa Hines . v L “ LB Kwoon Tye
{ RagnplRiEan
e nntes
P e S
. »Garl Batt-

_msandip Twarl

. B
Flon oy +Stephe
\ 'AWSs%WﬁEhachkaTnlﬁﬁ%Wgy
I «Charles Drisco

St RRR AR

v Rasnick

Figure 3 Complete network (left) and largest component (right) of Cornell University’s co-
investigator network (67 nodes).

The general characteristics of all three networks are given in Table 2. Note that the total
award amount is attributed to the main investigator and his/her institution exclusively.

Table 2. Award properties and co-investigator network features for the three universities.

University #Records / | Co-investigator | Largest Name, department, and
total network: component: | $ amount of top
award #nodes / #edges / | #nodes / investigator
amount # components #edges
Indiana University 257 /$100 2231312 /52 19/37 Curtis Lively, Biology
million $7,436,828
Cornell University 501 / $546 375/573/78 67 /143 Maury Tigner, Physics
million $107,216,976
Michigan University | 619/$305 | 497/672/117 55/105 Khalil Najafi, EECS
million $32,541,158




There are interesting differences in the funding portfolios of these universities. Michigan has
clearly the largest number of currently active NSF awards totalling 497. With $546 million,
Cornell has the highest total award amount. Cornell also has the largest component with 67
investigator nodes and 143 collaboration links, indicating much cross-fertilization across
different disciplines. Cornell also happens to employ the investigator who currently has the
highest total award amount: Maury Tigner. Note that being the main investigator on one
major center grant and several campus equipment grants can easily result in multi-millions to
spend over many years. Note also that the funding portfolios, networks, and top-investigators
from other agencies, e.g., NIH, might look very different.

A closer examination of the largest component of the Cornell co-investigator network shown
in Figure 3, right reveals that Steven Strogatz has the highest betweenness centrality (BC),
effectively bridging between several disciplines, and Daniel Huttenlocher has the highest
degree, i.e., the most collaborations with others in this network.

Future work should consider different means to associate award amounts to investigators and
institutions. An analysis of the distribution of funding over scientific disciplines and
departments is desirable. Co-investigator linkages among institutions deserve further
attention.

Paper-Citation and Co-Author Networks of Major Network Science Researchers

The second study addresses the questions: Do researchers which come from different domains
of science but contribute major works to one and the same domain, e.g., network science,
grow different collaboration networks? How much do their publication, citation, and h-index
dynamics differ?

Exemplarily, four major network science researchers were selected: Eugene Garfield and
three principal investigators of the Network Workbench project. Data for all four male
researchers was downloaded from Reuters/Thomson Scientific in December 2007. Their
names, ages (retrieved from Library of Congress), number of citations for highest cited paper,
h-index (Bornmann, 2006), and number of papers and citations over time as calculated by the
Web of Science by Thomson Scientific (Thomson-Reuters, 2008) are given in Table 3. Note
that this dataset does not capture books or Conference proceedings by these authors.

Table 3. Names, age, number of papers, number of citations for highest cited paper, and h-index
for four major network science researchers.

Author Name Department Age in ‘07 | # Papers | # Cites h-Index
Eugene Garfield IS, Scientometrics 82 672 672 31
Stanley Wasserman Sociology, 56 35 122 17

Psychology,
Statistics
Alessandro Vespignani Physics 42 101 451 33
Albert-LaszI6 Barabasi Physics, Biology 40 126 2,218 | 47 (Dec 07)
41 159 3,488 | 52 (Dec 08)

The older an author the more papers, citations, and the higher an h-index are expected. Yet,
Vespignani and Barabési publishing in physics and biology manage to attract citation counts
and have h-indexes that are impossible to achieve in social science domains in such a short
time frame. To give a concrete example, in Dec. 2007, Garfield’s highest cited paper on
“Citation Analysis as a Tool in Journal Evaluation” published in 1972 had 672 counts.
Barabasi’s highest cited paper published in 1999 has 2,218 counts; in December 2008 the
same paper has 3,488 citation counts. Within one single year, Barabasi’s h-index increased by
5to 52.



Similarly, there are major differences in the structure of the collaboration networks in which
these four authors are embedded in. Figure 4 shows the joint co-author network of all records
retrieved for the four authors as rendered in GUESS. Each node represents an author and is
color and size coded by the number of papers per author. Edges represent co-author
relationships and are color and thickness coded by the number of times two authors wrote a
paper together. The top-50 authors with the most papers are labelled.

While Barabasi’s and Vespignani’s co-author network are strongly interlinked with Stanley
and Vazquez being major connectors with high BC values, Garfield’s and Wasserman’s
networks are unconnected to the networks of any of the three other researchers. The size and
density of the networks differs considerably. When extracting the co-author network from all
of Barabasi’s papers, a co-author network with 128 nodes and density of .07517 results; for
Vespignani the network has 72 nodes and .08646 density, Wasserman has 18 and .20261, and
Garfield has 33 and .11932. The top-3 strongest co-author linkages for Barabasi are Vicsek,
Jeong, Albert; for Vespignani are Zapperi, Pastor-Satorras,Pietronero, for Wasserman are
Galaskiewicz, lacobucci, Anderson; and for Garfield are Pudovkin, Welljamsdorof, and Sher
is tied for third place with four other authors. The paper with the most authors is entitled
“Experimental determination and system level analysis of essential genes in Escherichia coli
MG1655” (2003) and has 21 authors.
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Figure 4. Joint co-author network of all four network science experts.



Bursts of Activity in Streams of Text

The third study aims to answer: What topic burst exist in an emerging area of research, e.g.,
RNA interference (RNAI) research? Exactly what topics are active and when?

Using the Scholarly Database, 5,309 Medline papers with ‘rnai’ in the abstract field were
retrieved and downloaded; see Figure 1 for interface snapshots. The first paper was published
in 1978 and the number of papers on this topic increases considerably in recent years. The
sequence of papers published over time can be seen as a discrete time series of words.
Kleinberg’s burst detection algorithm (Kleinberg, 2002) identifies sudden increases in the
usage frequency of words over time. Rather than using plain frequencies of the occurrences of
words, the algorithm employs a probabilistic automaton whose states correspond to the
frequencies of individual words. State transitions correspond to points in time around which
the frequency of a word changes significantly. The algorithm generates a ranked list of the
word bursts in the document stream, together with the intervals of time in which they
occurred. Using the burst detection algorithm available via the NWB Tool, the abstracts of the
5,309 Medline papers were analyzed. First, all words occurring in the abstract were
normalized: they were stemmed, i.e., words such as ‘scientific’, ‘science’ were reduced to
‘scien’ and stop words such as ‘a’ or ‘the’ were removed. The result is a 1,224 row table with
all bursting words, their burst length, weight, and the start and end years of the bursts. The
table was sorted by burst weight and four words: ‘protein’, ‘result’, ‘use’, and “function’ top
the list with an infinite burst weight. The subsequent top-7 most highly bursting words are
given in Table 4. Since the burst detection algorithm was run with ‘bursting state = 1’, i.e.,
only one burst per word, the burst weight is identical to the burst strength in this output and
only the burst weight is shown in Table 4. Interestingly, all these words burst rather early in
1998 or 1999. Many of them have a rather long burst duration with ‘embryo’ bursting over 6
years.

Table 4. Words and their burst length and weight as well as start and end years.

Word Length Weight Start End

elegan 5 105.4307 1998 2002
strand 4 70.72182 1999 2002
doubl 5 62.88262 1999 2003
embryo 6 42.70386 1998 2003
caenorhabd 5 36.59776 1998 2002
drosophila 5 33.98245 1999 2003
phenotyp 3 31.08153 1999 2001

The result shows the words and concepts important to the events being studied that increased
in usage, were more active for a period of time, and then faded away.

Related Work and Discussion

A discussion of the unique features of the Scholarly Database and it relation to similar efforts
was provided in (LaRowe et al., 2007). Here features and related work of the NWB Tool are
discussed. Table 5 provides an overview of existing tools used in scientometrics research; see
also (BoOrner et al., 2007; Fekete & Borner, 2004). The tools are sorted by the date of their
creation. Domain refers to the field in which they were originally developed, such as social
science (SocSci), scientometrics (Scientom), biology (Bio), geography (Geo), and computer
science (CS).



Table 5. Network analysis and visualization tools commonly used in scientometrics research.

Tool Year | Domain Description Open Operating | References
Source | System

S&T 1985 | Scientom. | Tools from Loet Leydesdorff for No Windows (Leydesdorff

Dynam. organization analysis, and , 2008)

Toolbox visualization of scholarly data.

In Flow 1987 | SocSci Social network analysis software No Windows (Krebs,
for organizations with support for 2008)
what-if analysis.

Pajek 1996 | SocSci A network analysis and No Windows (Batagelj &
visualization program with many Mrvar,
analysis algorithms, particularly 1998)
for social network analysis.

BibExcel 2000 | Scientom Transforms bibliographic data into | No Windows (Persson,
forms usable in Excel, Pajek, 2008)
NetDraw, and other programs.

Boost 2000 | CS Extremely efficient and flexible Yes All Major | (Siek etal.,

Graph C++ library for extremely large 2002)

Library networks.

UCINet 2000 | SocSci Social network analysis software No Windows (Borgatti et
particularly useful for exploratory al., 2002)
analysis.

Visone 2001 | SocSci Social network analysis tool for No All Major | (Brandes &
research and teaching, with a focus Wagner,
on innovative and advanced visual 2008)
methods.

Cytoscape | 2002 | Bio Network visualization and analysis | Yes All Major | (Cytoscape-
tool focusing on biological Consortium,
networks, with particularly nice 2008)
visualizations.

GeoVISTA | 2002 | Geo GIS software that can be used to Yes All Major | (Takatsuka
lay out networks on geospatial & Gahegan,
substrates. 2002)

iGraph 2003 | CS A library for classic and cutting Yes All Major | (Csérdi &
edge network analysis usable with Nepusz,
many programming languages. 2006)

Tulip 2003 | CS Graph visualization software for Yes All Major | (Auber,
networks over 2003)
1,000, 000 elements.

CiteSpace 2004 | Scientom A tool to analyze and visualize Yes All Major | (Chen,
scientific literature, particularly co- 2006)
citation structures.

GraphViz 2004 | Networks | Flexible graph visualization Yes All Major | (AT&T-
software. Research-

Group,
2008)

Hittite 2004 | Scientom Analysis and visualization tool for | No Windows (Garfield,
data from the Web of Science. 2008)

R 2004 | Statistics A statistical computing language Yes All Major | (Ihaka &
with many libraries for Gentleman,
sophisticated network analyses. 1996)

Prefuse 2005 | Visualiz. A general visualization framework | Yes All Major | (Heer et al.,
with many capabilities to support 2005)
network visualization and analysis.

NWB Tool | 2006 | Bio, IS, Network analysis & visualization Yes All Major | (Huang,

SocSci, tool conducive to new algorithms 2007)
Scientom supportive of many data formats.




GUESS 2007 | Networks | A tool for visual graph exploration | Yes All Major | (Adar, 2007)
that integrates a scripting
environment.

Publish or 2007 | Scientom Harvests and analyzes data from No Windows, | (Harzing,
Perish Google Scholar, focusing on Linux 2008)
measures of research impact.

Many of these tools are specialized and very capable. For instance, BibExcel and Publish or
Perish are great tools for bibliometric data acquisition and analysis. HistCite and CiteSpace
each support very specific insight needs — from studying the history of science to the
identification of scientific research frontiers. The S&T Dynamics Toolbox provides many
algorithms commonly used in scientometrics research and it provides bridges to more general
tools. Pajek and UCINET are very versatile, powerful network analysis tools that are widely
used in social network analysis. Cytoscape is excellent for working with biological data and
visualizing networks.

The NWB Tool has fewer analysis algorithms than Pajek and UCINET and less flexible
visualizations than Cytoscape. However, it is open source, highly flexible, and scalable to
very large networks. Plus, it makes it much easier for researchers and algorithm authors to
integrate new and existing algorithms and tools that take in diverse data formats. This is made
possible by the OSGi component architecture and CIShell algorithm architecture built on top
of OSGi.

The Cytoscape team recently decided to adopt an architecture based on OSGi. This will make
it possible for Cytoscape to use many of the NWB analysis and modelling algorithms while
the NWB Tool can benefit from Cytoscape’s visualization capabilities. Other software
development teams are exploring an adoption of OSGi. Ultimately, a true marketplace-like
cyberinfrastructure might result that makes it easy to share and use datasets, algorithms, and
tools across scientific boundaries. Ideally, this marketplace is free for anybody to use and
contribute to, enabling harnessing the power of millions of minds for studies in biology,
physics, social science, and many other disciplines but also for the study of science itself.
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