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ABSTRACT  

In this paper we argue that the emergence of the dominant model of university organization, 
which is characterized by a large agglomeration of (often loosely affiliated) many small 
research groups, might have an economic explanation that relates to the features of the 
scientific production process. In particular, we argue that there are decreasing returns to 
scale on the level of the individual research groups, which prevent them from becoming to 
large, while we argue for positive agglomeration effects on the supra-research-group-level 
inside the university. As a consequence an efficient university organization would precisely 
consist of tying together many small individual research groups without merging them. 
Basing our empirical analysis on a multilevel dataset for German research institutes from 
four disciplines we are able to find strong support for the presence of these effects. This 
suggests that the emergence of the dominant model of university organization may also be 
the result of these particular features of the production process, where the least we can say 
is that this model is under the given circumstances highly efficient.  
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Introduction 

In almost every country, universities are the major places where basic research is con-
ducted. A dominant organizational design has emerged here, according to which uni-
versities can be thought of as (usually) large agglomerations of relatively small individ-
ual research groups which are linked by an overarching, yet relatively weak, manage-
ment level. To facilitate our argumentation we will call this the “standard university 
model”. 

Acknowledging that this organizational structure is the result of historical and path-
dependent processes, the question remains whether its development can also be ex-
plained in terms of economic pressures for efficiency. Or, in other words, is the univer-
sity (set up as a large co-location of small research groups) an efficient organizational 
design? 

This is an important question for several reasons. First of all, the adequacy of the or-
ganizational structures is probably a strong determinant of the “fitness” of an organiza-
tion in an evolutionary process of survival (Nelson and Winter, 1982; Hodgson, 1993). 
In this respect, this dominant organization design may have emerged as the outcome 
of a continuous evolutionary process that eventually selected the best organizational 
structure for science, in line with Fisher’s Fundamental Theorem of Natural Selection 
(Mulder et al. 2001). Therefore, analyzing the adequacy of the organizational structures 
of universities could pave the way for understanding (some of) the driving forces be-
hind their organizational evolution.  

Second, understanding the characteristics of the “scientific production process”1 not 
only allows us to identify explanations for the observed organizational structure, but 
can also provide normative insights into how universities should be organized. In par-
ticular, we will be able to draw conclusions about the “big science” or “critical mass” 
hypotheses which have, with varying degrees of subtlety, affected the discussion about 
the allocation of resources in science by promoting the increasing concentration of re-
sources. 

To investigate these issues, we analyze the production-related returns to scale on the 
level of the research group and university-wide agglomeration effects, where the latter 
reflect the degree of co-location economies (Marshall, 1890). We focus on the task of 
knowledge production which is measured using bibliometric indicators leaving aside 
other scientific goods, such as education or knowledge transfer.  

                                                
1 We will drop the quotation marks from now on. 
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Acknowledging that the latter restriction does not allow us to analyze the economies of 
scope in the production of distinct products, there is an innovation in this paper, which 
we regard as important. The literature dealing with returns to scale usually tries to de-
rive statements about the optimal size of universities (see amongst others Cohen, 
1991, Seglen and Aksnes, 2000, Cohn et al. 1989). We instead intend to draw conclu-
sions about the optimality of the very organizational model of universities at different 
levels of analysis (in particular the university level vs. the research group level).  

We base our analysis on three combined data sets for the years 2007-2009. The first 
data set is from a micro-level survey of inputs, outputs, and governance issues for 
German research groups in the fields of astrophysics, biotechnology, nanotechnology, 
and economics. This data was gathered in a research project funded by the Deutsche 
Forschungsgemeinschaft (FOR 517). The second source provides macro-level infor-
mation about the structural characteristics of the corresponding universities, such as 
size. This data was collected during the course of the EU-funded EUMIDA project. The 
third set consists of bibliometric data for the research groups and the universities com-
piled from Thomson Reuter’s Web of Knowledge. 

Based on this data, we find decreasing returns to scale (DRS) at the production-related 
level of the research group. At the same time, we find positive agglomeration effects on 
their productivity if they are located in a large university. The latter can be interpreted 
as an indication of increasing returns to scale (IRS) with respect to the university level 
that might be due to shared infrastructure. 

We argue that this constellation favors a holding-type organization, because this allows 
individual research groups to enjoy the university-level IRS while remaining small and 
thereby evading the production-related decreasing returns to scale. As a corollary, the 
concentration of resources on a few research groups may be detrimental, while the 
concentration on a few universities may be beneficial. 

The remainder of this paper is organized as follows. Section 2 first explains the concept 
of returns to scale and its impact on the organizational model. Then we give a short 
account of the literature on returns to scale in scientific production. Based on this, we 
highlight the necessity to fully model the production process in order to credibly analyze 
returns to scale. By applying a multilevel Input-Process-Output-model (IPO-model), we 
construct a theoretical framework of a multilevel production process in science, on 
which we base our empirical strategy. In Section 3 we describe the methodology and 
the variable selection and present data and results in Section 4. Section 5 concludes. 
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Section 2 – Theory and empirical evidence from the literature  

The standard university model – conditions of efficiency 

In the following we will derive conditions of efficiency for the standard university model. 
We will define these in terms of returns to scale at the research group level and in ag-
glomeration effects at the university level. Before we do so, however, we will briefly 
explain the concepts of returns to scale and agglomeration effects. 

Suppose there are many units of production – e.g. a firm producing chairs, or a univer-
sity producing papers – where each unit provides one homogenous good using one or 
more homogenous inputs. If we intend to minimize the overall production costs for any 
desired level of output, we should ask whether it would be better to have just one/a few 
large production units supplying this output, or many small ones. If there are size ad-
vantages in production we will prefer large production units, while, in the opposite case, 
smaller would be better. Production-related size advantages are called economies of 
scale or increasing returns to scale (IRS). In the same way, production-related size 
disadvantages are called diseconomies of scale or decreasing returns to scale (DRS). 
The concept of agglomeration effects is closely connected with this and determines the 
degree to which it is advisable to spatially and/or organizationally co-locate individual 
research groups. Both concepts have in common that they relate size to the ability to 
effectively provide output. However, the first defines size in relation to the size of the 
producing unit (here the research group), while the latter refers to the “horizontal size” 
of the overarching organization framework – here the university (compare also Church 
and Ware, 1999). 

Economies of scale are often the result of learning or specialization advantages, mean-
ing that workers become more experienced and more productive the more often they 
have participated in the production process. IRS commonly also result from so-called 
indivisibilities in the inputs, which means that some inputs (e.g. large machinery) can-
not be scaled: a unit must buy the whole machine (rather than have half a machine, 
which is completely useless) and the unit should be large enough to make full use of its 
capacity.  

Agglomeration effects in science, on the contrary, are not directly linked to the produc-
tion taking place within the research group. Rather they can be interpreted as the pro-
duction-relevant effects of co-location or clustering in a spatial meaning. Sometimes 
they are also called external returns to scale (Marshall, 1890). In this respect a univer-
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sity is understood as the co-location or agglomeration of multiple research groups.2 
Once again agglomeration advantages can result from shared physical or management 
infrastructure. Alternatively, there may be knowledge spillovers among the individual 
research groups (Andersson et al., 2004, Krugman, 1991). 

Now turning to our topic of the efficiency of university organization, suppose, for exam-
ple, that we observe DRS at the production level (i.e. production should take place in 
smaller units) but agglomeration effects at the university level. Then this constellation 
would favor large agglomerations of research groups that are themselves relatively 
small, because this evades the production-related diseconomies of scale while achiev-
ing agglomeration advantages by increasing “horizontal size”. It is interesting to see 
that related arguments have been made by Hannan and Mavinga (1980), Lewis and 
Webb (2007) as well as Lo and Lu (2006) in the context of the banking sector, contend-
ing that a major benefit of holding companies is their profiting from economies of scale 
and scope. These companies are organized much like universities: they are the owners 
of a large portfolio of smaller companies that are themselves neither interrelated nor 
actively steered by the holding. 

Accordingly, the observable university model in science can be considered economical-
ly efficient if we detect diseconomies of scale associated with the actual production in 
the research groups accompanied by agglomeration effects at the level of the universi-
ty. At the same time, this would also provide an explanation for the prevailing university 
model in economic terms.  

 

Returns of scale and agglomeration effects in science 

In the past, the existence of size advantages in science has been disputed. The main 
rationale for assuming that larger research groups are more productive (i.e. assuming 
IRS) is that the members of larger groups profit from the pooling of intellectual, budget-
ary and time resources, receive greater stimulus for research ideas through interac-
tions with colleagues with similar research interests, and also have a higher chance of 
generating ‘in-house’ the critical mass required for successful applications for research 
grants; also, larger research groups are more likely to attract high-quality researchers 
(see, e.g., Tunzelmann et al., 2003; Kyvik, 1995).  

                                                
2 In fact, this is more than a mere co-location because it provides a common organizational and 

legal frame for all the affiliated research groups. However, this shall not concern us here. 
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As we will see, the empirical results on this score are mixed which is why we develop a 
more systematic perspective of this issue. 

We have already highlighted that whether or not size effects exist depends on the im-
portance of production-related specialization (resulting from the division of labor), learn-
ing advantages, communication and administration costs, indivisibilities (Bonaccorsi 
and Daraio, 2005), and the diversity of the accessible knowledge base. In the following, 
we will discuss some analytical considerations that guided our modeling approach. 

Since returns to scale from specialization and learning are directly related to the pro-
duction process, they primarily affect the research group level. Their importance as an 
argument for IRS depends on the degree to which learning and specialization is possi-
ble. This will be higher when acquired knowledge can be re-used, particularly when 
production routines are established that are repeated over and over again. In this con-
text, the major productivity increase accompanying Fordist production lines in 1920s 
was only possible, because the activities consisted of easily repeatable manual tasks. 
Theoretically this has already been implied by what Marx (1867, p. 369) called the “vir-
tuosity of detail worker” (original wording “Virtuosität des Detailarbeiters”).  

However, this is obviously unlikely to be the case for scientific research. Scientists rare-
ly specialize in a routine task that they continuously repeat and thereby become ever 
more productive. Furthermore, because science is a field that is subject to perennial 
change in the knowledge base, learning effects are limited. Acquired knowledge usual-
ly cannot be re-used without being modified in some way. A further argument by 
Bonaccorsi and Daraio (2005) claims that the specialization argument does not easily 
extend to science, because publication activities allow a cognitive division of labor 
which functions irrespective of whether scientists are located in the same organization-
al unit or not. Nonetheless, there of course exists some degree of specialization ad-
vantages. As an example, in social science research more quantitatively and more 
qualitatively oriented researchers may fruitfully work together, each of them excelling in 
its own core competences. Yet we believe that the potential for IRS on the research 
group level resulting from specialization and learning is existent but due to the lower 
degree of routine works still limited than in more traditional domains of economic activi-
ty.  

We now turn to the potential costs and benefits associated with communication and 
administration. In this regard, small research groups – rather than large ones – may 
benefit from the greater individuality and creativity of their researchers, being less 
hampered by administrative burdens and coordination processes (see, e.g. Tunzel-
mann et al., 2003; Kyvik, 1995). These costs are probably quite low at the level of the 
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university, because this represents merely an overarching organizational umbrella with 
only limited interaction with the research groups, implying that the communication and 
organizational requirements will only increase slightly when an additional research 
group is established. On the other side, this also argues against considerable IRS 
stemming from shared communication and administration. 

A further source of IRS and agglomeration advantages is related to indivisibilities, 
which means that inputs are not arbitrarily scalable. This argument is usually made with 
respect to physical infrastructure: Usually, it does not make sense to purchase half a 
radio telescope, because this is not operational. Consequently, if the units only have 
the option to buy one indivisible radio telescope, then the group should be large 
enough to make full use of it. This suggests the existence of a minimum efficient size.  

Whether this argument carries, depends first of all on the discipline involved. While it 
might constitute a viable source of IRS for more capital-intensive disciplines, this may 
be negligible for disciplines that are less dependent on physical infrastructure. 

Furthermore, even with capital-intensive disciplines, dealing with indivisibilities can also 
be done by pooling resources at the level of the university or at least of the faculty. 
There is no necessity to establish large research groups. In this respect, we observe 
that large-scale infrastructure is commonly used by many institutes or even many uni-
versities (instead of making one research group big enough to own it by itself). An illus-
trative example can be found in the large lunar observatories (e.g. the SALT in South 
Africa) that are frequented by scientists from all over the world. Another example is 
bibliometric databases that are usually subscribed to on the level of the university. In 
line with the argument of shared infrastructure, size advantages in the form of returns 
to scale or agglomeration effects are probably more important on the level of the uni-
versity than on that of the research group.  

We summarize these arguments in Table 1, where “---“ indicates strong diseconomies 
of scale while “+++” refers to strong economies of scale. 

 

Table 1: Size advantages in science by level 

Source Research group 
level IRS 

University level ag-
glomeration ad-

vantages 

Specialization advantages/ + 0 
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learning effects 

Costs --- 0/- 

Indivisibilities + ++ 

Knowledge diversity /weak 
ties 

0 +++ 

Hypothesized overall 
effect 

Decreasing returns to 
scale 

Positive agglomeration 
effects 

A final source of size advantages is the existence of diversity in the knowledge base. It 
is well known from organizational learning theories (March, 1991) that learning poten-
tials arise from diversity in the knowledge base. The idea is remarkably simple. One 
cannot learn from someone who knows exactly the same. Therefore, more distant 
knowledge sources are highly important, even though they may be often irrelevant. 
This line of argument is already reflected in Granovetter’s (1973) strength of weak ties 
in personal networks. However, because distant knowledge bases are unlikely to occur 
in close units such ties are much more important on the level of the university than they 
are on the level of the research group. 

Looking at Table 1, we expect that, at the research group level, the costs of being large 
probably outweigh the positive size effects in the form of indivisibilities. The opposite is 
likely to be true for the university level. Overall, we expect DRS at the research group 
level and agglomeration advantages at the university level. 

 

Some results from the literature 

The results with respect to returns to scale in science are, as already mentioned, 
somewhat mixed. Furthermore, the literature so far has primarily focused on the uni-
versity level, where the usual approach is to collect cost and output data at the univer-
sity level and then estimate cost functions.3 A few exceptions to this can be found in 
Tunzelmann et al. (2003), who reviewed the existing literature for size effects on re-
search group productivity: Evidence across different studies indicates that there ap-
pears to be a critical mass threshold for group size, at least in some scientific fields, 

                                                
3 Conditions for the IRS/DRS and agglomeration advantages/disadvantages in terms of cost 

and production functions are given in Section 3. 
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which hovers around six to eight people. This ‘critical mass’ threshold may differ among 
major subject fields, as individual studies show, but no comprehensive picture has 
emerged so far. A study by Carayol & Matt (2004) focusing on 80 laboratories of the 
Louis Pasteur University comes to similar conclusions. With regard to the relationship 
between research group size and the size of the respective department, empirical find-
ings indicate that research groups of sufficient size are able to function well regardless 
of the size of the department or the university they are affiliated with (Tunzelmann et 
al., 2003). This latter result, in our terms, indicates the absence of agglomeration ef-
fects, while there may be IRS for very low levels of input that turn into DRS if inputs 
increase. The latter argument would, for example, result from an s-curved cost func-
tion. 

This is congruent with Johnston (1994) to some extent, who, on the level of universi-
ties, finds economies of scale for low output levels and diseconomies of scale for high 
output levels. Yet the results are mixed, at this level in particular. Adams and Griliches 
(2000) find constant returns to scale, which implies that size does not matter at all. The 
same conclusion is drawn by Narin and Hamilton (1996) and by Bonaccorsi and Daraio 
(2005) for Italian CNR units. It should be noted that the latter work is based on the pro-
duction rather than the cost function approach (see Section 3). While this is less con-
ventional, it comes much closer to what we will present in this paper.  

Others like Worthington and Higgs (2011) find ray economies of scale up to 120% of 
the mean in a multi-input, multi-output setting. Comparable results are found by de 
Groot et al. (1991) Sav (2004), Laband and Lentz (2003), Johnes et al. (2008), as well 
as Koshal and Koshal (1995). Glass et al. (1995a, 1995b) observe ray economies, but 
also find product-specific economies of scale for undergraduate teaching. Johnes 
(1999) and Izadi et al. (2002) do not detect ray economies of scale but product-specific 
economies of scale for undergraduate teaching, postgraduate teaching and research. 
The latter two papers use a stochastic frontier approach instead of the usual cost func-
tion approach. 

To sum up, there is little agreement in the literature. Furthermore, the results are also 
obscured by differences in the levels of analysis: Most authors focus on the university 
while some conduct their analysis at the level of the research group. Taking universities 
as the observation unit implies that the university is the locus of production which dif-
fers from our approach where the research group is the production unit and the univer-
sity only provides an administrative frame. We believe our approach to be better suited 
because it gives a more accurate description of how university research is organized. 
This also complies with Laredo and Mustar (2001), who argue in the same direction.  
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Furthermore, much of the existing literature neglects confounding variables. These 
should be controlled for, irrespective of whether we analyze the university or the re-
search group level. Important potential confounders will be identified in the next sec-
tion, where our discussion is based on an augmented Input-Process-Output-Model 
(IPO), drawing on elements of organizational theory and an economic production per-
spective. 

 

(Other) determinants of research productivity – a multilevel, multifactor model 

IPO models have been extensively used to describe the relevant influences of team 
effectiveness of production units (for an overview see, e.g., West et al., 1998;Salas et 
al., 2007. What makes these models so valuable is the particular attention paid to the 
context that working groups are subject to, where the models categorize the variables 
into input/structures, processes, and outputs.  

However, as useful as the IPO models may be for variable selection, they usually lack 
an explicit recognition of the production process. Thus, we augment the IPO model 
paying special attention to what economists call the characteristics of the “production 
technology”, which determine the process by which inputs are transformed into outputs. 
This is important for our analysis, because returns to scale are also characteristics of 
the “production technology”.  

Looking at the actual production process. we follow the concept in Laredo and Mustar 
(2001) and stress that it is the research group level at which production takes place in 
reality. Looking at the individual level would neglect collaboration among team mem-
bers or the dependence on equipment provided by the research group. The organiza-
tional level of universities, on the other hand, seems too remote, since at this level we 
are forced to sum inputs and outputs across the boundaries of disciplines, which pro-
vide diverse production logics.  

In summary, the model that we describe in the following is an IPO model augmented by 
an economic production perspective. Figure 1 provides a schematic overview of an IPO 
model of the productivity of research groups, based on the more generic discussion of 
team effectiveness in firms (see, e.g. Salas et al, 2007; West et al., 1998). It is im-
portant to note that our aim here is not to provide a comprehensive review of the litera-
ture but rather to outline a heuristic for identifying central influential factors on research 
groups’ performance. The model depicts inputs, processes and outputs as three inter-
related variable complexes, while differentiating between three major analytical levels 
which influence research groups’ scientific productivity: a) individual level characteris-
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tics and related cognition processes, b) group level characteristics and processes and 
c) organization level structures and processes.  

As can be seen, we deliberately allow this model to be very data demanding, in the 
sense that it draws on information at various institutional levels. In this respect, the 
model may well exceed the limits of many existing data sets, including our own. These 
empirical limitations notwithstanding, the depicted framework should be useful in draw-
ing attention to many of the important determinants of research productivity inside and 
outside the realm of the research group. Based on this model, we will, in a second 
step, empirically analyze the influence of economies of scale and agglomeration effects 
as well as other potential factors on research group bibliometric productivity. 

 

Figure 1: Ideal IPO model for analyzing the research output of research groups  
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Source: extended and adapted based on West et al. (1998, p. 157) and Salas et al. (2007, p. 
216) 

What, then, are the potential determinants of research outputs? As previous research 
has revealed, scientific productivity is influenced by a variety of factors at different ana-
lytical levels, including the individual characteristics of researchers, research teams 
and groups, and also broader contextual and organizational level factors (for an over-



12 

view of previous studies on research productivity see, e.g. Libaers, 2006; Dundar & 
Lewis, 1998; Carayol & Matt, 2004; Hemlin and Gustafsson, 1996). Despite the rea-
sonable progress that has been made in understanding the importance of these factors 
for productivity in science, the majority of studies in the field have either focused on 
individual researcher’s performance, or the performance of research institutions or uni-
versities – the latter mainly reflecting the discussion of university rankings (Dundar & 
Lewis 1998). Only a few have examined the productivity of research groups (see e.g. 
Andrews, 1979; Carayol & Matt, 2004; Seglen & Aksnes, 2000; Schmoch & Schubert, 
2009; Schubert, 2009).  

At the various levels depicted in Figure 1 several influencing factors have been taken 
into consideration as evidenced in the literature on organizational theory and on re-
search productivity (see, e.g. Salas et al., 2007; West et al., 1998; Libaers, 2006; 
Dundar & Lewis, 1998).  

Looking at characteristics at the level of individuals, researchers’ knowledge, skills, 
abilities, experience and motivations are probably the most important input factors in 
explaining publication output.  

At the level of the research group, we have to make a distinction between direct inputs 
and variables that describe structures. The former relate, e.g. to the number of scien-
tists in the research project, as well as to the available equipment and infrastructure. 
The others encompass mediating characteristics such as disciplinary heterogeneity in 
the research group (group composition). From a production perspective, the difference 
between direct inputs and mediating characteristics is that the former should per defini-
tion positively influence output, while the latter may have positive, negative, or neutral 
impacts. We introduce this seemingly artificial distinction here already, because it will 
be crucially important when explaining our methodology.  

In any case, while there is a general consensus that the mediating variables stemming 
from group composition are also relevant for predicting team effectiveness, research in 
this area is limited (West et al. 2004; an exception is e.g. Rey-Rocha et al., 2006). In 
this context, e.g., the question still has to be analyzed whether the heterogeneity or 
homogeneity of team members with regard to age, publication experience and discipli-
nary background positively fosters publication output, and the right mix of team mem-
bers may vary in different contexts.  

In addition to these variables, we introduce the “production technology”, which defines 
the “technological law” by which inputs are transformed into outputs. As already men-
tioned, this includes the returns to scale as a prominent factor which determines the 
degree of size advantages at the production level. 
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As a third relevant variable complex, the overall organizational context (i.e. the univer-
sity or research institution in which a group is embedded) can provide a supportive en-
vironment for publication activities. In this context, resources play a role such as the 
infrastructure as well as motivation-related factors such as reward systems and the 
overall organization culture regarding publication support, including feedback and train-
ing (see, e.g., Salas et al., 2007). Also, as a central factor, agglomeration effects re-
flecting university-level resources come into play here such as shared infrastructure or 
management capabilities.  

Another important aspect is also the university-wide governance structure because this 
strongly influences the way the research group may operate. In the context of the New 
Public Management reforms, these governance structures determine, for example, to 
what degree the research group may shift its financial resources between personnel 
and capital expenditures (Schubert, 2009). This also determines the degree to which a 
research group is subjected to competitive pressure due to reliance on third party funds 
(Jansen et al., 2007, Schmoch et al., 2010). Therefore, this variable complex is a deci-
sive factor with respect to our main question about size effects, since the governance 
framework also determines how much universities or research groups may grow via 
financial incentive schemes. 

Governance structures are closely related to the relevant process variables, which refer 
to the interaction processes which influence teams while trying to achieve their goals. 
Here, again, processes at different levels come into play. These include individual as-
pects such as self-management and the work autonomy of individual researchers as 
well as factors at group level such as the quality of communication/interaction between 
team members and decision-making processes (or the lack thereof). Team cohesive-
ness (i.e. the identification of team members with the group) and team leadership also 
play an important role in fostering team output (see, e.g. Salas et al. 2007; West et al., 
1998). Also, work autonomy of the team members should be a significant factor, pre-
suming that teams are motivated towards publishing and that teams with a high level of 
autonomy are able to put more effort into tasks which they consider highly motivating 
(West et al., 1998 2004). Individual and group-level processes, in turn, may be influ-
enced by overall organizational decision-making and governance processes.  

With regard to research outputs, our focus here is on analyzing bibliometric productivity 
as a central indicator of knowledge generation. From a theoretical perspective, it is 
important to note that scientific performance in an overall perspective is a multidimen-
sional concept and can hardly be capture by only one single metric. Drawing on previ-
ous research (Jansen et al. 2007, Schmoch and Schubert, 2009), we have identified 
the most relevant dimensions to be generation of new knowledge, graduate training, 
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transfer of knowledge to society, and activities that help to maintain the scientific com-
munity. In general, research group outputs are not one-dimensional but multivariate. In 
this paper, however, we will focus on knowledge generation as measured by biblio-
metric measures.  

The important question raised by this paper is how the returns to scale (as a feature of 
the production technology) and the agglomeration effects on the university level (which 
define the “horizontal size” of the research organization) affect bibliometric perfor-
mance, where we control for various influencing factors that can be delineated from 
Figure 1. 

We proceed by defining agglomeration effects and returns to scale more formally. This 
will lay the basis for the estimation in Section 4. 

 

Section 3 – Methodology 

Our methodology of measuring returns to scale is based on the notion of a scientific 
production function similar to that proposed by Griliches (1978) or Mairesse and 
Mohnen (2002). According to this concept, scientific goods (in our case new 
knowledge) are produced by using inputs, most prominently researchers. Furthermore, 
the implied input-output transformation may be mediated by other control variables, for 
example, the governance framework.  

Using the concept of the production function is very appealing because it allows us to 
directly define returns to scale at the level of the university and the level of the research 
group. This can be done based on the production function itself, or on the cost function 
it implies. In this section, we first define returns to scale more formally. Then we derive 
a suitable production function and describe the estimation strategy. We then go on to 
select variables based on the preceding discussion. 

3.1 Defining returns to scale and agglomeration effects 

There is a direct analogy between the cost and the production function: Assuming the 
production function is characterized by diseconomies of scale, additional units of inputs 
will induce increases in output that then taper off if the inputs continue to increase. This 
implies that the production function is concave. Likewise, the corresponding cost func-
tion must be convex, because with any desired increase in output, the costs grow dis-
proportionately to the already achieved volume of production. The reverse is true for 
increasing returns to scale. 
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If ( )i iy f x=  is the production function of research group i for a given level of inputs 

1( ,... )i i ijx x x= , ( )ic y  the associated cost function for a given level of output iy , and 

1! >  a scaling constant, we can summarize the above arguments as shown in the 
following table: 

Table 2: Returns to scale and the analogy between the production and the cost func-
tion. 

 Production function Cost function 

Decreasing returns to 
scale  

( ) ( )i if x f x! !<  ( ) ( )i ic y c y! !>  

Increasing returns to scale ( ) ( )i if x f x! !>  ( ) ( )i ic y c y! !<  

Constant returns to scale ( ) ( )i if x f x! !=  ( ) ( )i ic y c y! !=  

Taking the IRS case, for example, the mathematical relationships in Table 2 simply 
state that increasing all inputs by a constant factor (say to a level of 120% of the origi-
nal input, implying 1.2! = ) will result in a disproportionately large output (we might 
have an output level that is 130%). With respect to costs, a similar argument implies 
that increasing the desired level of outputs to 120% will induce costs that are lower 
than 120% of the costs associated with the original output level. 

With respect to agglomeration effects, the focus is somewhat different. Agglomeration 
advantages mean that individual research groups become more productive by increas-
ing the “horizontal size” of the university. Define 

1,

n
i kk k i

x x! = "
=#  as the input of all oth-

er research groups in the university. Furthermore, let *
ix!  and **

ix!  be two specific input 

levels such that * **
i ix x! !> , agglomeration effects can be defined as in Table 3. 

Table 3: Agglomeration effects and the analogy between the production and the cost 
function. 

 Production function Cost function 

Negative agglomeration 
effects  

* **( , ) ( , )i i i if x x f x x! !<  * **( ; ) ( ; )i i i ic y x c y x! !>  

Positive agglomeration 
effects 

* **( , ) ( , )i i i if x x f x x! !>  * **( ; ) ( ; )i i i ic y x c y x! !<  
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Neutral agglomeration ef-
fects 

* **( , ) ( , )i i i if x x f x x! !=  * **( ; ) ( ; )i i i ic y x c y x! !=  

Again this is just a formal definition of a simple relationship. With respect to positive 
agglomeration effects, the formula states that, with a given level of input, a research 
group will produce more if it is part of a large university. Likewise, with any given level 
of output, the associated costs will be lower. 

In order to estimate the returns to scale and the agglomeration effects, we have to ana-
lyze the properties of either the cost or the production function. In the literature, the 
usual approach has been based on cost functions, although two exceptions are Bonac-
corsi and Daraio (2005) and Jansen et al. (2007) who focused on the production func-
tion. In any case, because the methods are theoretically equivalent, the choice usually 
follows arguments of practicability. In our case, we do not have cost information in the 
data set which is why we base our analysis directly on the production function. 

3.2 Constructing a production function 

Relying on the production function approach to simultaneously test returns to scale and 
agglomeration effects requires us to specify a functional form that can capture the sali-
ent features of the production process. This process will be affected by the inputs and 
additional control variables, where we take the research group size in terms of re-
searchers in FTE as the direct input. It is worth noting that university size in our way of 
modelling is actually a control variable and not an input, because it does not reflect 
resources that are directly at the disposal of the research group. 

We also need to specify the functional form of production, which should be flexible 
enough to allow increasing as well as decreasing returns to scale. A common choice is 
the Cobb-Douglas function4 and Section 4.1 presents evidence for its validity here. 
This function is given as follows: 

1

2

( e e e) ( e e) ( var e ) j
k

j
j

y r s arch group siz univ rsity siz control iabl !!"

=

= # #$
 (1) 

where we have to estimate the coefficients !  and 1( ,..., )k! ! != .  

                                                
4 We have also experimented with even more flexible production functions. In particular we 

used a production function that follows the law of diminishing returns. This allows returns to 
scale to be modeled that depend on the level of input. This production function in practice, 
however, just imitated the Cobb-Douglas function in the relevant region. 
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Based on Table 2, it is easy to show that this production function exhibits decreasing 
returns to scale with respect to the size of the research group if and only if 1! < .5 
There are increasing returns to scale if 1! > .  

Looking at Table 3, agglomeration effects occur whenever the research group benefits 
from being part of a large university so that we have to test whether 1 0! = . If this is the 

case, the size of the university no longer plays any role after controlling for research 
group size and other factors. If 1 0! > , then being located in a large university is bene-

ficial; if 1 0! <  it is better to be located in a small university which implies agglomeration 

disadvantages. Yet there is also a further meaning: If 10 1!< <  then university size 

effects exist but taper off as the university gets larger and larger. If 1 0! > , the universi-

ty size advantages are self-intensifying. 

In summary, our expectations of increasing agglomeration advantages on the universi-
ty level and decreasing returns to scale on the research group level directly translate 
into 1 0! >  and (0 ) 1!< < . 

In principal, estimating Eq. (1) calls for a regression approach. Since the model is non-
linear, one way to implement this would be non-linear least squares. However, this may 
be cumbersome because of numerical convergence problems. In our case it is easier 
to log-transform Eq. (1). In error form, we end up with a model which has linear param-
eters that can be estimated using regular techniques: 

1

2

ln ln( e e e) ln( e e)

ln( var e )
k

j j
j

y r s arch group siz univ rsity siz

control iabl u

! "

"
=

= +

+ +#
 (2)

 

While this could principally be estimated using ordinary least squares, we have to ac-
count for observations with zeros in the output variables. These would be omitted. Thus 
we add 1 to the output before taking the log, which leads to mass-points at zero for the 
independent variables. With this data structure, Tobit regression models are most ap-
propriate. As a point of reference it should be mentioned that corresponding ordinary 
regression calculations delivered very similar results. 

 

                                                
5 Of course we expect that 0! >  because only then leads a higher number of researchers to 

more output. 
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3.3 Selection of variables 

Our analysis is framed by our data, which combine two unique data sets supplemented 
by bibliometric information from Thomson Reuter’s Web of Knowledge. The first source 
consists of information from a micro-level survey of German research units  conducted 
during February and March 2007. In a lengthy process, we were able to identify 1908 
university chairs and corresponding extra-university units from the disciplinary fields of 
astrophysics, nanotechnology, biotechnology, and economics. Choosing this particular 
set of disciplines was inspired by trying to achieve the most dissimilar case design (for 
further discussion see Schmoch and Schubert, 2008). The first divide is along the di-
mension of natural sciences (astrophysics, bio- and nanotechnology) vs. social scienc-
es (economics). However, the second divide is along the dimension of basic (astro-
physics, economics) vs. applied research (bio- and nanotechnology). By March we had 
received 473 valid answers (astrophysics: 34, nanotechnology: 201, biotechnology: 
136, economics: 102), which implies a participation rate of almost 25%. 140 of the re-
spondents were from (public) extra-university units belonging to institutions such as the 
Max Planck or the Fraunhofer Society. The remaining 333 were from universities that 
were included in this analysis. This survey provides information about inputs (in particu-
lar the number of scientists in FTE and the share of time spent in research activities), 
outputs (publications in the Web of Knowledge as well as received citations), govern-
ance structures as well as some team descriptors. Data on individual universities are 
based on a comprehensive data set collected within the framework of the EUMIDA 
project, which was financed by the European Commission (European Commission, 
2010; see ec.europa.eu/research/era/docs/en/eumida-final-report.pdf [August 2011]). 
The overall EUMIDA data set includes about 2 457 institutions in the EU-27 countries 
(minus Denmark and France) plus Norway and Switzerland, covering approximately 
90% of the total number of students in tertiary education (ISCED levels 5 and 6). In the 
case of Germany, 409 institutions (universities as well as universities of applied sci-
ence) were included. For these institutions, a core set of indicators has been devel-
oped, which includes basic institutional descriptors (country, legal status, foundation 
year, total staff etc.), indicators of educational activities (e.g. students at ISCED 5 and 
ISCED 6 levels, subject specialization, highest degree delivered), research activities 
(number of doctorates) and international attractiveness (number of international stu-
dents at ISCED 5 and ISCED 6 levels), among others. Most importantly for our analy-
sis, this dataset contains the second size variable of interest: the number of university 
staff in FTE. 

3.4 Definition of research group 
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The definition of the research group deserves some attention. While, in principal, a 
production-oriented definition would identify a research group as individuals who col-
laborate on a day-to-day basis in order produce research results, in the survey we had 
to choose a definition that was operational without knowing the detailed workflows of 
the units. We therefore identified research groups as the individual chairs that are usu-
ally led by one professor. Although of course it is possible that the chair itself consists 
of thematic groups, which might in some cases come closer to a production-oriented 
definition of a research group, we believe that in the majority of cases, the chair as an 
observational unit will serve to delimit the research group quite well.  

3.5 How do our data fit within the IPO model? 

We stress that the model depicted above outlines something like a wish-list of variables 
that would be ideally incorporated in a comprehensive analysis of the productivity of 
research groups, while recognizing that existing data sets often fall short of providing 
information for all the relevant variables. This is also true for our data set. Going back 
to Figure 1, ideally we should have information on all dimensions and analytical levels 
regarding (a) inputs/structures, (b) processes, and (c) outputs. Table 4 provides an 
overview of the variables included in our analyses.  

With regard to research outputs, our empirical approach focuses on research produc-
tivity in the form of publications as a central measure of knowledge generation. In par-
ticular, we will use the(?) metrics publications and publications per scientists in order to 
account for quantity aspects of research as well as citations in order to account for im-
pact aspects. We recognize that there is a large body of literature dealing with the ap-
propriateness of these indicators. However, we will put this aside here, because these 
indicators are very well established and widely accepted as measures of performance 
– at least for the disciplines surveyed here. This may cause a problem because the 
scientists (our central input variable) are not fully available for research tasks but may, 
for example, be engaged in teaching activities. However, we can solve this problem 
because data is available on the average share of time that is spent on research in 
each research group.  

Looking at the potential determinants of bibliometric output, our data provide ample 
information in the input/structures domain with regard to group-related resources as 
well as organizational resources and governance structures (compare Table 4). In con-
trast, however, our data set is virtually silent about other variables including individual 
researchers’ characteristics such as ability, stamina, personality, gender and experi-
ence, which are all known determinants of research output (Dundar & Lewis, 1998, 
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614). The only variable we have here is the age of the research group leader. The 
same holds for factors characterizing group composition. 

Regarding process variables, we have some data on individual-level processes and 
group-internal processes. In this context, there is evidence that the ‘working or re-
search culture’ of a group, as internalized by its members (Creswell, 1986), and collab-
oration with other ‘high quality’ researchers are important factors with regard to re-
search performance because of knowledge spillovers as well as synergies and com-
plementarities concerning expertise and research interests (Carayol & Matt, 2004; Alli-
son & Long, 1990). Here, our main variables relate to the research impulses that are 
generated by the leader from his/her own ideas in contrast to the research group. We 
believe this is a good approximate for various salient features of internal governance. 
For example, we can suspect that a group leader who gains few ideas from the group 
most likely does not interact with the group very much in research tasks and may be 
more focused on him/herself or other external cooperation options. 

In summary, with the exception of individual research group members’ personal traits, 
important information is available for most other items. This will be explained in the 
following where we examine each of the variables used in the light of the results found 
in the literature. 
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At research group level, our data provide information on several relevant indicators 
which have been identified in the literature as influential determinants of research 
productivity.  

A major variable – which lies at the center of our analysis – is the number of scientists 
making up a research group, i.e. group size measured by researchers in full-time 
equivalents.  

Two additional group characteristic variables which refer to the available resources for 
research activities are the researcher’s time share for research activities (in compari-
son to teaching and administrative tasks) and the researcher’s self-stated satisfaction 
with their IT-infrastructure and equipment . The first variable serves as a proxy for time 
resources, since research and teaching can be considered as conflicting areas of activ-
ity, with more productive researchers usually spending fewer hours teaching (see, e.g., 
Fox, 1992). Since we only deal with knowledge output and neglect other scientific 
products such as teaching, we can use this variable to adjust the time resource input 
according to what was effectively available for research. Therefore, the variable 
‘reasearchers (weighted by time share research)’ is calculated as researchers in FTE 
multiplied by the average amount of time that is invested in research tasks. The second 
variable is used as a proxy for the quality of the infrastructure resources.  

Another input variable is year of PhD of the respective leaders of research groups, i.e. 
chairs. Strictly speaking, this is an indivudal level characteristics. Nonetheless, since, in 
Germany, research groups at universities are dominantly shaped by the respective 
chairs/professors, the year he/she obtained his/her PhD can be considered as an input 
indicator for the overall experience and social status of the group, which should also 
result in potentially higher research productivity because of the accumulated experi-
ence regarding research and publication activities (Libaers, 2006; Dundar & Lewis, 
1998). 

Our analysis also includes the scientific discipline as a control variable and proxy for 
the concrete task being fulfilled, since scientific fields differ significantly with regard to 
their publication cultures and channels and thus publication performance (see, e.g., 
Carayol & Matt, 2004). 

With respect to group-level processes, we recognize that university research groups in 
Germany are very focused on their group leader, i.e. the professor. This does not ex-
clude the possibility that the group members work very independently, but it means that 
whether they do so often depends on a deliberate decision, the management or lead-
ership style of the professor. In this respect, many of the internal processes are charac-
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terized by the way the research group leader sees him/herself in relation to the team 
members. For this purpose, we use two variables relating to the locus of where the 
research impulses originate. The first rates the importance of the researcher’s own 
research group as a source of knowledge and ideas. This should be informative in the 
sense that a group leader giving this variable a high rating regards the group as a valu-
able source of ideas. At the same time there should be strong interdependencies be-
tween the leader and his/her co-workers and it is probable that team members are 
treated alike. The research group in this case is likely to be a multipolar network with 
intense communication and interdependency and a flatter hierarchy. The second varia-
ble measures the degree to which the research group leader regards him/herself as the 
major source of ideas. A high rating here ceteris paribus indicates a strong focus on the 
research group leader. In an extreme case, the research group in this case might re-
semble a highly centralized network with the other members circling the center as more 
or less important satellites. Here, communication and interdependency is assumed to 
be lower, and the whole hierarchy is steeper. 

At the overarching organizational level, i.e. the university, we differentiate between two 
major subsets of variables, where the first represents characteristics of the broader 
structural institutional context of the universities, in which research groups are embed-
ded: Here, again, we are most interested in factors influencing economies of scale and 
scope. With regard to potential scale effects, our analysis includes the number of uni-
versity staff (total staff enrolled per institution in full-time equivalents). With regard to 
potential economies of scope, the number of subjects taught at the respective universi-
ty is included. Two additional variables which reflect the resources needed for conduct-
ing research and thus influencing productivity are students per member of university 
staff (student density), as an indicator of the teaching load and PhD students per mem-
ber of university staff (PhD density) as an indicator of research intensity. 

Another variable which serves as an indicator for departmental prestige is international-
ization in PhD courses. The assumption here is that excellent research universities are 
more successful in recruiting excellent (young) researchers from abroad, and that the-
se researchers in turn contribute significantly to the university’s research output. In ad-
dition, there is evidence for the U.S. that foreign-born scientists are more productive 
than their native counterparts in terms of scientific productivity (see, e.g. Libaers, 
2006). With regard to universities’ prestige, the analysis also includes the year of 
founding of the respective university as a control variable, since older universities on 
average tend to be larger than new ones, benefitting from potential economies of scale 
effects. Older universities on average also tend to have greater prestige than newer 
ones, thus attracting higher-quality researchers.  
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Our analysis also includes a variable to allow control for the structural particularities of 
universities specialized in distance education: This variable is introduced to identify 
those institutions whose main mission is to deliver distance education and where al-
most all programs are offered as distance learning courses to students who do not reg-
ularly attend the campus, except for workshops or short seminars.  

Another control variable refers to the presence of a university hospital, since this often 
has a strong effect on the nature and orientation of the university. In particular, a hospi-
tal represents a service to society that is very cost-intensive. People employed in the 
hospital, though generally classified as researchers, usually only have a limited re-
search mission due to their involvement in medical treatment. This is particularly im-
portant and should be controlled for in our data set, because our sample also consists 
of biotechnology research groups, which are often involved in clinical services. Finally, 
we include the variable university publications per staff, calculated as the overall num-
ber of publications of the university divided by overall staff to control for status effects 
that could provide an alternative explanation for why larger universities are more pro-
ductive (Münch, 2008). 

The second subset of variables relates to the wider university level governance that the 
research groups are subject to. This ‘group’ is dominated by the variables that set out 
governance structure given by the New Public Management (NPM) paradigm. In order 
to understand NPM, it is helpful to contrast the pre-NPM system in Germany and New 
Public Management because, in a certain sense, the two are inverted mirror images. 
This can be seen most easily using the ‘equalizer’ model of Schimank (2007b). He ar-
gues that, in essence, there are 5 governance dimensions, whose specific importance 
can describe each university system. Therefore, each constellation of the 5 so-called 
‘sliding controllers’ describes a different university system. Any of these constellations 
can be thought of as a specific setting on an equalizer, giving a particular tune. The first 
of the ‘sliding controllers’ is the level of state regulation and operative flexibility (meas-
ured here by the existence of a state-set rigid personnel quota). This mechanism de-
termines the strength of government influence. The second controller concerns exter-
nal control through government or societal stakeholders, often in the form of research 
councils, which was used here, and similar to the board of directors in a company 
(Mayntz, 2002). The third is academic self-management, which measures the degree 
to which a chair holder can make autonomous decisions. Its antitype is an internal hi-
erarchical control exerted by the deans and chancellors within the university. For these 
two dimensions we use the influence of deans and university presidents. The fifth is the 
degree of competition. Major university-internal mechanisms are operated via the use 
of evaluations and bibliometric indicators to redistribute basic funds. We use these two 
variables. We acknowledge that this discussion of NPM is not extensive, but it should 
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give an impression of some of the subtleties which ought to be discussed in this con-
text. 

 

4. Results 

In Section 3, we proposed the use of the Cobb-Douglas production function to estimate 
the returns to scale. This parametric specification allows for increasing, constant, and 
decreasing returns to scale, which makes it relatively flexible. At the same time, it does 
not allow for varying returns to scale, for example, when we observe IRS for low levels 
of input followed by DRS above certain thresholds. 

4.1 Appropriateness of the Cobb-Douglas Specification 

It is important to examine whether our parametric Cobb-Douglas specification is indeed 
flexible enough to correctly model the returns to scale in our data set. Therefore, we 
used a semi-parametric partially linear regression model in a pre-test that delivers a 
visual impression of the likely behavior of the returns to scale. The characteristic fea-
ture of the partially linear regression model is that the linear specification is imposed on 
some variables as in a regular regression, while others are allowed to have more flexi-
ble impacts on the response variable. For the non-parametrically treated variables, we 
can then extract a non-parametric estimate of their impact on the response variable by 
running a local linear regression (so-called lowess smoother) of the predicted response 
variable on the non-parametrically treated covariates. 

In order to get an impression of the returns to scale on the research group and univer-
sity levels, we allow both the number of researchers in the research group as well as 
the number of staff in the university to have an arbitrary impact on the number of publi-
cations and citations, while we impose the linear restrictions on all other variables. The 
partial linear regression then allows a lowess smoother to be constructed which plots 
the relationship between outputs and research group or university size on a graph.  

The results can be found in Figure 2, where the relationships between publications, 
citations and research group size are shown in the two upper panels and the corre-
sponding relationships with respect to university size in the lower panels.6 

 

                                                
6 It should be noted that the predicted values are plotted on the y-axes which is why they can 

be negative. 
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Figure 2: Non-parametric relationship of predicted knowledge output and size (lowess 
after partial linear regression) 

  

  

It is obvious that all the estimated mean functions exhibit a positive slope. Therefore, 
both university size and a greater number of researchers in the research group in-
crease knowledge output, irrespective of whether we consider publications or citations. 
Furthermore, the function seems to be concave (upper left, upper right graphs) or con-
cave to linear (lower left, lower right). Thus we can ascertain that the proposed Cobb-
Douglas specification is flexible enough, because there is no indication of returns to 
scale that vary with the level of output. 

We will not enter a detailed discussion about returns to scale based on Figure 2, be-
cause the results may also be due to disciplinary differences that are hard to control for 
in the employed semi-parametric approach. Thus we turn now to the parametric speci-
fication based on Eq. (2), where we allow the coefficients of size variables ‘Research-
ers (weighted by time share research)’ and ‘University staff in FTE’ to vary by disci-
pline. 

4.2 Returns to Scale in Science – Main Results 
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Table 5 presents the main output regressions based on the Cobb-Douglas function, 
where all variables have been taken in logs. The regression on the left shows the ef-
fects for the number of publications, the right-hand one for the number of citations. 
There are remarkable similarities between the two. 

In particular, with respect to the main size variables, we observe that for the fields of 
biotechnology, nanotechnology, and economics in the publication regression both the 
direct input variable ‘Researchers (weighted by time share research)’ as well as the 
organizational size variable ‘University staff in FTE’ are positively significant. The same 
holds true for Nanotechnology and Biotechnology with respect to citations. The insignif-
icance with respect to astrophysics is likely to be due to the fact that there are only 25 
research groups in total. 

As explained in Section 3.1, positive size effects on the university level are indicated by 
positively significant coefficients of university staff. Therefore, we can already conclude 
that the size of the university positively affects the performance of the research groups. 
This is clearly an indication of IRS at the level of the university.  
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Table 5: Knowledge output regression (all variables in logs) 
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Because the number of researchers in the group is a direct input variable, the interpre-
tation concerning returns to scale differs here. As explained previously, decreasing 
returns to scale are indicated by coefficients smaller than 1, constant returns are asso-
ciated with a value of exactly 1, while increasing returns imply a coefficient of greater 
than 1. Since all the estimated coefficients are below one, we believe there are de-
creasing returns to scale.  

Thus, the results obtained so far suggest DRS on the research group level, while we 
observe IRS at the level of the university. We argued that this constellation favors an 
organizational model which is characterized by relatively small research groups con-
centrated in large universities. This is exactly the organizational model that we can ob-
serve all over the world. Thus, from an efficiency perspective, this dominant design for 
organizing public research does indeed seem justified. 

To corroborate this conclusion, we now present additional tests. First, since the signifi-
cance levels in Table 5 only indicate that the coefficients are different from zero, we 
also provide tests that indicate whether they are indeed significantly below one. In oth-
er words, we test whether the effect of additional researchers in the group really tapers 
off resulting in DRS. Second, we test whether the effects differ by discipline. Both tests 
are conducted for ‘Researchers (weighted by time share research)’ and ‘University staff 
in FTE’. The results are summarized in Table 6. 

We note that both with respect to citations and publications the coefficient associated 
with the number of researchers in the group is significantly below one for all disciplines. 
This is also corroborated by a test that all coefficients are jointly below one. Thus, in 
fact, we are able to corroborate that DRS can be observed at the level of the research 
group. Additionally, we can observe that the test for equality of all coefficients is not 
significant, which implies that it was not necessary to control for the discipline. 
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Table 6: Constant returns to scale test for ‘Researchers (weighted by time share re-
search)’ 7 
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A similar picture emerges for the effects of university size. The coefficients are usually 
significantly below unity, implying that the effect of university size is positive but tapers 
off. This implies that the additional advantages of ever-increasing universities will grad-
ually diminish. The only exceptions to this can be observed for economics and nano-
technology with respect to the number of citations. For both disciplines the coefficients 
are not significantly different from one. As a consequence, the advantages of increas-
ing universities remain constant irrespective of the size of the university. In any case, 
the fact that the coefficients for university size are significantly below one in the majori-
ty of cases does not impede the existence of IRS, because we only required this coeffi-
cient to be positive for increasing returns to scale. That this is the case can be seen in 
Table 6. 

Table 6: Constant returns to scale test for ‘University staff in FTE’ 
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4.3 Further Results 

                                                
7 Table 6 and 7 should be read as follows: A significant test result means that the coefficient in 

Table 5 is significantly smaller than 1. 
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Some secondary effects are worth mentioning. First of all, we observe that the re-
search intensity of the university (measured by university publications per staff mem-
ber) is positively significant with respect to the number of both publications and cita-
tions. This means that the research intensity of the university has a positive effect on 
the knowledge output of the research groups. There may be several reasons for this. 
One is that research intensity captures the effect of knowledge spillovers, as we could 
argue that their value is increased by the quality and amount of research conducted in 
the university as a whole. On the other hand, it is also possible that already research-
intensive universities find it easier to attract able and productive researchers, which 
facilitates the formation of high-performing research groups. Also status-effects as 
suggested by Münch (2008) may be important. Thus, this positive association could 
also be due to selection effects. While we cannot identify the exact reasons for this 
positive association, we believe there is probably some truth in both explanations (see 
Allison & Long, 1990, for a detailed discussion on potential causal relations of depart-
mental prestige and research output).  

Furthermore, we observe that regular evaluations have a positive effect on the re-
search groups’ output, while the existence of research councils is negative. This is 
comparable to the results in Schubert (2009) and Schmoch and Schubert (2010), who 
point out that, while evaluations are science-driven strategic governance mechanisms 
which specifically aim at improving publication performance, research councils are 
more strongly influenced by state and society representatives, who are usually more 
interested in pushing the applicability of knowledge, knowledge transfer, and teaching. 

5 Conclusions 

This paper examined the organizational model of universities. We argued that there is 
a dominant organizational design, in which a large number of relatively small individual 
research groups are concentrated within a single organizational frame. This frame is 
what we call a university. In a certain sense, universities are organized as holdings, 
where the steering level holds a large number of individual research groups that are 
relatively free to go about their production-related tasks. While this organizational 
shape is certainly also the result of evolutionary and historical processes, we asked 
whether it is an optimal one from an efficiency perspective? Based on insights from 
management literature, we argued that decreasing returns to scale associated with 
production at the research group level (for example due to the increasing costs of co-
ordination and communication) and agglomeration effects at the university level (for 
example as a result of shared infrastructure) should give rise to an optimal organiza-
tional form akin to a holding. 
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Based on an extraordinarily rich data set for German research groups, we then tested 
the hypothesis of positive agglomeration effects and DRS at the production-related 
research group level. This constellation of multilevel size effects was indeed able to be 
corroborated, which suggests this form of organization is also optimal from an efficien-
cy perspective. Thus this paper contributes to understanding the patterns of university 
organization from an economic point of view. Not wanting to belittle the power of the 
evolutionary or historical processes that have helped to shape this form, we still think 
that the efficiency argument is also a strong force which has played a significant role in 
shaping the long-term development of this organizational design.  

As a direct corollary of our results, it is also possible to draw some conclusions with 
respect to the increasing concentration of financial resources in science. In particular, 
whether the “big science” hypothesis is reasonable or not depends on what we mean 
by it. If this means that we should concentrate resources on only a few research groups 
in order to induce growth on the production level, then the hypothesis is probably false. 
However, if we mean that we should concentrate the resources on a few universities, 
while leaving the size of the research groups unaffected, then there is probably some 
truth to this. 
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