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Abstract Related work sections or literature reviews are an essential part
of every scientific article being crucial for paper reviewing and assessment.
However, writing a good related work section is an activity which requires
considerable expertise to identify, condense/summarize, and combine relevant
information from different sources. In this work we compare different auto-
matic methods to produce “descriptive” related work sections given as input
the set of papers which need to be described. The main contribution of our
work is a neural sequence learning process which produces citation sentences
to be included in a related work section of an article. We train the neural
architecture using an available scientific data set of citation sentences and we
test over a data set of related work sections; we also compare the performance
to a set of baseline extractive summarizers, an abstractive summarizer and a
state of the art CNNs approach. Our results indicate that our approach out-
performs the simple as well as the informed baselines.

Article Highlights

— The design and evaluation of an abstractive related work section generation
system;
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— A new data set of pairs of articles and citation sentences to train sequence-
to-sequence models;

— A comparison with state-of-the-art methods showing the potential of the
approach.
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1 Introduction

Every scientific paper should include a related work section providing, in a
well organized and condensed form, the key information from a carefully se-
lected list of publications which contextualize and ground the research being
presented by an author (Rowley and Slack) [2004)). Moreover, their relevance
is critical for quality assessment since journals pay particular attention to re-
lated work sections where evaluation of manuscripts is of concern (Maggio
et al., [2016]). The reason why a scientific paper should include a related work
section is motivated by the fact that scientific research is a collective activity.
The work of researchers depends on knowledge accumulated by scientists and
scholars over years of research. Therefore, an author often needs to describe
related previous works for the readers to help them understand the context
of his or her contributions in an area of research, also facilitating any form
of comparison between the current and previous works. Good related work
sections are difficult to produce since they require the author to select, con-
trast, and organize key information from several sources. It is generally agreed
that related work sections or literature reviews can either be descriptive or
integrative (S. G. Khoo et al. [2011; |Jaidka et al.| [2013). While a descrip-
tive report will summarize individual papers providing information such as
methods and results in citation sentences, integrative reports will focus on key
ideas and topics, providing in the citation sentences critical views on the pre-
sented approaches. In a context where scientific information is growing at an
unprecedented pace, related work sections or literature reviews offer already
digested information ready to be used by researchers interested in getting a
gist of the state of the art. Automatically generating this type of text, that is
selecting and combining key information from a set of articles, could greatly
help researchers in coping with the problem of scientific information overload.

In this paper we are concerned with the automatic production of descrip-
tive related work sections from a set of selected papers. We do not attempt to
generate integrative reviews since they will require knowledge difficult to en-
code in an automatic process. Moreover, recommending a pre-selection set of
scientific papers to be included in the report is outside the scope of this paper.
To further investigate possible ways of compiling a list of scientific papers to
cite, see (McNee et al., [2002)).
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Past research has shown that descriptive related work sections usually bring
and combine information from titles, abstracts, and introductions of the cited
articles making use of cut-and-paste summarization strategies
2013) which are typical of abstracting a document (insertion, deletion, substi-
tution, etc.) (Endres-Niggemeyer et al., 1995 [Saggion, 2011)). These observa-
tions motivate our generative approach to the automatic production of related
work sections.

Taking advantage of an available data set for scientific summarization com-
posed of research articles, citation sentences, and human summaries we train
a sequence-to-sequence model to simulate the generation of citation sentences.
We concatenate citation sentences automatically generated from each cited pa-
per to produce a novel related work section which we evaluate by comparing
the generated texts to the gold related work section using content-based eval-
uation metrics. The comparison is carried out with our abstractive approach,
several baselines, unsupervised summarizers, and an extractive state of the art
neural networks approach.

To model our generative approach, we make use of pointer—generator neu-
ral networks (Vinyals et al., [2015a) which are sequence-to-sequence models
that produce an output sequence consisting of elements from the input se-
quence. We use the pointer—generator networks with two Neural Networks
(NN) architectures which have recently achieved good performance in compli-
cated tasks; Transformer (Vaswani et al.,|2017)), that uses stacked self-attention
and point-wise fully connected layers for both the encoder and decoder, and
Bi-Directional RNNs, more specifically, in (Kalchbrenner and Blunsoml| 2013}
[Sutskever et al, 2014;|Cho et al., 2014) it is introduced as a variation of RNNs
called sequence-to-sequence (seq2seq) learning which uses recurrent neural
networks to map variable-length input sequences to variable-length output se-
quences. While relatively new, the sequence-to-sequence approach has achieved
state-of-the-art results in not only its original application — machine transla-
tion — (Luong and Manning|, 2015; Jean et al., 2014; Luong et al. [2015} |Jean
et al., [2015; Luong et al., 2014), but also image caption generation (Vinyals
et al., [2015b)), and text summarization (Nallapati et al., [2016]).

Sequence-to-sequence learning aims to indirectly model the conditional
probability p(y|z) of mapping an input sequence, = 1, ..., T, into an output
sequence, y = y1, ..., Ym accomplishing such goal through the encoder-decoder
framework proposed by (Sutskever et all 2014} |Cho et al) [2014). We use
sequence-to-sequence architecture to generate each citation sentence to be in-
cluded in the related work section from an input sequence which is composed
of a title and an abstract of a scientific paper that is being cited.

To directly tackle the problem of producing a related work section, we use
a gold-standard data set of related work sections and their cited papers to
test our approach. We feed our model with a set of sentences from the cited
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papers and accumulate the generated citation sentences to produce a related
work section.
The contributions of our work are the following:

— The design and evaluation of an abstractive related work section generation
system;

— A new data set of over 15K pairs of articles and citation sentences to train
sequence-to-sequence models;

— A comparison with state-of-the-art methods showing the potential of the
approach.

Software and data are being made available to guarantee reproducible re-
search E The rest of the paper is organized as follows: In the next Section we
give an overview of related work in the broader area of scientific text summa-
rization and in the more focused problem of related work section generation.
Then in Section [3| we describe the data sets created and/or used in our ex-
periments while in Section [4] we describe the method used for our sequence-
to-sequence system. Section [5] describes the experiments carried out, Section 6]
presents the obtained results while in Section [7] limitations of the study are
highlighted. Finally, we close the paper in Section [§] with conclusions and av-
enues for further research.

2 Related Work

Related work for our research refers to the broad topic of scientific text sum-
marization as well as to the more targeted generation of related work reports.
Summarization of scientific and technical articles has been studied for a long
time (Saggion and Poibeaul [2013). Early approaches to single document sum-
marization of scientific input has been addressed with sentence classification
(Teufel and Moens, [2002), domain specific pattern-based matching and extrac-
tion (Oakes and Paice,|1999)), or generic information extraction and text gener-
ation techniques (Saggion and Lapalme, 2002)). More recently, multi-document
summarization of scientific texts took center stage. (Agarwal et al.l 2011) tack-
led the multi-document summarization of scientific articles using an unsuper-
vised method which discovers comparable attributes in co-cited articles using
Frequent Term Based Clustering (Beil et al., 2002). Discovered clusters are
used to rank and extract sentences for the summary. |Qazvinian et al.| (2013)
proposed C-LexRank, a graph-based summarization method which relies on
implicit as well as explicit citation sentences to summarize a given cited pa-
per. They cluster the citation sentences extracting the most relevant from
each cluster using different procedures. |[Jha et al. (2013]) implemented a sim-
liar system but to generate a survey of a given topic. Their approach identifies
different aspects of the scientific paper extracting representative sentences for
each aspect. Mohammad et al.| (2009) performed experiments to show the
helpfulness of citation text to automatically generate technical surveys while

I https://github.com/AhmedAbuRaed/SPSeq2Seq
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(Ronzano and Saggion), [2016)) using data from the BioSumm 2014 Challenge
studied performance gains when using citation sentences to summarize a sci-
entific article.

Recent approaches to abstractive summarization include the following.
Brazinskas et al.| (2019) has addressed opinions summarization in which they
analyze multiple reviews from users over different products and businesses and
then created text summaries that reflect subjective information expressed in
these reviews. To overcome any rely on large quantities of document-summary
pairs as used in supervised abstractive summarization which are expensive to
acquire, they used an unsupervised approach which uses a hierarchical varia-
tional auto-encoder (VAE) model and utilizes two sets of latent variables. A
continuous variable that captures latent semantics of a group of reviews and a
second continuous variable to encode latent semantics of each individual review
in the group. The final summaries are produced by the decoder that uses the
information stored at the second continues variable. |(Chu and Liul (2018) also
utilized an unsupervised abstractive summarization model that uses an auto-
encoder where the mean of the representations of the input reviews (i.e. mean
over the hidden and cell states of all the input reviews) decodes to a reason-
able summary-review while not relying on any review-specific features. They
implemented variants of the proposed architecture and analyzed the different
variants. Finally, Baziotis et al.| (2019) also uses an unsupervised abstractive
model to develop a sequence-to-sequence-to-sequence autoencoder (SEQ?),
where the first sequence is the input, the second sequence is the compressed
sentence and the last sequence consists of reconstructed sentences. SEQ? con-
sists of two chained encoder-decoder pairs, with words used as a sequence of
discrete latent variables.

In contrast with generic summarization, related work section generation -
summarization has not been so extensively explored. |Hoang and Kan| (2010));
Vul (2010) presented an automatic related work summarization system which
creates a topic-biased related work section for a target paper given multiple
scientific articles. The extractive approach requires the user to provide a topic
hierarchy tree as an input and a set of papers to summarize. The method, which
improves over generic multi-document summarization approaches, computes
the likelihood of each sentence in the input documents to belong to the topics
as a method for selection.

Hu and Wan! (2014)) investigated the task of producing a related work sec-
tion for a target paper given as input a set of reference papers along with
a target academic paper but ignoring its related work section. Their system
exploits Probabilistic Latent Semantic Analysis (PLSA) (Hofmann, |1999) to
divide the set of sentences of the given papers into different topic-biased parts
applying regression models to learn the ranking of the sentences. Finally, an
optimization framework is used to produce the related work section. In order
to reduce the amount of text to consider, they make use of the abstract, intro-
duction, related work and conclusion sections from the reference papers, since
according to them other sections corresponding to method, evaluation or any
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other sections always describe in too much details any specific work and they
are not suitable for this task. |[Jaidka et al. (2013)) established a literature re-
view framework by deconstructing human-written literature review sections of
information science research papers. They studied scientific papers to be able
to compare them, to identify new problems, to place a work inside the current
literature and to elaborate new research propositions. Their study offers the re-
sults of a multi-level discourse analysis to examine their discourse and content
features. A framework for literature reviews created focusing on macro-level
document structure, sentence-level templates, and information summarization
strategies.|Zhang et al.| (2018)) proposed a latent variable extractive model that
views labels of sentences in a document as binary latent variables. The latent
model maximizes the likelihood of human summaries given selected sentences
where loss comes directly from gold summaries. They modeled instances of se-
quence labeling in which a document is viewed as a sequence of sentences and
the model is expected to predict a true or false label for each sentence, where
true indicates that the sentence should be included in the summary. Their
system has three parts: a sentence encoder to convert each sentence into a
vector, a document encoder to learn sentence representations given surround-
ing sentences as context, and a document decoder to predict sentence labels
based on representations learned by the document encoder. Finally, they use
CNN/Dailymail data set (Hermann et al.,[2015) for their experiments and they
compare their system with other extractive and abstractive systems. Lastly, an
hybrid method for summarization of multiple related work sections of scientific
articles has recently been proposed (Altmami and Menai), 2018). In this work
a semantic graph-based approach is used to handle the redundancy of cita-
tion sentences by reducing the sentence graph while preserving its properties.
Using cross-document structure theory (CST) to analyze multi-documents i.e.
related work section, they discover semantic relations to further reduce redun-
dancy in the set of citation sentences.

Most reviewed approaches to related work section generation are based on
an extractive paradigm. Extractive approaches, while offering the advantages
of producing readable sentences, are clearly limited to address the challenges
of producing citation sentences which are generally non-literal versions of in-
formation found in the input document. Moreover, citations sentences some-
times combine fragments from different sentences which can not be dealt with
extractive approaches. These limitations could be addressed by applying non-
extractive techniques as the ones we present in the rest of this article, which
although still preliminary can pave the way for further research in this area.

3 Data
We make use of two different types of data: a data set of scientific papers and

their citation sentences that we use to train our citation sentence generation
model, and a gold-standard data set of related work sections and their cited



Automatic Related Work Section Generation 7

papers to test the whole process. The testing data set has been used in previous
work (Hoang and Kanl, |2010; Vul |2010), and has been considerably expanded
by |AbuRa’ed et al.| (2020) who processed the data set and manually mapped
the sentences of the cited papers with the sentences in related work sections
citing thenﬂ Additionally, we study the effect of a filter over the data sets in
order to select sentences which explicitly indicate the author’s work .

3.1 Training Datasets

We make use of the data available in the ScisummNet Corpus (Yasunaga et al.,
2019bla)). This corpus is being released by Yale LILY lab and expanded from
the CL-Scisumm project (Mayr et al., 2019} |Jaidka et al., 2014)). This dataset
provides over 1,000 papers of the Association for Computational Linguistics
(ACL) anthology network (Bird}, |2008)) with their citation networks (e.g. cita-
tion sentences, citation counts) and their author abstracts.

Additionally, we collect data similar to ScisummNet but from Open Aca-
demic Graph (OAG) and Microsoft Academic Graph (MAG) (Sinha et al.
2015; [Tang et al., [2008). MAG is a diverse graph containing scientific pub-
lication records, citation relationships between those publications, as well as
authors, institutions, journals, conferences, and fields of study. OAG is a large
knowledge graph unifying two billion records from two academic graphs: Mi-
crosoft Academic Graph (MAG) and AMiner (Tang, [2016]). We used the avail-
able OAG dumps to gain access to the list of all paper IDs at MAG. Af-
terward, we used Microsoft Cognitive Services Academic Knowledge API to
access MAG nodes. The obtained papers were kept if and only if: (i) MAG
contained an abstract for the paper and (ii) MAG contained at least one of
the papers being cited. The references of the stored papers were extracted to
iteratively obtain more data, storing papers only if conditions (i) and (ii) were
satisfied. All the collected data, which will be released with this papeIEL has
been indexed for efficient processing. The collected data amounts to: 940 pairs
from ScisummNet Corpus and 15,574 pairs from our new dataset.

In summary, our data from these two sources consists of pairs of input and
output sequences as follows:

<T,®A;,C; > (1)

Where the i—th input sequence is a concatenation (@) of a scientific paper’s
title T; and abstract A;, as for the output sequence we use the citation sen-
tence C; used by the citing scientific paper.

For further analysis we also applied a filter on the same data which selects
sentences from the abstract that are directly related to the scientific paper

2 http://taln.upf.edu/sciencecorpus

3 The dataset can be accessed though this link: https://github.com/AhmedAbuRaed/
SPSeq2Seq
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author or presentation. The filter is based on Teufel’s (Teufel et al., 2000) first
pronoun (e.g. we, our and my) and presentation nouns (e.g. this paper, study
and article) gazetteers. The filter is only applied to the abstract sentences
(the title is never removed). The resulting sentences from the filter process
are the title and abstracts’ sentences that contain any of the first pronoun
and presentation nouns. This process will exclude any sentences that do not
explicitly mention the authors nor the presented work directly.

An example of the data used for training the citation sentence generator is
shown in Figure[l] In the exampleﬂ the citation sentence contains some literal
(e.g. “negative evidence from edited textual corpora”) and non-literal (e.g.
“high precision” instead of “80% precision” or “checkers” instead of “detecting
grammatical errors”) elements extracted from title and abstract of the cited
work. From the set of citation sentences available for each paper we use the
one that is most similar (closest) to title and abstract in terms of the BLEU
score measure (Papineni et al. 2002) used to compare a target and source
translations.

title  An Unsupervised Method For Detecting Grammatical Errors

abstract ~ We present an unsupervised method for detecting grammatical errors
by inferring negative evidence from edited textual corpora. The sys-
tem was developed and tested using essay-length responses ... The error-
recognition system, ALEK, performs with about 80% precision and 20%
recall.

cit. sent. Among unsupervised checkers, Chodorow and Leacock (2000) exploits
negative evidence from edited textual corpora achieving high preci-
sion but low recall.

Fig. 1 Example of a scientific article (title @ (non-filtered) abstract) and a citation sentence.
Similar phrases have been highlighted.

A similar example showing the filtered version of the previous example can
be seen in Figure [2 We can notice that after applying the filter process most
of the shared phrases are still present.

title  An Unsupervised Method For Detecting Grammatical Errors
abstract ~ We present an unsupervised method for detecting grammatical errors
by inferring negative evidence from edited textual corpora.
cit. sent.  Among unsupervised checkers, Chodorow and Leacock (2000) exploits
negative evidence from edited textual corpora achieving high precision
but low recall.

Fig. 2 Example of a Filtered scientific article (title @ filtered abstract) and a citation
sentence. Similar phrases have been highlighted.

4 Cited paper: Martin Chodorow and Claudia Leacock. 2000. An unsupervised method for
detecting grammatical errors. In Proceedings of the 1st North American chapter of the As-
sociation for Computational Linguistics conference (NAACL 2000). Association for Compu-
tational Linguistics, Stroudsburg, PA, USA, 140-147. Citing paper: Chung-Chi Huang, Mei-
Hua Chen, Shih-Ting Huang, Jason S. Chang. EdIt: A Broad-Coverage Grammar Checker
Using Pattern Grammar. Proceedings of the ACL-HLT 2011 System Demonstrations.
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3.2 Testing Data set

In order to test our approach, we make use of a data set previously used
for related work generation (Hoang and Kanl 2010} [2010), the RWSData
corpus, which contains a collection of 20 article sets (i.e. Clusters). Each set
contains a scientific paper with a related work section, the text of the related
work section and the set of reference papers mentioned in the related work
section, See Figure [3] which represents a segment of a related work section for
a scientific paper in the corpus EI that is citing three different scientific papers
EIFE

Since the papers provided in RWSData are all in PDF and in order to
extract the necessary information from them, |AbuRa’ed et al.| (2020) used
three state-of-the-art PDF to XML converters: PDF Digest (Ferrés et al.l
2018), PDFX (Constantin et al) [2013) and Grobid (GRO, 2008 — 2019).
Whenever one of the converters failed to convert the PDF document we moved
to next one as a fail safe, using this procedure allowed us to convert all the
documents in the dataset and extract the necessary information for testing our
system. The three converters provide basic information about each scientific
paper including: title, abstract and content. Then, using the GATE system
(Maynard et all [2002) we automatically annotated (and manually checked)
each citation sentence in the related work section of the target scientific paper
linking it with its cited paper. Finally, the same filtering process applied on
the training data set was applied for the testing data set.

4 Methodology

Our approach is based on pointer—generator neural networks with copy-attent-
ion technique and coverage mechanism (See et al.,[2017; Wu et al.;|2016). Copy-
based generation can copy words from the source text via pointing, which aids
accurate reproduction of information while retaining the ability to produce
novel words through the generator. As for coverage , it is a
mechanism to keep track of what has been summarized discouraging repetition
by forcing penalties on repeated text therefore controlling redundancy of the
generated output.

5 Kong, Fang, Hwee Tou Ng, and Guodong Zhou. ” A constituent-based approach to ar-
gument labeling with joint inference in discourse parsing.” In Proceedings of the 2014 Con-
ference on Empirical Methods in Natural Language Processing (EMNLP), pp. 68-77. 2014.

6 Ben Wellner and James Pustejovsky. 2007. Automatically identifying the arguments of
discourse connectives. In Proceedings of the 2007 Joint Conference on Empirical Methods in
Natural Language Processing and Computational Natural Language Learning, pages 92-101.

7 Nikhil Dinesh, Alan Lee, Eleni Miltsakaki, Rashmi Prasad, Aravind Joshi, and Bonnie
Webber. 2005. Attribution and the (non-)alignment of syntactic and discourse arguments of
connectives. In Proceedings of the Workshop on Frontiers in Corpus Annotation II: Pie in
the Sky, pages 29-36

8 Sucheta Ghosh, Richard Johansson, Giuseppe Riccardi, and Sara Tonelli. 2011. Shallow
discourse parsing with conditional random fields. In Proceedings of the 5th International
Joint Conference on Natural Language Processing, pages 1071-1079.
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Title: Automatically Identifying the Arguments of || Title: Exploiting Scope for Shallow Discourse
Discourse Connectives. Parsing

Abstract: In this paper we consider the problem of | | Abstract: We present an approach to automatically
automatically identifying the arguments of ||identifying the arguments of discourse connectives
discourse connectives (e.g. and, because, ||based on data from the Penn Discourse Treebank. Of
nevertheless) in the Penn Discourse Treebank ||the two arguments of connectives, called Argl and
(PDTB). ... By also capturing inter-argument ||Arg?, ... whose arguments are found in ditferent
dependencies using a log-linear re ranking model | |sentences. The latter are further distinguished by
we identify both arguments correctly for over 74% || paragraph position into Paralnit connectives, ... . For
of the connectives on held-out test data using ||cases where these filters do not uniquely identity
gold-standard parses. Argl, coreference-based heuristics are employed. ...

As a representative on locating parts of arguments, Wellner and Pustejovsky (2007)
proposed several machine leaming approaches to idenfify the head words of the two
arguments for discourse commectives

Prasad et al. (2010) proposed aset of heuristics tolocate the position of the Argl sentences
for inter-sentence cases. The limitation of locating parts of arguments, such as the &
positions and head words, is that it is only a partial solution to argument labeling m
discourse parsing.

As a representative linear tagging approach, Ghosh et al. (2011) cast argument labeling
as alinear tagging task using conditional random fields.
i

Title: Shallow Discourse Parsing with Conditional Random Fields

Abstract: ... In this paper we take a data driven approach to identify
arguments of explicit discourse connectives. In contrast to previous
work we do not make any assumptions on the span of arguments and
consider parsing as a token-level sequence labeling task. We design
the argument segmentation task as a cascade of decisions based on
conditional random fields (CRFs). ...

Fig. 3 Example from the RWSData corpus of a scientific paper citing three other scientific
papers.

We utilize pointer—generator neural networks with two different architec-
tures; Bidirectional Recurrent Neural Networks (BRNN) (Schuster and Pali-|
wall which maps a source sequence to a target sequence, and Trans-
formers (Vaswani et al.l 2017); where the closest model to the one we use is
so-called CopyTransformer proposed in (Gehrmann et all, 2018). See Figure [4]
which shows the pointer-generator neural network used with the BRNN archi-
tecture. For each decoder time-step a generation probability Pye, € [0,1] is
calculated, which weights the probability of generating words from the vocab-
ulary, versus copying words from the source text. The vocabulary distribution
and the attention distribution are weighted and summed to obtain the final
distribution, from which we make our prediction. The figure presents an ex-
ample of a scientific paper at the input text ﬂbeing cited by another scientific
paper |T_U| and the network is trying to generate the next token for the citation

9 (Cited paper: Brill, Eric. ” A simple rule-based part of speech tagger.” In Proceedings of
the third conference on Applied natural language processing, pp. 152-155. Association for
Computational Linguistics, 1992

10 Citing Paper: Modi, Deepa, and Neeta Nain. ”Part-of-Speech Tagging of Hindi Cor-
pus Using Rule-Based Method.” In Proceedings of the International Conference on Recent
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context (summary) in which the next token to be generated by the decoder is
“speech” which has the highest attention in the attention distribution.

Final Distribution

uonnguisiq Aiejngeoop

Encoder Hidden States

Input Text Partial Summary

Fig. 4 The pointer—generator architecture.

Sequence-to-sequence models are particularly good at translation, where
the sequence of words from one language is transformed into a sequence of
different words in another language. However, summarization can, in certain
cases, be casted as sequence-to-sequence modeling to summarize a long source
into a shorter one in the same language to form the final output summary.
We use BRNN (Schuster and Paliwall [1997) as can be noticed at Figure[4] which
is a natural generalization of feed-forward neural networks where the source
sequence tokens are fed one-by-one into a single-layer of a bidirectional LSTM
(encoder), producing a sequence of encoder hidden states h;. On each step t, a
single-layer of a unidirectional LSTM receives the word embedding of the pre-
vious word (while training, this is the previous word of the reference summary;
at test time it is the previous word emitted by the decoder), and has decoder
state st. We also applied the transformer (Vaswani et all [2017) - encoder—
decoder—based architecture - for ”translating” one sequence into another one
as a basis. This architecture uses stacked self-attention and point-wise fully
connected layers for both the encoder and decoder. See the model architecture
at Figure[§] which we use with the pointer-generator neural network separately

Cognizance in Wireless Communication and Image Processing, pp. 241-247. Springer, New
Delhi, 2016.
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replacing the BRNN architecture. The encoder is composed of a stack of N
identical layers. Each layer has two sub-layers. The first is a multi-head, self-
attention mechanism, and the second is a simple, position wise fully connected
feed-forward network. The decoder is also composed of a stack of N identical
layers. In addition to the two sub-layers in each encoder layer, the decoder
inserts a third sub-layer, which performs multi-head attention over the output
of the encoder stack. The transformer uses a self-attention layer by adding a
mechanism called ”multi-headed” attention expanding the model’s ability to
focus on different positions of the input, giving the attention layer multiple
"representation subspaces” for the weight matrices, and allowing selection of
important parts of the sequence at each step to adjust the distribution over
the vocabulary which is essential while summarizing.

We rely on the Neural Machine Translation (NMT) tool OpenNMT-py
to implement our abstractive models. OpenNMT is an open source
initiative for NMT and neural sequence modeling. It is a general-purpose
attention-based sequence-to-sequence system that also implements the latest
state-of-the-art sequence-to-sequence techniques.
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Fig. 5 The Transformer model architecture: encoder to the left and decoder to the right.
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Inp_ut Output
<T; @ A, C; >
pr <Tieb A, 7 > c1
<& A, 7 > c2

ROUGE
) \I/I:D Gold Related
pys <A ? > m c3 Work Section

e <A ? > _—

Fig. 6 Generation of related work sections from a set of papers (P;...P,) and evaluation.
Model represents any of the sentence extraction/generation systems tested in this work.
Output citation sentences (C;) are concatenated and compared to a gold standard related
work section

5 Experiments

In order to compare our approach, we implemented several baselines over the
RWSData. Alongside, we ran several experiments to generate abstractive sum-
maries for each cluster i.e. a related work section for a target paper.

5.1 Baselines

For our experiments we implemented several extractive summarization base-
lines. A set of simple baselines is based on the observations arising from the
analysis of citation sentences and scientific abstracts on the use of titles and
abstracts (Jaidka et al. 2013} [Saggion|, 1999).

The title baseline is to use the title of each cited article as citation sen-
tences. The abstract first baseline uses as citation sentences the first sentence
of the abstract of the cited articles while the abstract last baseline uses the
last sentence.

The second set of baselines is composed of available systems that use well-
established extractive techniques. All summarizers are given as input the title
and abstract of a cited documents from which a single summary sentence is
obtained. They are as follows:

— MEAD (Radev et al.| 2004) is a well-known extractive document summa-
rizer which generates summaries using centroids alongside other features
such as the position of the sentence and the length. We configured MEAD
to select one sentence from each cited paper in order to generate the related
work section.
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— TextRank (Mihalcea and Tarau, |2004) and LezRank (Erkan and Radev,
are both extractive and unsupervised graph-based text summariza-
tion systems which create sentence graphs in order to compute centrality
values for each sentence. Both algorithms have similar underlying methods
to compute centrality which are based on the PageRank ranking algorithm.
They differ in how links are weighted in the document graph.

— SUMMA is a Java implementation of several sentence scor-
ing functions. We use the implementation of the centroid scoring function-
ality to select the most central sentence in a document.

— SEQ? [Baziotis et al.| (2019) the unsupervised abstractive model named
SEQ? which used a sequence-to-sequence-to-sequence autoencoder was
used as a recently proposed non-extractive technique.

5.2 Extracting Sentences with a Convolutional Neural Network

This system, which is based on a neural network architecture which achieved
state of the art performance in the Sci-Summ 2018 Challenge
[2018; Mayr et al., |2019)), takes advantage of the potential of convolutions to
abstract higher level features from sentences in order to learn its relevance in
a specific document (Abura’ed et al.| [2017] [2018]). This relevance is based on
the relationship between a set of features extracted and computed for each
sentence and the scoring function. The system assigns a score between 0 (not
relevant) and 1 (highly relevant).

5.2.1 Extraction of Sentence Features:

The set of sentence features is organized into two inputs to feed the system.
First, we transformed each word from a sentence into a vector by looking up
word embeddings. In this scenario, we used two pre-trained word embeddings,
which were concatenated: the Google News embeddingg' | (three million words
in 300 dimensional vectors trained using word2vec (Mikolov et al.| [2013a)) over
a news text corpus of 100 billion words) and the Association for Computa-
tional Linguistics (ACL) Anthology Reference Corpus embeddings
(300 dimensional vector trained over a corpus of ACL papers )
This embedding matrix representing the words contained in a sentence is in-
troduced in the system as input.

In addition to word embeddings, for each sentence we extracted, using
SUMMA (Saggion, 2008; |Abura’ed et al., |2018)), features in order to provide
information about its context in the document:

— Sentence Document Similarity: the cosine similarity of a sentence vector to
the article centroid.

1 https://code.google.com/archive/p/word2vec/
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— Title Sentence Similarity: the cosine similarity of a sentence vector to the
vector of the first sentence, that is, the title of the RP.

— TextRank Normalized: a sentence vector is computed to obtain a normal-
ized score using the TextRank algorithm (Mihalcea and Tarau, [2004)).

— Position: a score representing the position of the sentence in the article.

— Normalized Cue-phrase: the total number of cue-words in the sentence
divided by the total number of cue-words in the article based on (Teufel
and Moens, [2002]) formulaic expressions.

— Term Frequency: we sum up the tf*idf values of all words in the sentence.
Then, the obtained value is normalized using the set of scores from the
whole document.

— Rhetorical Class Probability: the probability that the sentence belongs to
each of five rhetorical categories — background, outcome, approach, chal-
lenge, and future work (five features, one per each rhetorical category)
according to the scientific document analyser Dr Inventor (Ronzano and
Saggion| [2015)).

To calculate the similarities and TextRank Normalized features, we com-
puted three different vectors based on the sentence representations. A vector
similarity is the result of comparing two vectors of the same type using the
cosine distance function. From the previous input, we also used the Google
and ACL pre-trained word embeddings to generate two sentence vectors by
calculating the centroid (or average) of the words vectors contained in a sen-
tence. The third vector is based on a SUMMA word vector (Saggion [2008)),
which is computed from the tf*idf of each word.

Finally, the context features are also introduced in the system (as a second
input) within a sequential window including the context features of the 3
previous and 3 following sentences.

5.2.2 Scoring Functions:

The aim of the system is to learn a scoring function in order to select the
most relevant sentences from a document (title + abstract). In other words,
the system learns the relation between both set of features (word embeddings
and context features) and a score, learning a regression task.

In this work three scoring functions are defined related to the three sen-
tence vectors (SUMMA, Google and ACL), which are basically based on the
similarity between sentences in the document (title 4+ abstract) and the gold
citation sentence.

5.2.3 Convolutional Model:

The network independently decodes each input (word embeddings and context
features) by convolutions to abstract higher level features. Each convolution
applies a filter to produce a new feature, which is included in the resulting
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feature map. The convolution can be replicated with different windows with
multiple filters giving multiple feature maps.

Next, a max-pooling layer selects the most relevant feature from each fea-
ture map. Relevant features are concatenated together in a single feature vec-
tor. In order to prevent over-fitting, after max-pooling layer we applied dropout
regularization over the single feature vector (Hinton et al. [2012).

At this point, both single feature vectors generated by each input are
also concatenated and the resulting vector is passed to two subsequent fully-
connected layers. The fully-connected layers scale a large amount of features
from the previous vector to a single output value, in order to learn the regres-
sion task. We also rescale the weights whose 12-norms exceed a hyperparameter
as in (Kiml 2014)) and (Nguyen and Grishman, [2015)).

5.3 Sequence-to-Sequence Approach

We feed our training sequences (see Section [3]) to the model and use the vali-
dation data to tune the hyper parameters and keep the learning rate in check
during training. We have used 15,000 pairs for training, 1,514 pairs for devel-
opment and 219 pairs for testing.

The final model is fed with the set of reference papers (titles and abstracts)
in the testing dataset generating a citation context for each reference paper
(see Figure@. Finally, we group the generated set of citations context together
to form the final related work section. We ran all our experiments on both the
Title and Abstract as described at sectionBland the filtered version of the data.

5.8.1 Training

For our abstractive sequence-to-sequence approach we generated several mod-
els while training the data. We ran two separate encoder-decoder architectures
i.e. Transformer and BRNN as mentioned at section 4] with 4 recurrent layers
for the transformer architecture and one layer of Bi-Directional RNN. We set
the hidden size of the recurrent unit to 512 and used ADAM (Kingma and Ba,
2014) and AdaGrad (Duchi et al.| [2011) optimizers respectively.

We set the system to share the same weight vectors for shared vocabulary be-
tween the encoder and decoder and we add a sinusoidal position encoding to
each vocabulary. This option drastically decreases the number of parameters
a model has to learn.

To further represent the sentences we not only rely on the internal rep-
resentation of words by the OpenNMT-py (Klein et al., [2017) tool, but we
also use word-based and character-based word2vec pre-trained models. These
models will provide some insight of how changing the representation of the
input could affect the results, for that reason we use GoogleNews (Mikolov
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2013Db) (word-based) and FastText (Mikolov et all |2018]) (character-

based) pre-trained models to run additional experiments for both the filtered
and unfiltered data.

Regarding batches and normalization, there are two types of batches; sentence
based and token based. Sentence based batching sets the batch size based on
the number of instances (sentences), while token based batching is also known
as dynamic batching due to the fact that a batch is created based on a specific
number of tokens. The motivation behind dynamic batching is to avoid any
memory problems for sentences that are considered long, it is usually used with
greedy algorithms such as the Transformer’s multi-head attention technique.
For our experiments we batch and normalize based on dynamic batching of
size 4,096 tokens for the Transformer architecture. As for the BRNN we batch
and normalize based on sentence batching of size 16. We set the network to
compute gradients and update the parameters after each set of batches. More-
over, we initialized with Xavier uniform (Glorot and Bengiol 2010) and used
0.2 dropout (Srivastava et al., [2014) mechanism to prevent over-fitting.

We set the network to save models over time, every K steps a model is
saved and tested against the validation data generating a total of ten models.
See Figure [7] which highlights the accuracy of the network at each check point
(Trans is a short for Transformer). The figure shows the accuracy over the
training and validation steps for the BRNN and Transformer models over
the filtered (denoted as F) and unfiltered data. The BRNN models tend to
have a slower and more consistent training accuracy improvements over the
transformer models, the slowest learning process were recorded over the filtered
data. As for validation accuracy the transformer models are more consistent
and stable over the validation data. Finally the validation accuracy of both
models have a higher accuracy over the filtered data.

NETWORK ACCURACY

—4— Training BRNMN —@— Training Trans Training F-BRNN Training F-Trans

—=— Validation BRNN —e—Validation Trans == Validation F-BRNMN Validation F-Trans

e

AOCUACY

T T N ]
PR

Fig. 7 The neural network accuracy over training and validation data over time
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Finally, we used a learning rate decay managed under the "noam” scheme
(Goyal et all 2017)) (linear warm-up for a given number of steps followed by
exponential decay of the learning rate).

5.3.2 Testing

We ran the testing sequences over the models generated at each check point.
The network reported the perplexity scores (Jelinek et al., [1977) at each check
point (See Figure [8) which shows that the Transformer models has less per-
plexity measures than the BRNN. The generated sentences from our system

TESTING PERPLEXITY

—t—EBRNN  —m—Trans F-BRNN F-Trans

PERPLEXITY

=]
in

Fig. 8 Perplexity of generated strings at different training points.

varied between readable sentences and sentences that were not acceptable, but
shared common words with the title and abstract of the cited scientific paper.
An example of a good generated citation for a paper in the test set |E| is shown
in Figure [9]

An example of a bad generated citation for a testing paper |E| in shown
in Figure [I0] Even though the generated citation is not very readable due to
the inclusion of several “main“ verbs without proper syntactic structure, some
relevant keywords have been selected.

Figure [11] shows the entire pipeline of our experiments. We experimented
on title and abstract of scientific papers and we also applied a filter based on
Teufel’s (Teufel et all 2000)) gazetteers producing a title + filtered abstract.
As for the representation of the sentences, we used the internal representation
by OpenNMT-py, word-based Word2Vec pre-trained model (i.e. GoogleNews)
and character-based word2vec pre-trained model (i.e. FastText). The input

12 (Cited paper: Turney, Peter D. ”Measuring semantic similarity by latent relational anal-
ysis.” arXiv preprint cs/0508053 (2005).

13 Cited paper: Ibrahim, Ali, Boris Katz, and Jimmy Lin. ”Extracting structural para-
phrases from aligned monolingual corpora.” Proceedings of the second international work-
shop on Paraphrasing-Volume 16. Association for Computational Linguistics, 2003.
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title
abstract

Measuring Semantic Similarity by Latent Relational Analysis

this paper introduces latent relational analysis (Ira), a method for mea-
suring semantic similarity. this paper describes ... classifying semantic rela-
tions in noun modifier expressions. this paper has introduced a new method
for calculating relational similarity, latent relational analysis. just as attri-
butional similarity measures have proven to have many practical uses, ...

gen. cit.

<CITE>describes a method (latent relational analysis) that extracts
subsequence patterns for noun pairs from a large corpus, using query ex-
pansion to increase the recall of the search and feature selection and dimen-
sionality reduction to reduce the complexity of the features.

Fig. 9 Example of a scientific article (title @ abstract) and a grammatically correct gener-
ated citation sentence with considerable “matching” content.

title
abstract

Extracting Structural Paraphrases From Aligned Monolingual Corpora.
we present an approach for automatically learning paraphrases from
aligned monolingual corpora. we present an approach for automatically
learning paraphrases ... our algorithm works by generalizing the syntactic
paths between corresponding anchors in aligned sentence pairs... we also
describe a novel information retrieval system under development that is
designed to take advantage of structural paraphrases.

gen. cit.

<CITE >proposed a information based approach to select monolingual
paraphrases of a paraphrases in the sentence paths of a sentence paths
to reduce the monolingual rules of paraphrases and penn variations to
be identified.

Fig. 10 Example of a scientific article (title @ abstract) and an incoherent generated cita-
tion sentence.

Table 1 Extractive Baseline Systems VS Abstractive Sequence-to-Sequence System.
ROUGE-1 and ROUGE-2 Metrics.

ROUGE-1 ROUGE-2
[ SYSTEM R | P [ F R [ P | F
Titles 0.074 [ 0.375 [ 0.119 [ 0.013 [ 0.072 [ 0.022
AbsFS 0.126 | 0.272 | 0.155 | 0.019 | 0.041 | 0.023
AbsLS 0.114 | 0.263 | 0.150 | 0.013 | 0.035 | 0.018
SUMMA 0.130 [ 0.236 [ 0.158 [ 0.019 [ 0.026 [ 0.020
MEAD 0.247 | 0215 | 0.219 | 0.067 | 0.042 | 0.048
LexRank 0.162 | 0.306 | 0.194 | 0.029 | 0.044 | 0.032
TexRank 0.211 | 0.232 | 0.207 | 0.043 | 0.038 | 0.038
SEQ? 0.045 | 0.140 | 0.066 | 0.0004 | 0.002 | 0.0007
CNNsumma 0.163 | 0.262 [ 0.187 [ 0.030 [ 0.047 [ 0.034
CNNgoogle 0.191 | 0.261 | 0.207 | 0.034 | 0.0413 | 0.034
CNNacrL 0.176 | 0.246 | 0.195 | 0.035 | 0.041 | 0.035
Transformercp 0.216 0.237 0.215 0.072 0.063 0.063
BRNNgp 0.189 | 0.293 | 0219 | 0.054 | 0.070 | 0.058
Transformerwp | 0.221 | 0.248 | 0.222 | 0.070 | 0.062 | 0.062
BRN Nw p 0.179 | 0.266 | 0.204 | 0.044 | 0.055 | 0.046
Transformer 0.192 | 0.255 | 0219 | 0.066 | 0.071 | 0.069
BRNN 0.223 | 0.238 | 0.230 | 0.069 | 0.072 | 0.070
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Table 2 Extractive Baseline Systems VS Abstractive Sequence-to-Sequence System Over
the Filtered Data. ROUGE-1 and ROUGE-2 metrics

ROUGE-1 ROUGE-2
[ SYSTEM R [ P [ F R [ P [ F
Titles 0.074 0.375 0.119 0.013 0.072 0.022
AbsFS 0.118 0.271 0.150 0.019 0.043 0.024
AbsLS 0.115 0.265 0.146 0.014 0.036 0.019
SUMMA 0.142 0.288 0.180 0.022 0.040 0.027
MEAD 0.216 0.239 0.203 0.038 0.037 0.034
LexRank 0.138 0.292 0.172 0.024 0.038 0.028
TexRank 0.222 0.236 0.210 0.041 0.036 0.035
SEQ? 0.068 0.158 0.091 0.003 0.006 0.004
CNNsymma 0.118 0.250 0.146 0.018 0.038 0.023
CNNgoogie 0.182 0.234 0.187 0.035 0.038 0.033
CNNacL 0.187 0.239 0.193 0.037 0.042 0.037
Transformercp 0.276 0.267 0.271 0.120 0.092 0.104
BRNNc¢pB 0.286 0.314 0.299 0.122 | 0.108 | 0.115
Transformerw p 0.274 0.276 0.275 0.118 0.092 0.103
BRNNwp 0.284 0.317 | 0.300 | 0.120 0.107 0.113
Transformer 0.261 0.251 0.256 0.116 0.088 0.100
BRNN 0.281 0.298 0.289 0.117 0.100 0.108

source is fed to the pointer generator architecture (BRNN or Transformer)
which generates a summary (i.e. citation context) based on the presentation
of sentences.

Pointer-generator
architecture

Tilte

+

Abstract

GoogleNews
(word-based)

Internal o
representation @ Citation Context
i Transformer
+ Ll

Filtered Abstract {char-based)

h 4

h

h

Fig. 11 An outline of the performed experiments showing the different scenarios we used
over our approach.
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6 Results

In this section we compare our abstractive sequence-to-sequence approaches
with the baselines. We used several ROUGE metrics (Lin, [2004) to automati-
cally evaluate all the systems. The metrics used from ROUGE are: ROUGE-L:
which uses the Longest Common Subsequence (LCS) evaluating the struc-
tural similarity between two summaries therefore paying attention to syntax;
ROUGE-1: which checks the overlap of each word between the automated
summary and the gold standard paying attention to word content; ROUGE-2:
similar to ROUGE-1 but at the level of bi-gram overlap; and finally ROUGE-
SU4: which considers Skip-bigram plus unigram-based co-occurrence statistics
therefore considering long sequences as the basis for evaluation. ROUGE mea-
sures combine precision and recall in a harmonic F-measure which is generally
used to assess the systems’ performance.

The results of ROUGE-1 and ROUGE-2 metrics before filtering the data
can be found at Table [ and over the filtered data at Table 2l ROUGE-L and
ROUGE-SU4 results are computed for the sake of completeness and provided
in the Appendix in tables[7] and [6] for unfiltered and filtered data respectively.

As can be appreciated from the numbers in Tables [1] [6] [2] and [7] the non-
informed extractive baselines which do not perform any analysis of the input
(e.g. use of titles or sentences from abstracts) tend to have a high precision
but low recall, specially precise is the title. For all ROUGE measures, and dis-
regarding of the status of the input data (filtered /non-filtered), the sequence-
to-sequence models obtain the higher scores in terms of F-score (ROUGE-F).
For precision and recall variants of ROUGE in the case of non-filtered data,
we can observe that MEAD is better at Recall and LexRank at precision,
however not achieving the best F-score. This trend is not observed in the fil-
tered data where the sequence-to-sequence models obtain higher results for
precision, recall, and F-score (for all ROUGE measures).

In order to eliminate our bias and get a better insight of how reliable our
methods are over the filtered and unfiltered data in comparison with the base-
lines, we have analysed the ROUGE results by running a t—teslﬂ (using the
R software and selecting 95% confidence level). We report our analysis on
Tables [3] and [4] for the differences when the same approach is trained with
different data types (filtered vs. non-filtered). Moreover, for each sequence-to-
sequence model we analyze the effect of the embedding condition used (none,
word embedding, character embedding), see Table |5l More specifically, Table
[3] compares ROUGE-1 means of the different systems under the filtered and
non-filtered conditions. We can observe that differences are statistically sig-
nificant for all sequence-to-sequence models (T in the sig. column indicates if
a difference was found). Table |4 compares ROUGE-2 results showing simi-
lar findings, the filtered condition offers clear advantages. Table [5| compares
ROUGE (1 and 2) means for the BRNN and Transformer approaches (under

14 Normality of the data was verified with a Kolmogorov-Smirnov test of normality.
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different embedding conditions). Differences are statistically significant for 9
out of 12 conditions (T in the sig. column indicates if a difference was found)
indicating that BRNN is superior in most conditions. Besides, statistical tests
(not shown in the tables) comparing BRNN with different embedding condi-
tions indicate that only in two cases of non-filtered data: (i) none/word em-
bedding (p < 0.06) and (i) character/word embedding (p < 0,007), differences
exist. When comparing the embedding condition for Transformer (not shown
in tables), only one difference is detected: the none/character embedding with
filtered data (p < 0.06).

Table 3 Comparison of filtered vs. non-filtered ROUGE-1 results with two-tailed ¢-test(20).
Mean, standard deviation (sd), and p-values (sig.) are reported.

System Filtered Non-filtered

mean sd mean sd sig.
BRNN 0.28 0.002 0.23 0.0008 1 %1047
BRNN¢p 0.29 0.002 0.21 0.0009 | 9.86 %1071
BRNNw B 0.30 0.002 0.20 0.001 2 %108t
Transf 0.25 0.003 0.21 0.0005 0.01t
Transfc g 0.27 0.001 | 0.21  0.001 | 2.39 %106
Transfy g 0.27 0.001 | 0.22  0.001 2% 1061
CNNgumma | 0.14 0001 | 0.18  0.003 8 x 1041
CNNgoogle 0.18 0.001 0.20 0.003 0.14
CNNacL 0.19 0.001 0.19 0.002 0.86
SUMMA 0.18 0.001 0.15 0.001 0.01t
MEAD 0.20 0.004 0.21 0.003 0.2
LexRank 0.17 0.001 0.19 0.003 0.09
TextRank 0.21 0.002 0.20 0.002 0.78

Table 4 Comparison of filtered vs. non-filtered ROUGE-2 results with two-tailed ¢-test(20).
Mean, standard deviation (sd), and p-values (sig.) are reported.

System Filtered Non-filtered

mean sd mean sd sig.
BRNN 0.10 0.002 0.07 0.0003 8% 10— 2T
BRNN¢p 0.11 0.002 0.058  0.0003 1.6 % 1041
BRNNyw B 0.11 0.002 0.047 0.002 2.45 % 10~ 61
Transf 0.10 0.002 0.069  0.0002 1.6 x 1021
Transfo 0.10  0.0018 | 0.063  0.0002 1%10-31
Transfyy g 0.10 0.002 0.62 0.0001 7% 1074F
CNNgsyamamra | 0.023  0.0001 | 0.034  0.0005 0.02f
CNN¢oogie 0.035  0.0003 | 0.034  0.0005 0.83
CNNacr, 0.037  0.0005 | 0.035  0.0007 0.77
SUMMA 0.027  0.00027 | 0.019 0.0001 0.09
MEAD 0.034 0.00098 | 0.049 0.00076 2%1073F
LexRank 0.028  0.0002 | 0.032  0.0002 0.39
TextRank 0.035  0.0004 | 0.038 0.00035 0.47
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Table 5 Comparison of ROUGE scores in BRNN and Transformer systems under different
embedding conditions using two-tailed ¢-test(20). Mean, standard deviation (sd), and p-
values (sig.) are reported.

Embedding [ BRNN [ Transf [ sig.
ROUGE-1 Filtered

mean sd mean sd
None 0.28 0.002 0.25 0.003 1.09 % 1076T
Word 0.30 0.002 0.27 0.001 0.003t
Character 0.29 0.002 0.27 0.001 0.000271

ROUGE-1 Non-filtered

mean sd mean sd
None 0.23 0.0008 0.21 0.0005 0.015¢
Word 0.22 0.001 0.20 0.001 0.008t
Character 0.21 0.0009 0.21 0.0009 0.58

ROUGE-2 Filtered

mean sd mean sd
None 0.108 0.002 0.100 0.002 0.001t
Word 0.11 0.002 0.10 0.001 8.5 %10~ %%
Character 0.11 0.002 0.10 0.001 0.00297

ROUGE-2 Non-filtered

mean sd mean sd
None 0.07 0.0003 | 0.069 0.0001 0.50
Word 0.06 0.0001 0.046  0.0002 0.00017
Character 0.06 0.0002 | 0.058 0.0003 0.11

7 Limitations

Certain limitations apply to abstractive summarization methods in which the
generated text could be repetitive for certain phrases that appears often in
the training data (e.g. stop words), such repetition could affect the compre-
hensibility of the text. Using a huge dataset as training could reduce the
repetition also some post-processing steps could be applied. We have utilized
OpenNMT-py to prevent the model from repeating trigrams in the same sen-
tence (i.e. block ngram repeat argument), which could help addressing this
problem. Example of an incoherent sentence in Figure [I0] shows that the syn-
tactic structure of the outcome text should be improved. Denoising is one of
the promising techniques to tackle this issue (Artetxe et al., [2018)). It consists
in reordering the input sequence and reconstructing the original word order
that makes the model learn how to compose words to result in correct syn-
tactic transformation. It is relevant to our task since there are cases when
the change of positions of words in a citation sentence and a corresponding
change in the syntactic structure are required to compose a meaningful sum-
mary (cf., the upper-right text in Figure. We are going to try this technique
in the future taking into account that according to the recent works in de-
noising (Surya et al., |2019) for complex syntactic operations such as sentence
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splitting, rephrasing, and paraphrasing, some explicit mechanisms should be
employed in addition.

Although our work is related to a number of scientific summarization ap-
proaches, the work most similar to ours is (Hu and Wan| 2014) who made
available the dataset of related work sections used in our evaluation. Their
approach however can not be compared directly with ours due to several facts
but most importantly: (i) their software is not available to run and (ii) their
paper does not indicate which part of the corpus was used for evaluation, leav-
ing reproducible research of their approach difficult to achievﬂ In spite of
this limitation, we argue that the complete comparison of approaches we have
carried out here provides a solid picture into the use of sequence-to-sequence
approaches for this specific summarization task.

8 Conclusion

Being an essential part of every scientific article, related work sections or lit-
erature reviews pose important challenges for natural language processing in
the context of the scientific text. Here we have been concerned with the gen-
eration of “descriptive“ related work section given a set of scientific papers to
summarize. Based on previous research, which indicate that related work sec-
tions usually include elements from titles and abstracts of the cited papers, we
have reduced the complexity of the task considering as input to our generation
process only those parts of the scientific articles. Since it has also been shown
that related work sections exhibit cut-and-paste summarization strategies we
have investigated a sequence-to-sequence approach in order to automatically
generate citation sentences for each paper to cite. Our sequence-to-sequence
approach makes use of a novel dataset which we make available to the research
community for further research. We additionally have presented a comparison
between our abstractive approach against a set of extractive methods and
evaluated them based on a gold standard dataset using content-based met-
rics. Our results indicate that our approach outperforms the simple as well
as the informed baselines and competitive neural network approaches. There
are many avenues for continuing this research such as considering a broader
approach to the generation of citations which will jointly take advantage of
existing citations as well as paper content to generate more informed cita-
tions. Our approach for now just uses titles and abstracts of scientific papers
as a source and the citation context as the target because it is cost effective
to access them, MAG API facilitates having such information by indexing it
directly. However, we will investigate the cost of adding more sentences from
the scientific papers directly and the value of extending the context of the
source and the target. Another important direction of research is to investi-
gate how to generate sentences which combine in a given sentence information
from multiple papers. Future work should also examine the role of discourse

15 We have attempted to contact in several occasions the authors without receiving any
answers.
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and how to connect different citation sentences to produce a cohesive and co-
herent piece of text. In this sense, a subject which would be interesting to
address is that of generating integrative reviews which compare, contrast, and
provide judgments on papers, putting them in context. However, we see this
as a very challenging task in that it would require specific knowledge besides
linguistic one to understand which aspects should be compared and in which
way, a topic which would be difficult to address with the techniques we have
presented here.
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Table 6 Extractive Baseline Systems VS  Abstractive Sequence-to-Sequence
System. ROUGE-L and ROUGE-SU4 Metrics

ROUGE-L ROUGE-SU4
[ SYSTEM R [ P [ F R [ P [ F
Titles 0.087 0.363 0.134 0.029 0.147 | 0.046
AbsFS 0.149 0.260 0.174 0.051 0.082 0.056
AbsLS 0.127 0.221 0.151 0.045 0.079 0.054
SUMMA 0.129 0.186 0.146 0.052 0.059 0.052
MEAD 0.209 0.178 0.179 | 0.130 0.067 0.082
LexRank 0.161 0.259 0.183 0.067 0.092 0.070
TexRank 0.186 0.194 0.178 0.092 0.067 0.073
SEQ3 0.043 0.281 0.074 0.016 0.038 0.021
CNNgsummA 0.170 0.227 0.181 0.070 0.081 0.070
CNNgoogle 0.201 0.225 0.199 0.081 0.077 0.073
CNNacrL 0.191 0.206 0.189 0.077 0.075 0.071
Transformercp 0.190 0.189 0.179 0.103 0.077 0.084
BRNN¢p 0.070 0.365 | 0.103 0.090 0.096 0.088
Transformerwp 0.198 0.198 0.189 0.105 0.078 0.085
BRNNwp 0.077 0.358 0.118 0.080 0.083 0.077
Transformer 0.166 0.228 0.192 0.098 0.089 0.093
BRNN 0.192 0.213 | 0.202 0.110 0.091 | 0.099

Table 7 Extractive Baseline Systems VS Abstractive Sequence-to-Sequence System Over
the Filtered Data. ROUGE-L and ROUGE-SU4 metrics

ROUGE-L ROUGE-SU4
[ SYSTEM R [ P [ F R [ P [ F
Titles 0.087 0.363 0.134 0.029 0.147 0.046
AbsFS 0.143 0.261 0.171 0.048 0.082 0.055
AbsLS 0.131 0.236 0.157 0.045 0.078 0.052
SUMMA 0.154 0.243 0.178 0.058 0.085 0.066
MEAD 0.179 0.190 0.166 0.093 0.070 0.072
LexRank 0.157 0.264 0.179 0.056 0.092 0.062
TexRank 0.204 0.196 0.187 0.093 0.068 0.073
SEQ? 0.078 0.205 0.109 0.024 0.042 0.029
CNNsummMmA 0.141 0.230 0.162 0.047 0.075 0.052
CNNgoogle 0.189 0.197 0.179 0.077 0.069 0.066
CNNacL 0.191 0.203 0.185 0.082 0.072 0.071
Transformercp 0.231 0.231 0.231 0.155 0.097 0.119
BRNNc¢pB 0.117 0.437 0.184 0.163 0.117 0.136
Transformerywp | 0.238 0.235 0.237 | 0.153 0.099 0.120
BRNNw B 0.137 0.415 0.206 | 0.165 | 0.119 | 0.138
Transformer 0.225 0.215 0.220 0.145 0.092 0.112
BRNN 0.124 | 0.444 | 0.193 | 0.165 | 0.113 0.134
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