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Abstract

Recently, He and Owen (2016) proposed the use of Hilbert’s space filling curve
(HSFC) in numerical integration as a way of reducing the dimension from d > 1 to
d = 1. This paper studies the asymptotic normality of the HSFC-based estimate when
using scrambled van der Corput sequence as input. We show that the estimate has an
asymptotic normal distribution for functions in C1([0,1]%), excluding the trivial case
of constant functions. The asymptotic normality also holds for discontinuous functions
under mild conditions. It was previously known only that scrambled (0, m,d)-net
quadratures enjoy the asymptotic normality for smooth enough functions, whose mixed
partial gradients satisfy a Holder condition. As a by-product, we find lower bounds
for the variance of the HSFC-based estimate. Particularly, for nontrivial functions in
C'([0,1]%), the low bound is of order n~'~2/¢ which matches the rate of the upper
bound established in He and Owen (2016).

Keywords: asymptotic normality; Hilbert’s space filling curve; van der Corput se-
quence; randomized quasi-Monte Carlo; extensible grid sampling

1 Introduction

Quasi-Monte Carlo (QMC) sampling has gained increasing popularity in numerical integra-
tion over the unit cube [0,1]? (see, e.g., L'Ecuyer (2009); Dick and Pillichshammer (2010);
Dick et al. (2013)). It is known that functions with finite variation in the sense of Hardy
and Krause can be integrated with an error of O(n~'(logn)?), compared to O(n~1/2) for
ordinary Monte Carlo sampling; see Niederreiter (1992) for details.

In this paper, we consider an alternative numerical integration based on Hilbert’s space
filling curve (HSFC) as introduced in He and Owen (2016). An HSFC is a continuous
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mapping H(z) from [0,1] to [0,1]¢ for d > 1. We take the convention that H(z) = z for
d = 1. Formally, the Hilbert curve is defined through the limit of a series of recursive
curves. An illustration of the generative process of the HSFC with increasing recursion
order for d = 2 is presented in Figure 1. For detailed definitions and the properties of
the HSFC, we refer to He and Owen (2016). Let us consider the problem of estimating an
integral over the d-dimensional unit cube [0, 1]%:

= / F(X)dX. (1.1)
[0,1]4
The HSFC-based estimate takes the form

fin = = S (1), (12
i=1

where x; are some well-chosen points in [0, 1]. In this paper, we focus on the case of using
van der Corput sequence (in base b > 2) with the nested uniform scrambling of Owen
(1995) as the inputs x;, for which the estimate is extensible and unbiased. The nested
uniform scrambling method is a kind of randomization techniques used commonly in ran-
domized QMC; see Owen (1995) for details and L’Ecuyer and Lemieux (2002) for a survey
of various randomized QMC methods. Matousek (1998) proposed a random linear scram-
bling method that does not require as much randomness and storage. He and Owen (2016)
found convergence rates of the extensible estimate for functions that are Lipschitz contin-
uous or piecewise Lipschitz continuous. More precisely, for Lipschitz continuous functions,
they derived a root mean-squared error (RMSE) of O(n~/2~1/4). For the piecewise Lips-
chitz continuous functions, an RMSE of O(n~1/2-1/(2)) is obtained. Schretter et al. (2016)
compared the star discrepancies and RMSEs of using the van der Corput and the golden
ratio generator sequences.

Actually, the upper bounds of the RMSE do not tell much about the error distribution.
It is often of interest to obtain asymptotically valid confidence interval type guarantees as
the usual Monte Carlo sampling. The central limit theorem (CLT) is invoked routinely to
compute a confidence interval on the estimate based on a normal approximation. Indeed,
Loh (2003) showed that the nested uniform scrambled (0, m, d)-net (in base b) estimate has
an asymptotic normal distribution for smooth enough functions. Recently, by developing on
the work by Loh (2003), Basu and Mukherjee (2016) showed that the scrambled geometric
net estimate has an asymptotic normal distribution for certain smooth functions defined on
products of suitable subsets of #¢. However, in most cases, the randomly-shifted lattice rule
(another branch of randomized QMC techniques) estimates may be far from the normally
distributed ones; see L'Ecuyer et al. (2010) for discussions and examples.

In this paper we study the asymptotic normality of the HSFC-based estimate (1.2) with
sample sizes n = b™, m = 0,1,2,.... In practice, we often choose b = 2 because the base
b = 2 is the same as used to approximate (and define) the Hilbert curve; see Butz (1971)
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Figure 1: First five steps of the recursive construction of the HSFC for d = 2.

for the algorithm. The main contribution of our paper is two fold. First, for nontrivial
functions in C1([0,1]%), we establish a lower bound on Var(j,) which matches the upper
bound O(n~1=2/?) found in He and Owen (2016). A similar lower bound is established
for piecewise smooth functions. Second, we prove that the asymptotic normality of the
HSFC-based estimate [i,, holds for three classes of functions. In other words, we show that

,an — M
Var(fin)

in distribution as n = ™ — oo. These results can be applied to stratified sampling on a
regular grid with sample sizes n = m¢, but the HSFC-based estimate we study, does not
require the highly composite sample sizes that the grid sampling requires, particularly for
large d. The main idea to prove the asymptotic normality is based on the Lyapunov CLT
(see, e.g., Chung (2001)), which is quite different from the techniques used in Loh (2003)
and Basu and Mukherjee (2016). Our proofs do not rely on the upper bounds established
in He and Owen (2016).

The rest of the paper is organized as follows. In Section 2, we study the asymptotic
normality of stratified sampling on a regular grid with n = m?, which can be viewed as a
special case of the HSFC-based estimate (1.2) using scrambled van der Corput sequence.
In Section 3, we give lower bounds on Var(fi,) and establish asymptotic normality of the
estimate [i,, for three cases of integrands. In Section 4, we give some empirical verifications
on asymptotic normality for the HSFC sampling and other competitive QMC methods.
Section 5 concludes this paper.

— N(0,1)



2 Grid-based Stratified Sampling

In this section, we consider the regular grid sampling with sample sizes n = m®. The d-
dimensional unit cube [0, 1]% can be split into m? congruent subcubes with sides of length
1/m, say, E;, i = 1,...,n. The grid-based stratified estimate of the integral (1.1) is given
by

fin = -3 (U, (2.1)
i=1

where U; ~ Unif(E;) independently. Denote V f(X) = (%L)é), cee %L;?)T as the gradient
vector of f(X), and let || - || be the usual Euclidean norm. The next lemma discusses the
variance of fi,,, which was proved in Owen (2013). We prove it here also, because we make

extensive use of that result.
Lemma 1. Assume that f(X) € C*([0,1]%). Then

1
lim n@Var(ji,) —/[0 y IV £(X)|2dX, (2.2)

e T 12

d

where the limit is taken through values n = m® as m — oo.

Proof. Note that U; is uniformly distributed within the cube E; with sides of length 1/m.
Let ¢; be the center of E;. Since f € C1([0,1]%), the first-order Taylor approximation gives

fUi) = Li + Ry, (2.3)

where L; = f(c;) + Vf(c;)"(U; — ¢;) and R; = o(1/m). For the linear term L;, we have

d ) 2
Var(L) = oz 3 () = sl VI
1=1

since U;—c; ~ Unif[—1/(2m), 1/(2m)]¢. For the error term R;, we have Var(R;) = o(1/m?).
Also, Cov(L;, R;) = o(1/m?). As a result,

Var(jin) = — S~ Var(/(U3)
=1
I & 1
= — Var(LZ) +o| —
n?2 ; (nm2>

! Y 2 1
= Tz 2 V@I +o ()



Since m = n'/? and

1 n
lim — D% = X)|Pdx
i SS9 [, Ivreoeax
we conclude that (2.2) holds. O

Theorem 2. If f(X) € C*([0,1]%) and 0% = (1/12) Jioae IVFX)IPAX > 0, then

ﬂn —H
0'7”L_1/2_1/d - N(07 1)7 (24)

in distribution as n = m% — oco.

Proof. Since f € C'([0,1]%), f is Lipschitz continuous. Then, for any § > 0,

2445

E[|f(U;) = E[f(U3)]*T°] < Cqon™ ", (2.5)

where Cy 5 > 0 is some constant that only depends on d and 4, and we used the fact that
the diameter of E; is vdn~Y/4.
Let s2 =" 02, where 0 = Var(f(U;)). From Lemma 1, we have

2 1
lim —n / IV £(X)|2dX > 0. (2.6)
0,14

n—00 ’I’Ll_% o 12

Therefore, the Lyapunov condition

; 1§ 2+6 : nl= %
_— AR : < .
Jin e 2B (U) ~ B OIF) < limop Cas s
s nl_% 2T+6
= limsup Cgsn™ 2 5 =0
n—00 Sh
is satisfied. Using the Lyapunov CLT, we get (2.4). O

To avoid the trivial case of constant functions (which yields an identically zero vari-
ance), Theorem 2 assumes that f[o 1) |V f(z)||?°dz > 0. Theorem 2 admits the asymptotic
normality of fi,. The grid-based stratified estimate has variance O(n‘1_2/ 4), compared
to Monte Carlo variance O(n~1). This actually holds for Lipschitz continuous functions
covering the class of functions C1(]0,1]¢) in Theorem 2.



3 HSFC-based Sampling

In this section, we study the HSFC-based estimate given by (1.2), where x; are the first
n = b™ points of the scrambled van der Corput sequence in base b > 2. Let a; be the
first n points of the van der Corput sequence in base b van der Corput (1935). The integer
i —1>0is written in base bas i —1=3>72, ai;b? 1 for a;; € {0,...,b—1}. Then q; is
then defined by

00
a; = Z a,-jb_j.
j=1
00

The scrambled version of aq,...,a, is z1,...,T, written as z; = ijl a:,-jb_j, where z;;
are defined through random permutations of the a;;. These permutations depend on a;,
for k < j. More precisely, z;1 = 7(ai1), Ti2 = Ta,; (ai2) and generally for j > 2

Lij = Tagy...ai—1 (aij)’

Each random permutation is uniformly distributed over the b! permutations of {0, ...,b—1},
and the permutations are mutually independent.

In this setting, thanks to the nice property of the nested uniform scrambling, the data
values in the scrambled sequence can be reordered such that x; ~ Unif([;) independently
with I; for i = 1,...,0™. Let E; = H(I;). As used in He and Owen (2016), the estimate
(1.2) can be rewritten as

1 — .
Fo_ 1 (i)
fin n;:lf(X )s

where X = H(z;) ~ Unif(E;). This implies that the HSFC-based sampling is actually
a stratified sampling because {F;}? , is a split of [0,1]¢. Figure 2 illustrates such splits
of [0,1]? when b = 2. He and Owen (2016) proved the unbiasedness of ji, for any f €
L%([0,1]%) and gave some upper bounds for Var(jfi,) under certain assumptions on the
class of integrands f. Their proofs make use of the properties of the HSFC presented in
the next lemma, which are also important in studying the asymptotic normality of the
HSFC-based sampling. Denote \4(-) as the Lebesgue measure on R%.

Lemma 3. Let A= H([p,q]) for 0 <p<q<1. Then \i(A) = M ([p,q]) =q—p. If x ~
Unif([p, q]), then H(z) ~ Unif(A). Letr be the diameter of A. Thenr < 2v/d + 3(q—p)*/?.

3.1 Smooth Functions

Loh (2003) and Basu and Mukherjee (2016) focused on smooth functions whose mixed
partial gradient satisfies a Holder condition, which was first studied in Owen (1997). Here
we work with a weaker smoothness condition, in the sense that f(X) € C([0,1]%) as
required in Theorem 2.



Theorem 4. Assume that f(X) € C1([0,1]) and 0? = f[o 1) [VF(X)|I?PdX > 0. Then
for all sufficiently large n, we have

2
Var(fi,) > T_g-2/d—dp-1-2/d (3.1)
96
Also, R
B N(0,1), (3.2)
Var(fin)

in distribution as n = b — oo.

Proof. Let m = [bng"H]. Then there exists an interval .J; of the form [(k—1)/29™ k/2%™]
such that J; C I;. This is because A\i(I;) > 2A1(J;). Let s2 = >0 02, where 07 =
Var(f(X@D)). Let p; = B(f(X®)), and let E; = H(J;). Note that E; C E; due to J; C I;.
Let 1) = E(f(X®)), where the expectation is taken from X(® ~ Unif(E;). Based on some

basic algebra, we find

o7 = Var(f(XW)) = Ad(lEi) /E.[f(X) pPdx
1 o
! ! / /
- Ai(E;) /Ez ([f(x) - )7 + 20 (X) — pf) (e — pa) + (wi — ,ul)z) dXx
M (G 4
= o5 (VX + = p?)

where Var is taken over X@ ~ Unif (EZ), and we used two results by applying Lemma 3
that A\g(E;) = 1/n and

1 1

M(Er) = (i) = Sdm = Q¥ 2~ DN (E)). (3.3)
We thus have ,
s 1 LI .
n E ()Y —.
nl=% T oltdpl-3 — Var(f(X™)) =: Ka(n). (3.4)

Notice that E; is a cube with sides of length 2~™. Following the proof of Theorem 2,

we have
1

Var(f(X)) = T3 9m

IV £(ci)|? + o(272™), (3.5)



where ¢; is the center of Fj;. Therefore,

. o 1 1 o ) Com
lﬂgf Kl(n) - lﬂgf 21+dn1_% <12 . 922m ZZ:; va(cl)H + 0(2 ’I’L))
> lim inf ! ! n 2
= O 9itd,,1-2/d 19 . 92(1+d)/d,2/d 2 IVF (el (3.6)
1
. — Vi(X)|?dX > 0. 3.7
s [, VIO > (37

The inequality (3.6) is due to m < (loggn + 1)/d + 1. The equality (3.7) is due to ¢; € E;
and {E1,...,E,} is a split of [0,1]. As a result,

PR o 1 2
llnni)gf - _% > llnlllingl(n) > W /[071}d HVf(X)H dX > 0. (38)

Combing (3.8) with Var(ji,) = s2/n? establishes the inequality (3.1).
Similar to (2.5), for any § > 0, there exists a constant Cy s depending on d and ¢ such
that

2496

B |7~ B[] < Cagn . (3.9)

because the diameter of Fj is not larger than 2v/d + 3n~ /% by Lemma 3. Using (3.8) and
(3.9), the Lyapunov condition

1111_{1(0102—4_5213 ‘f(X ) —E[f(X )]‘ < limsup ————
Sn i—1 n—00 Sn
_ (2+9)/2
= limsup C —2/6 (M) =0
- p d,én 32 -
n—00 n
is satisfied. Finally, using the Lyapunov CLT, we obtain (3.2). O

From the proof of Theorem 4 in He and Owen (2016), we find that
Var(fi,) < 4M?(d + 3)n~172/4 (3.10)

for any Lipschitz function f with modulus M. Theorem 4 gives an asymptotic lower
bound of order n='=2/? for Var(fi,,). Therefore, the rate O(n~'~2/?) is tight for Var(f,) if
f e c'([0,1]¢) and f[o,l}d IV£(X)||?dX > 0. To prove the asymptotic normality, we only
require the lower bound as shown in the proof of Theorem 4.



3.2 Piecewise Smooth Functions

In this subsection, we focus on piecewise smooth functions of the form f(X) = g(X)1q(X),
where 002 admits a (d — 1)-dimensional Minkowski content defined below. This kind of
functions was also studied in He and Owen (2016).

Definition 5. For a set Q C [0,1]%, define

_Ad((092)c)
0) =1 A1
M(09) = lim ——=, (3.11)
where (A). :={x+ylx € A, |yl < €}. If M(09Q) exists and finite, then O is said to admit
a (d — 1)-dimensional Minkowski content.

In the terminology of geometry, M(99) is known as the surface area of the set {2. The
Minkowski content has a clear intuitive basis, compared to the Hausdorff measure that
provides an alternative to quantify the surface area. We should note that the Minkowski
content coincides with the Hausdorff measure, up to a constant factor, in regular cases. It
is known that the boundary of any convex set in [0, 1]? has a (d— 1)-dimensional Minkowski
content since the surface area of a convex set in [0,1]¢ is bounded by the surface area of
the unit cube [0,1]%, which is 2d. More generally, Ambrosio et al. (2008) found that 9
admits a (d — 1)-dimensional Minkowski content when € has a Lipschitz boundary.

Let

Tt = {1 < i < n|E; € O},
’Hde = {1 <3 < n]EZ N 75 @}\ﬂnty

be the indices of collections of E; that are interior to €2 and at the boundary of €2, respec-
tively. Denote |A| as the cardinality of the set A.

Lemma 6. If 00 admits a (d—1)-dimensional Minkowski content, then |Thay| = O(n'=1/2).

Proof. The proof is given in the proof of Theorem 4 in He and Owen (2016). We provide
here for completeness.

From Lemma 3, the diameter of Ej;, denoted by r;, satisfies r; < 2v/d + 3n~ Y%, Let
€ = 2/d+ 3n~Y4. From (3.11), for any fixed § > 2M(9Q), there exists ey > 0 such that
Aa((09)e) < e whenever € < eg. Assume that n > (2v/d + 3/eg)?. Thus r; < € < eg. Note
that Ujey, o, i C (0),. This leads to

iyl < OB < B0y agont -,
d\ L

which completes the proof. O



Theorem 7. Let f(X) = g(X)1q(X), where g(X) € C*([0,1]¢), Q C [0,1]¢ and 09 admits
a (d — 1)-dimensional Minkowski content. Suppose that o = [, ||[Vg(X)|*dX > 0. Then

for all sufficiently large n,
o2
Var(jin) > 9_%22—2/d—dn—1—2/d,
Ifd > 2, )
fin — 14

——=— N(0,1),
Var(fin)

in distribution as n = b — oo.
Proof. Following the notations in the proof of Theorem 4, we have

5 = Z;U? = Y Var(g(X@)+ > Var(g(XD)1q(x?)).

i67—int ieﬁ’dy

Similar to the proof of Theorem 4 for g € C'([0,1]¢), we have

1
12 - 22m

where ¢; € E; as defined there for i € Tipe. From (3.14), we find that

Var(g(X®)) = IVg(ea)ll* + o(272™),

2 4 2 2m
sp> ) Var(g(X") = 22m 3" IVgen)ll? + o272 Tiue)-

i€Tint 1€Tint

Note that

20y _ o LN NTSPN
| Iva[Fax = tim - > I¥s(enPac:)

.1
:nh_{loloﬁ Z [Vg(ci) ”2 Z IVg(ci) H Llo(c;)
1€ Tint ZE,dey
.1
= lim = % |[Vg(e))|?,

n—oo n
ieﬂnt

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

where we picked ¢; € E;\Q # () for i € Tqy so that the last term of (3.16) is actually zero.

Therefore, similar to (3.8), we have

2
P Sn 1 2
lim inf — 2 > 96.22/d+d/ﬂ‘|v9(X)H dX >0,

n—oo n_

that establishes (3.12).

10
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On the other hand,
; 0 @y >+
>0 —isx >]\ ]
. 246

=) Eﬂg (X@) —E[g(x®)] ( } 3 E[\g N1a(XW) — Elg(XO)10(x )] ]
1€ Tint ZGRdy
Again, for any § > 0,

2446

Ellg(X") — Elg(X®)]**] < Cyon™ @,

where Cy 5 > 0 is some constant that only depends on d and ¢. This leads to

i i —249
> Ellg(X®) —Elg(XD)PP**] < Caon' ™ (3.18)
ieﬂnt
It follows from (3.17) that
I 246] < 1; Cd,énl_%é B
fm sup s%+5 Y E [ Elg(Ui)]| } < limsup == — = 0. (3.19)

1 eﬂnt

By the continuity of g, there is a constant D with |g(X)| < D for all X € [0, 1]¢. Therefore,

> & [l na(x®) - Bgx1a(x )| £ 0P Tl G20

7:67—bdy

By Lemma 6, we have |Tpay| = O(n!~1/9). As a result,

. 246

imsup e 3 o100 - Blpx x| a2

n—oco Sy, i€ Tony

. (2D)2+6|7I)dy|
< lmup 2o

-2\ %

s 9rs e s (n'Td [ Toayl
_1111111_>s;1>p(2D) nd 2 <?> o1/ =0, (3.22)

provided that d > 2 and § > 1. Together with (3.19) and (3.22), the Lyapunov condition
is thus verified. So the asymptotic normality is satisfied by applying the Lyapunov CLT
again. ]
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He and Owen (2016) gave an upper bound of O(n~1=1/%) for Var(ji,,) if f(X) = g(X)1a(X),

where ¢ is Lipschitz continuous. Theorem 7 provides a lower bound of order n=1=2/¢. For
discontinuous integrands, we cannot get asymptotically matching lower bound to the upper
bound because when we take = [0, 1]¢, the lower bound (3.12) is in line with the smooth
case. To establish the asymptotic normality, Theorem 7 requires d > 2. It is not clear in
general whether the asymptotic normality holds for d = 1,2. If the last term of (3.14) has
a lower bound of O(nl_l/ 4), one would have the asymptotic normality for d = 2. For d = 1,
let’s consider the function f(X) = g(X)1{x>g} (X) for some 6 € [0,1]. If 6 is a multiple of
b~ for some mg > 0, then the error over the set 7yqy, vanishes whenever m > mg. The
Lyapunov condition is thus verified by (3.19). As a result, the asymptotic normality holds
for this case. If 6 does not have a terminating b-adic representation, we may require some
additional conditions to ensure the asymptotic normality. Theorem 7 also requires that
Jo IVg(X)[[?dX > 0. That condition actually rules out the case in which f is an indicator
function. The analysis of indicator functions is presented in the next subsection.

3.3 Indicator Functions

We now consider indicator functions of the form f(X) = 1o(X). Recall that Tpq, denotes
the index of the collections of F; that touch the boundary of €. In this case, the variance
of the estimate reduces to

Var(fi,) = % Z Var(1o(X®)), (3.23)

7:67—bdy

where Var(1o(X®)) = n\q(E;NQ)(1—nAq(E;NQ)). Motivated by the proof of Theorem 7,
one needs to derive a suitable lower bound for s2 = n*Var(fi,,) to apply the Lyapunov CLT.
Note that s2 < |Tpay|/4. Assume that 9 admits a (d— 1)-dimensional Minkowski content;
s2 then has an upper bound of O(n'~/4) since |Tpay| = O(n'~1/?) by Lemma 6. Tt is easy
to see that if s2 > en'=1/4 for some constant ¢ > 0, the Lyapunov condition is satisfied
for any d > 1. However, it is possible that Tpqy = 0 for strictly increasing sample sizes ny,
k=1,...,00,if Qis a cube. This leads to an identically zero variance and hence s%k =0.
Therefore, to study the asymptotic normality for indicator functions, we need the following
assumption on §2, instead of the Minkowski content condition.

Assumption 8. For Q C [0,1]¢, there exist a constant ¢ > 0 and an Ny > 1 such that for
any n > Ny,

inf Var(1g(X@)) > ¢ (3.24)
1€ hdy
Moreover,
nh_)rrgo | Tody| = oo. (3.25)

12



Theorem 9. Let f(X) = 1q(X), where Q satisfies Assumption 8. Then

ﬂn_ﬂ

Var () — N(0,1), (3.26)

in distribution as n = b — 0.

Proof. By (3.23) and (3.24), we have s2 > ¢|Tpay|. The Lyapunov condition

lim s zn:EHf(X(i)) — E[f(X®)]>*°] < limsup M
n—oo g2+0 — = oo (¢[Tpay|) 202

= lim su 2 2+5]7' 792 =0
= n_mp /e bdy =

is satisfied for any § > 0, where we used the condition (3.25) and ¢ > 0. Applying the
Lyapunov CLT, we obtain (3.26). O

Note that for d = 1, the condition (3.25) does not hold if Q is a union of k disjoint
intervals in [0,1], where k is a given positive integer. This is because |Tpay| < 2k for all
possible n. Actually, for such cases, the CLT does not hold since the integration error is
distributed over (at most) k 4+ 1 possible values for any n = b™; see also L'Ecuyer et al.
(2010) for discussions on randomly-shifted lattice rules.

Define A, (c) = {i € Tpay|Var(lo(X®)) > c}. Assumption 8 can be weakened slightly
to that there exist ¢ > 0 and ¢ > 0 such that

lim sup ’Rdy’

byl .
n—o00 |An(c)|1+5

If 092 admits a (d — 1)-dimensional Minkowski content additionally, it suffices to verify

lim sup n' Y| A, (¢)| 710 =0,

n—o0

or equivalently, |A,(c)| ™' = o(n1/4=1D/0+9))  This is because | Tray| = O(n'~/4).

However, it may be hard to verify Assumption 8 for general €). As an illustrative
example, we next show that the assumption holds for the case Q@ = {X = (X1, X32) €
[0,1]%| X7 + X5 > 1}. We restrict our attention to the van der Corput sequence in base
b = 2 so that n = 2™. In this case, E; is a square with sides of length 1//n when m is
even; when m is odd, F; is a rectangle with width \/2/n and height 1/v/2n; see Figure 2
for illustrations. We thus have

V/n, mis even,
’Rdy‘ = .
V2n, mis odd.
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Moreover, for all ¢ € Tpqy, we find that

1/4, mis even,

Var(1a(X®) = {3/16 m is odd

Therefore, Assumption 8 is satisfied with ¢ = 3/16 and Ny = 1 so that the CLT holds for
this example. Similarly, it is easy to see that the CLT still holds for the set Q@ = {X =
(X1,...,Xq) €[0,1)4 3%, X; > d/2} in d dimensions.

Figure 2: Five splits of [0,1]? for HSFC stratification, and the dot line is X1 + X5 = 1.

4 Numerical Results

In this section, we present some numerical studies to assess the normality of the stan-
dardized errors. We also examine the lower bound established in Theorem 4 for smooth
functions. We consider the integrals of the following functions:

e a smooth function, fi(X) = 1242 H?Zl(Xi -5,
e a piecewise smooth function, fo(X) = (X7 — Xg)l{zf_tl Xi>d/2}(X), and
e an indicator function, f3(X) = Lyswa Xizd/z}(X)'

Note that for any d > 1, the exact values of these integrals are y = 0, u = 0, and
u = 1/2, respectively. The smooth function was studied in Owen (1997), which satisfies
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the smooth condition required in Loh (2003). The scrambled (t,m,d)-net integration of
this smooth function has a variance of O(n~3(logn)?~!) Owen (1997), and it enjoys the
asymptotic normality when ¢ = 0, as confirmed by Loh (2003). However, for the last two
discontinuous functions, there is no theoretical guarantee in supporting the asymptotic
normality for scrambled net quadratures, since the functions do not fit into the class of
smooth functions required in Loh (2003).

We make comparisons with randomized Sobol’ points, which use the nested uniform
scrambling of Owen (1995) or the linear scrambling of Matousek (1998). We use the C++ li-
brary of T. Kollig and A. Keller (http://www.uni-k1.de/AG-Heinrich/SamplePack.html)
to generate the nested uniform scrambled Sobol’ (NUS-Sobol’) points. To generate the
linear scrambled Sobol’ (LS—Sobol’) points, we make use of the generator scramble in
MATLAB. To calculate Hilbert’s mapping function H (z), we use the C++ source code in

Lawder (2000) which is based on the algorithm in Butz (1971). To estimate the variances of
(1) ~(R)

these estimators, we use R independent replications fiy,’, ..., [y ~ of the sampling schemes.
We then estimate the variances by the corresponding empirical variances
R
1 .
A2 ~ —\2
o, = _R 1 Z_l(/%(/f) —,LL) )

where i = (1/R) 1, /1,(1"). To see asymptotic normality, we plot the kernel smoothed
density of the standardized errors

iy —

Zi = —
On

,i=1,...,R,

using the function ksdensity in MATLAB. In our experiments, we take R = 1000 and
n = 2 = 16384, in order to get good accuracy in the estimation of the target density.
Now consider the smooth function fi(X). We find that f; € C*([0,1]¢), and

/[ <8f(X)>2dX
0,1

IV £1(X)|2dX = d /

, ]d [071}11 8X1
d 1 2
= 12%1/ <XZ- — —> dXx
[071}d—1 g 2
=12d > 0.

Therefore, by Theorem 4, the HSFC-based estimate follows the CLT for fi;. The lower
bound in (3.1) becomes
Var(lan) > 2_3_d_2/ddn_1_2/d.
Note that f1(X) is a Lipschitz function whose modulus M satisfies
d
df1(X)

M < sup 7‘ = 12%/291~dg
gxe[o,ud 0Xi

15


http://www.uni-kl.de/AG-Heinrich/Sample Pack.html

Together with (3.10), we obtain an upper bound
Var(jin) < 16(d + 3)3%d?n=1—2/4,

Figure 3 shows the natural logarithm of the empirical variances of the HSFC-based esti-
mator for n = 2™, m = 0,...,18. The true variance of Monte Carlo sampling is 1/n for
all d > 1. The lower bound and the upper bound above are also presented. We observe
that the empirical variances decay at the rate n=2 for d = 2, and at the rate n=5/% for
d = 8. This supports that the rate n=1=2/¢ for the HSFC sampling is tight for smooth
functions. Figure 4 displays smoothed density estimations of the standardized errors for
plain Monte Carlo, LS—Sobol’, NUS-Sobol’, and HSFC. As expected, a nearly normal dis-
tribution appears for both the Monte Carlo and HSFC schemes. For the nested uniform
scrambling scheme, a nearly normal distribution is also observed for d = 2. This is because
Sobol” sequence is a (t,d)-sequence in base b = 2 with ¢ =0 for d =2 and ¢ > 0 for d = 8
Dick and Niederreiter (2008). Therefore, the CLT holds for d = 2, as confirmed by Loh
(2003). For d = 8, on the other hand, the density of the standardized errors does not look
like a normal distribution. Even worse, for the linear scrambling scheme, the distribution
of the standardized errors is very different from the normal distribution. It looks rather
spiky for d = 2.

Figure 3: Decay of empirical variance of HSFC sampling as a function of sample size in a log-
log scale for d = 2, 8. The lower bound and the upper bound for the variance are included.
The true variance of Monte Carlo (MC) sampling is also presented for comparison.

For the two discontinuous functions fo(X) and f3(X), the CLT holds for the HSFC
sampling (see Sections 3.2 and 3.3 for details). Figures 5 and 6 show smoothed density
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Figure 4: Empirical verification of asymptotic normality for the integrations of the smooth
function f1(X) with plain Monte Carlo (MC), LS-Sobol’, NUS-Sobol’, and HSFC, the dot
curve is the true density of the standard normal N(0,1).

estimations of the standardized errors for the two functions, respectively. As expected,
a nearly normal distribution appears for both the Monte Carlo and HSFC schemes with
d = 2,8. More interestingly, a nearly normal distribution is also observed for the nested
uniform scrambling scheme in all cases, although it is not clear whether the CLT holds for
scrambled net integrations of discontinuous functions. Similar to the case of the smooth
function, the integration error distribution for the linear scrambling scheme is far from the
normal distribution, particularly for d = 2. Comparing to the nested uniform scrambling,
the linear scrambling requires less randomness, and therefore its samples may be strongly
dependent. That might explain why the CLT does not hold in most cases for randomized
QMC with the linear scrambling.

5 Concluding Remarks

Loh (2003) showed that the scrambled net estimate has an asymptotic normal distribution
for certain smooth functions. In a very recent work, Basu and Mukherjee (2016) found that
the scrambled geometric net estimate has an asymptotic normal distribution for certain
smooth functions defined on products of suitable subsets of R?. The smoothness conditions
required in the two papers are more restrictive than the smooth condition required in
Section 3.1. The proofs in both Loh (2003) and Basu and Mukherjee (2016) relied on
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Figure 5: Empirical verification of asymptotic normality for the integrations of the piece-
wise smooth function fo(X) with plain Monte Carlo (MC), LS—-Sobol’, NUS-Sobol’, and
HSFC, the dot curve is the true density of the standard normal N (0, 1).

ensuring a suitable lower bound on the variance of the estimate matching up to constants
to the upper bound. The proofs in this paper relies on establishing a suitable lower bound,
and then make use of the Lyapunov CLT.

We also proved the asymptotic normality of the HSFC-based stratified estimate for cer-
tain discontinuous functions. To our best knowledge, it is not clear whether the asymptotic
normality of the scrambled net estimate holds for discontinuous functions. He and Wang
(2015) provided some upper bounds of scrambled net variances for piecewise smooth func-
tions of the same form f(X) = g(X)1q(X) studied in Section 3.2, but ¢ is of bounded
variation in the sense of Hardy and Krause instead. For future research, following the pro-
cedures in Loh (2003), it is desirable to establish a matching lower bound for the variance
of scrambled net integration of discontinuous functions.

He and Owen (2016) used randomized van der Corput sequence in base b as the input
of the HSFC sampling. This makes the sampling scheme extensible. As in Loh (2003) and
Basu and Mukherjee (2016), the analysis in this paper is based on the sample size with
the pattern n = 6™, not with arbitrary n. This scheme turns out to be a kind of stratified
samplings. In contrast to the usual grid sampling, it is extensible and does not require so
highly composite sample sizes, particularly for large d. The results on the HSFC sampling
can also be applied to the usual grid sampling.
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Figure 6: Empirical verification of asymptotic normality for the integrations of the indicator
function f3(X) with plain Monte Carlo (MC), LS-Sobol’, NUS—-Sobol’, and HSFC, the dot
curve is the true density of the standard normal N(0,1).

Acknowledgments

The authors gratefully thank Professor Art B. Owen for the helpful comments. Zhijian He
is supported by the National Science Foundation of China under Grant 71601189. Lingjiong
Zhu is supported by the NSF Grant DMS-1613164.

References

L. Ambrosio, A. Colesanti, and E. Villa. Outer Minkowski content for some classes of
closed sets. Mathematische Annalen, 342(4):727-748, 2008.

K. Basu and R. Mukherjee. Asymptotic normality of scrambled geometric net quadrature.
Annals of Statistics, 2016. Appeared on line.

A. R. Butz. Alternative algorithm for Hilbert’s space-filling curve. IEEE Transactions on
Computers, 20(4):424-426, 1971.

K. L. Chung. A Course in Probability Theory. Academic Press, 2001.

J. Dick and H. Niederreiter. On the exact t-value of Niederreiter and Sobol’ sequences.
Journal of Complexity, 24(5):572-581, 2008.

19



J. Dick and F. Pillichshammer. Digital Nets and Sequences: Discrepancy Theory and
Quasi—Monte Carlo Integration. Cambridge University Press, 2010.

J. Dick, F. Y. Kuo, and I. H. Sloan. High-dimensional integration: the quasi-Monte Carlo
way. Acta Numerica, 22:133-288, 2013.

Z. He and A. B. Owen. Extensible grids: uniform sampling on a space filling curve. Journal
of the Royal Statistical Society: Series B (Statistical Methodology), 78(4):917-931, 2016.

Z. He and X. Wang. On the convergence rate of randomized quasi-Monte Carlo for dis-
continuous functions. SIAM Journal on Numerical Analysis, 53(5):2488-2503, 2015.

J. K. Lawder. Calculation of mappings between one and n-dimensional values using the
Hilbert space-filling curve. Research Report JL1/00, Birkbeck College, University of
London, London, 2000.

P. L’Ecuyer. Quasi-Monte Carlo methods with applications in finance. Finance and
Stochastics, 13(3):307-349, 2009.

P. L’Ecuyer and C. Lemieux. Recent advances in randomized quasi-Monte Carlo meth-
ods. In M. Dror, P. I’Ecuyer, and F. Szidarovszky, editors, Modeling Uncertainty: An
Examination of Stochastic Theory, Methods, and Applications, pages 419-474. Kluwer
Academic, Boston, 2002.

P. L’Ecuyer, D. Munger, and B. Tuffin. On the distribution of integration error by
randomly-shifted lattice rules. FElectronic Journal of Statistics, 4:950-993, 2010.

W.-L. Loh. On the asymptotic distribution of scrambled net quadrature. Annals of Statis-
tics, pages 1282-1324, 2003.

J. Matousek. On the Lg-discrepancy for anchored boxes. Journal of Complexity, 14(4):
527-556, 1998.

H. Niederreiter. Random Number Generation and Quasi-Monte Carlo Methods. SIAM,
Philadelphia, 1992.

A. B. Owen. Randomly permuted (t,m,s)-nets and (¢, s)-sequences. In H. Niederreiter
and P. J.-S. Shiue, editors, Monte Carlo and Quasi-Monte Carlo Methods in Scientific
Computing, pages 299-317. Springer, 1995.

A. B. Owen. Scrambled net variance for integrals of smooth functions. Annals of Statistics,
25(4):1541-1562, 1997.

A. B. Owen. Monte Carlo Theory, Methods and FEzxamples. 2013. URL
http://statweb.stanford.edu/~owen/mc/. Last accessed: May 2017.

20


http://statweb.stanford.edu/~owen/mc/

C. Schretter, Z. He, M. Gerber, N. Chopin, and H. Niederreiter. Van der corput and golden
ratio sequences along the Hilbert space-filling curve. In R. Cools and D. Nuyens, editors,
Monte Carlo and Quasi-Monte Carlo Methods, volume 163, pages 531-544. Springer
Proceedings in Mathematics & Statistics, 2016.

J. G. van der Corput. Verteilugsfunktionen 1. Nederl. Akad. Wetensch. Proc., 38:813-821,
1935.

21



	1 Introduction
	2 Grid-based Stratified Sampling
	3 HSFC-based Sampling
	3.1 Smooth Functions
	3.2 Piecewise Smooth Functions
	3.3 Indicator Functions

	4 Numerical Results
	5 Concluding Remarks

