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Mateusz Kronowskie Boolean Connexive Logic
Luis ESTRADA-GONZALEZ  and Content Relationship

Abstract.  We present here some Boolean connexive logics (BCLs) that are intended to
be connexive counterparts of selected Epstein’s content relationship logics (CRLs). The
main motivation for analyzing such logics is to explain the notion of connexivity by means
of the notion of content relationship. The article consists of two parts. In the first one, we
focus on the syntactic analysis by means of axiomatic systems. The starting point for our
syntactic considerations will be the smallest BCL and the smallest CRL. In the first part,
we also identify axioms of Epstein’s logics that, together with the connexive principles,
lead to contradiction. Moreover, we present some principles that will be equivalent to the
connexive theses, but not to the content connexive theses we will propose. In the second
part, we focus on the semantic analysis provided by relating- and set-assignment models.
We define sound and complete relating semantics for all tested systems. We also indicate
alternative relating models for the smallest BCL, which are not alternative models of the
connexive counterparts of the considered CRLs. We provide a set-assignment semantics
for some BCLs, giving thus a natural formalization of the content relationship understood
either as content sharing or as content inclusion.

Keywords: Boolean connexive logic, Logic of content relationship, Relating semantics,

Set-assignment semantics.

1. Introduction

A connexive logic is a contra-classical logic that standardly contains Aris-
totle’s Theses —(¢ — =), (¢ — ¢) and Boethius’ Theses (¢ — 1) —
(¢ — W), (¢ = W) — =(¢ — ). One of the main challenges for
formal-philosophical research in connexive logic is to clarify the concept of
connexivity. There are various attempts to overcome such challenge, for ex-
ample:

e connexivity explained by the notion of compatibility (see [22,24,27-29])
e connexivity explained by the notion of consistency (see [18,21])

e connexivity explained by the notion of relevance (see [5,22,31])
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e connexivity explained by the notion of negation as cancellation (see [30,
32,33])

e connexivity explained by pragmatics (see [6,14]).

Our article aims to present connexive logic motivated by analyzing a content
relationship. In general terms, connexivity is a non-extensional relationship
between sentences that cannot be defined merely in terms of sequences of
logical values. Through connexive theses, we try to grasp properties of sen-
tences other than their having a logical value. By such theses, we state that
sentences can be related to each other in some way, but the sentence and its
negation are never related, and the relation of two sentences excludes the
first being simultaneously related to the negation of the second sentence. In
our article, we assume that this still unidentified relationship, outlined by
determining which sentences cannot be related, can be explained through
the concept of a content relationship. In this approach, we consider the
content relationship, understood in one of the following ways:

(a) ¢ and v are related iff the contents of ¢ and 1 have something in
common, formally: s(p) N s(y) # 0

(b) ¢ and 1 are related iff the content of ¢ is contained in the content of 1,
formally: s(¢) C s(¢)

(¢) ¢ and 1) are related iff the content of ¢ is contained in the content of ¢,
formally: s(¢0) C s(p)

(d) ¢ and v are related iff the contents of ¢ and v are equal, formally:
s(p) = s(¥),

where s(¢) and s(¢) represent contents of the sentences ¢ and 1, respec-
tively. Such an approach was proposed by Richard Epstein [3] in the context
of conditional sentence analysis. According to Epstein’s analysis, conditional
sentences should be interpreted by the following truth condition:

© — 1 is true iff 1) ¢ is false or v is true, 2) ¢ and 1) are related. ()

In other words, the Epstein implication is a special case of relating impli-
cation (see [7,13,16]).

From the syntactic point of view, the content relationships analyzed by
Epstein can be expressed by the schema ¢ — (b — 1) (see [3,16]). In-
deed, taking a representation of content s for which we assume at least
non-emptiness (i.e., s(p) # () and that the content of a sentence is the
same as the content of its self-implication (i.e., s(¢) = s(¢ — ¢)), we obtain
that for any of the considered content relations (in the sense of (a), (b) (c)
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or (d) above), ¢ is related with ¢, and ¢ is related with ¢ iff ¢ is related
with ¢ — 1. Thus, we have:

© — (Y — 1) is true iff ¢ and 1) are related.

Notice that by () and since v is related with 1), in the sense of (a), (b), (¢c)
or (d), ¥ — 1 is always true.

We will call an arbitrary relation over sentences a content relation iff
there is a representation of a content s such that at least s(p) # 0 and
s(¢ — @) = s(¢), and the relation is equal to a relation specified as in (a),
(b), (c) or (d).

In the article, we consider the possibility of combining two logics. The
first one is Boolean connexive logic proposed by Jarmuzek and Malinowski
[11] (cf. also [12,15,19,25]). Such logic is based on the idea of obtaining a
connexive logic by modifying classical logic as less as possible. In this case,
connexive implication is expressed by means of a relating one, i.e., by truth
condition (t) (see [7,13,16]). However, in this case, being related is taken as
a primitive notion, but it has to satisfy some additional, connexively justified
restrictions like, for instance, that no sentence is related with its negation. In
this way, Boolean connexive logic is a special case of relating logic based on
Boolean logic. The second logic is the content relationship logic proposed by
Epstein [3] (cf. also [8,16]). Such logic is an attempt to take into account the
content relationship in the formal analysis of conditional sentences. His logic
might also be considered a special case of relating logic based on Boolean
logic. In this case, as noted above, an implication is also a relating one but of
a different kind than a connexive one, and to combine them some substantial
modifications of the systems are required.

Our main objective is to advance an explanation of the notion of con-
nexivity by means of the notion of content relationship. Boolean connexive
logic is a Boolean logic with a relating implication, just as Epstein’s logics
of content relationship are. Nonetheless, Boolean connexive logic, at least
the smallest one and some of its extensions considered in the literature (see
[11,12,15]), lacks the means to express Epstein’s content relationships in
the object language, and whereas Epstein’s logics do clearly have those re-
sources, they are not connexive. Thus, combining both approaches makes
sense.

The structure of the paper is as follows. In “Preliminaries” and “Boolean
Connexive Logic and Content Relationship Logic” sections we present a
syntactic analysis of Boolean connexive logic and content relationship logic.
And, we introduce exemplary connexive counterparts of content relation-
ship logics. In “Relating Semantics and Set-Assignment Semantics” section,
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we present semantic analyses for the considered logics, including proofs of
soundness and completeness.

2. Preliminaries

In what follows we consider a propositional language £ consisting of propo-
sitional variables p,q,r,p1,q1,71,-..; Boolean connectives =, A, V; relating
implication — and brackets: ), (. Thus, £ is an expansion of the Boolean
language obtained by adding relating implication —. The set of formulas in
L is defined in the standard way and denoted by For. We use the following
abbreviations: ¢ D ¥:=—¢ V¢ and ¢ = h:=(-p V) A (— V p).

In the metalanguage, we will mainly use expressions of natural language.
In some cases we will use the following symbols: ~,V, = to denote the follow-
ing metalinguistic constants: negation, universal quantifier and implication,
respectively. We give the considered metalinguistic expressions a classical
meaning.

Let us also distinguish some sets of formulas, which we will refer to in
the sequel. For any ¢ € For we define the operation | in the following way:

o= ®, if p #  — 1, for any ¢ € For
7o L, if o =1 — 1), for some ¥ € For.

We define the |-complexity of formulas in the following way: the |-
complexity of ¢ is equal to 1, if ¢ # ¢ — ), for any i € For; the |-
complexity of ¢ is equal to the |-complexity of 1 plus 1, if ¢ = — 1, for
some Y € For.

For any ¢ € For, by For|, we denote the least set 2 C For such that the
following conditions hold:

e lpe X
e e N =Yp el
We have the following fact:
Fact 2.1. 1. For any ¢ € For, ¢ € For|, = For|,_..

2. For any ¢, € For, ¢ € For |y, iff ¢ — ¢ € For|y,.

3. For any ¢, € For, | ¢ = |4 iff For|, N Fory # 0.
4. For any ¢, v, x € For, if ¢, € For|,, then For|, N For |y # 0.

PRrOOF. For 1 and 2 the proof is straightforward, by means of the definition
of | and the definition of the considered sets of formulas.
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For 3, the left-to-right implication holds by 1. We will prove the right-to-
left implication. Let us assume for simplicity that ¢ # x — x and ¥ # x —
X, for any x € For. We can show then that if x € For|, and x € For |y, then
Lo =1x=11%. Let x be of |-complexity equal to 1. Suppose x € For|,
and x € For|y. Thus, x = ¢ and x = 9. Therefore, | ¢ =| x =] 1. Let
X be of |-complexity equal to n + 1, where n > 1. Suppose x € For|, and
X € Forjy. Let x = X’ — x’. Thus, x" € For|, and x’ € For|y. Therefore,
lo=1x=11,since | x =|x"

For 4. Let us assume for simplicity that x # x’ — x’. Let ¢ be of
|-complexity equal to 1. Suppose ¢, € For|,. Thus ¢ = x. Therefore,
Y € For|,. Let ¢ be of |-complexity equal to n + 1, where n > 1. Suppose
¢, € For|,. We have that, ¢ = ¢’ — ¢’ € For|,. Thus, ¢’ € For,.
Therefore, For|, NFory, # 0, since [ = ¢ — ¢ =]¢'. |

By Fact 2.1 we obtain the following corollary:

COROLLARY 2.2. 1. For any ¢, € For, For|,NFor, # 0 iff For|, = For .

2. For any ¢, € For, either ¢ ¢ For |y, or = ¢ Fory.

3. For any ¢, € For, if | ¢ # =), then =) ¢ For|,,.

PROOF. For 1. By Fact 2.1.3, if For|, N For, # 0, then | ¢ = | . Thus, if
For,, N For; # 0, then For|, = For|,. By Fact 2.1.1, For|, # (). Thus, if
For,, = For |y, then For, N For , # 0.

For 2. We have that for any ¢ € For, | ¢ # | =p. Since | —p = —p # | ¢.
Thus, by Fact 2.1 cases 3 and 4, for any ¢ € For, either ¢ ¢ For, or

"2 ¢ FOI’“D.
For 3. If J, %2 75 _|1/}, then l 2 7£ —|17Z) :l—ylp’ fOr any ,()Z) c For. Thus, lf
| ¢ # =), then, by Fact 2.1.3, = ¢ For |, for any v € For. -

Let us also introduce some additional notation. For any schema (X) of
the form ¢ = ¢, by (X°) we denote the schema ¢ D v, and by (X<) we
denote the schema 1 D . We say that a set of formulas X' C For contains
the schema (X) iff all formulas of the form of (X) are elements of 3.

Let (BL) be a set of truth-functional tautologies defined with respect to
-, A,V in L. A Boolean logic with relating implication (BLRI) is any set of
formulas A C For such that A contains all truth-functional tautologies, i.e.:

BLC 4 (BL)

A contains Weakening of Relating Implication, i.e., it contains the following

schema:
(¢ —=1) D (e29) (W_.)



212 M. Klonowski, L. Estrada-Gonzdilez

and A is closed under Material Detachment, i.e., for all ¢, € For:
o, pDoYped=yYe A (MD)

The least BLRI is denoted by BR.. For any BLRI A, A& X denotes the least
BLRI that contains AU X' (for BLRI see [9]).

Notice that by (W_,) and (MD), if A is a BLRI, then A is closed under
Modus Ponens, i.e., for all ¢, € For:

o, o —=PpeN=Y e AN (MP)

Notice also that if A is a BLRI and contains Strengthening to Relating
Implication, i.e., it contains the following schema:

(p 29) D (p— 1), (5-)

then — in A behaves exactly like material implication, and so BR@® (S_.)
is another formulation of classical logic.

Let A be a BLRI for the remainder of this section. We define a relation
of syntactic consequence of A+, C P(For) x For in the following way:
for all ¥ U {¢} C For, X 4 ¢ iff there is {¢1,...,1¥,} C X such that
(W1 A Ap) D€ A

We say that a formula ¢ is derivable from X in A iff X 4 . Similarly,
a schema (X) is derivable from X in A iff all formulas of the form of (X) are
derivable from Y. Obviously, ¢ is derivable from A in A iff A contains ¢, and
similarly for schemata. We also say that ¢ and v are mutually derivable in
A if ¢ is derivable from 1 in A and ) is derivable from ¢ in A, and similarly
for schemata.

We define a notion of an inconsistent set with respect to A in a standard
way. A set X C For is A-inconsistent iff X -4 p A —p. And X C For is
A-consistent iff X is not inconsistent. We can easily prove that if X' /4 ¢,
then X' U {—p} is A-consistent. Moreover, we say A is an inconsistent logic
iff A is A-inconsistent. Consequently, A is an inconsistent logic iff there is
¢ € For such that ¢, ~p € A.!

3. Boolean Connexive Logic and Content Relationship Logic

Our goal is to combine the notion of content relationship proposed by Ep-
stein and connexivity captured in Boolean connexive logic as presented by

!By (BL) and (MD), there is only one inconsistent BLRI, namely the set of formulas For.
But we will use the plural ‘inconsistent logics’, having in mind different formulations of
the only inconsistent logic in this setting.
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Jarmuzek and Malinowski. In other words, we want to define a Boolean con-
nexive logic motivated by an analysis of content relationship. We start with
a syntactic presentation of the logics we are interested in.

3.1. Boolean Connexive Logic

A Boolean connezxive logic (BCL) is any set of formulas A C For such
that A is a BLRI, contains Aristotle’s Theses, i.e., it contains the follow-
ing schemata:

~(p = ) (A1)
(= — ¢) (A2)
and contains Boethius’s Theses, i.e., it contains the following schemata:
(o= %) = (¢ — ) (1)
(p = =) = =(p = ¢). (B2)

Obviously, any BCL contains the so-called weak Boethius’ Theses, i.e., it
contains the following schemata:

(b =) D =(p = ) (wB)
(o = =) D =(p = ¢). (wB')
Fact 3.1. 1. (wB) is derivable from (B1) in any BLRI.

2. (wB') is derivable from (B2) in any BLRI.
3. (wB) and (wB') are mutually derivable in any BLRI.
4. (wB') is derivable from (B1) in any BLRI.
5. (wB) is derivable from (B2) in any BLRI.

PrROOF. By (W_,), (MD) and (BL). |

A weak Boolean connexive logic (wBCL) is any set of formulas A C For
such that A is a BLRI and contains (A1), (A2), (wB).

The least BCL and the least wBCL are denoted by BC and wBC, re-
spectively, i.e., BC = BR @ {A1,A2,B1,B2} and wBC = BR®{A1, A2,
wB}=BR ® {A1, A2, wB'}. It is known that neither BC nor wBC contains
Symmetry of Implication, i.e., they do not contain the following schema (see

[11]):
(=)D [W— o).
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Let us note that in any BCL we can change (A1) and (A2) to the following
weaker versions of Aristotle’s Theses:

(e — @) Vo (A1Y)
(= — ) V . (A2Y)

And (wB) can be changed to the following weaker version of weak Boethius’
Thesis:

(¢ =)D (=(p = ~¥) Vo) (wBY)
FacT 3.2. 1. (A1) and (A1Y) are mutually derivable in any BLRI.

2. (A2) and (A2") are mutually derivable in any BLRI.
3. (wB) and (wB”) are mutually derivable in any BLRI.

PROOF. By (W_.), (MD) and (BL). o

Thus wBC = BR @ {A1Y,A2", wBY} and BC = BR & {A1Y,A2, B1,B2}.

These weaker connexive schemata formulated by means of disjunction do
not affect the basic BCL but, as we will see, they are not enough to formulate
some extensions of the basic BCL, and so neither Aristotle’s Theses nor weak
Boethius’ Thesis are.

3.2.  Content Relationship Logics

Let us now consider content relationship logic. For any of Epstein’s log-
ics, the following schema plays the role of expressing syntactically that two
sentences ¢ and 9 are related with respect to content (see [3, pp. 77-78]):

o — (P — ). (E)

However, it is not the case for every BLRI that the schema (E) allows to
express that two sentences are related. Any BLRI for which that is possible
must contain the following schemata:

o= (R-)
(=)D (p— (¥ — 1)) (wt)
(DY) A (p— (¥ =) D (p— ). (st)

The schema (R_,) says that — is reflexive and might be called Reflexivity of
Implication Thesis. By means of (WT,) and (ST,) we get Epstein’s definition
of relating implication:

(b= ¢) =29 Al — (¥ =)
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The schema (WT,) is a kind of weakening of relating implication and (S*,)
a kind of strengthening to relating implication. By means of additional
schemata formulated with the help of the schema (E) we can specify what
content relationship we want to consider.

In order to define basic content relationship logic we need two more
schemata:

(g =)= (=) =(p— (¥ — 1)) (CRO)
(=W —=PNAW—=(x—x))D
De—=xX—=xX)))V({(¢ =@ —=¢)DW — (¢ —¢)). (DS)

A content relationship logic (CRL) is any set of formulas A C For such
that A is a BLRI and contains the schemata (R_), (WF,), (S*,), (CRO) and
(DS). The least content relationship logic is denoted by CR, i.e., CR =
BR & {R_,,S* W', 6 CRO,DS}.

There are two more schemata expressed by (E) that capture important
properties of any content relationship considered by Epstein:

v — (p— ) (CR1)
(=W —=v)=(@— (¥ —=9) = ([ —1))). (CR2)

Let us now comment on (DS), (CRO), (CR1) and (CR2). According to Ep-
stein’s analysis, all content relationships are either transitive or symmetric,
and (DS) allows us to say that we only consider relations between sentences
that are either transitive or symmetric.? (CR1) expresses that any sentence
is related to itself, so any sentence shares content with itself and its content
contains its content. (CR2) with (CRO) express that a sentence is exchange-
able with a conditional sentence whose antecedent and consequent are that
very sentence. Thus, those two schemata allow saying that content is insen-
sitive to the repetition of sentences within conditional sentences. In other
words, that the repetition of a sentence in the conditional does not influence
the content. We have the following fact:

Fact 3.3. 1. (CR1) is derivable in any CRL.
2. (CR2) is derivable in any CRL.

PrROOF. For 1, by (R_,), (WE) and (MD). For 2, by (R_), (WF,), (S%,), (MD)
and (BL). |

2The schemata of this kind were first introduced and analyzed in [10] in the context of
finding a meet of two relating logics.
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Epstein’s logic, which captured some specific notions of content relation-
ship, might be defined by means of some additional schemata that enable us
to express a particular understanding of content relationship. We will focus
on two systems: the logic S (for Symmetric Relatedness Logic) and the logic
DD (for Dual Dependence Logic).

S is the least set A C For such that A is a CRL and contains the following
schemata:

(= W—=9)DW—=(p—9¢) (80)
(e =@ =) =(@— @ —19) (S1)
((AY) = (x=x) = —=Kx=x)V{®—=Kx—=x)) (52)
(V) = (x=x) == Kx—=x)V{®—=Kx—x) (83)
(=) = (x—=x) == K—=x)V{E—=(K—x) (S4)

On the other hand, DD is the least set A C For such that A is a CRL
and contains (S1) plus the following schemata:

((p—= (=)A= (x—x))2(p—(x—x) (DDO)
(p—= (Y — ) =(p— (=) (DD1)

((eAd) = (x—=x) == x—=xX)AN W= (x—X)) (DD2)
((eVY) = (x—=x) === x)DA W= (x— X)) (DD3)
(=)= x—=x)=(p—=Kx—=x)A®—(x—x)).  (DD4)

Therefore we have S = CR®{S0, 81,52, 83,34} and DD = CR&{DDO, DD1,
S1,DD2,DD3,DD4}.3

Note that, instead of (82)—(S3), we could use the following schemata in
the definition of S:

(= ((WAX) = @A) =(p— @ —=¥)V(p—(Kx—x)) (52)
(= ((WVvx) = @WAX))=(p—= @ —=Y)V(ip—(x—x) (83)
(= (V)= W —=x))=(p— W —=Y)V(ip—(x—x)) (54)

which can be observed by the following fact:

3In the article we propose slightly different axiom schemata than those proposed by
Epstein. Such an approach, formulated in an extended but not more expressible language,
was discussed in [10].
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FacT 3.4. 1. (S2) and (S2) are mutually derivable from (S1) in any CRL.
2. (83) and (83 ) are mutually derivable from (S1) in any CRL.
3. (54) and (S4') are mutually derivable from (S1) in any CRL.
PRrROOF. By (80), (BL) and (MD). u
Moreover, in the definition of DD we could use the following schemata
instead of (S1) and (DD1):
= (p =) (S1)
P — (mp — ). (DD1’)
We have the following fact:
Fact 3.5. 1. (S81') is derivable from (S1<) in any CRL.
2. (81') is derivable from (DD1°) in any CRL.
3. (DD1') is derivable from (S1-) in any CRL.
4. (DD?1') is derivable from (DD1<) in any CRL.
5. (S1) is derivable from {DD0,DD1’,S1'} in any CRL.
6. (DD1) is derivable from {DD0,S1’,DD1'} in any CRL.
PRrROOF. By (CR1), (MD) and (BL). |

3.3. Boolean Connexive Content Relationship Logics

Before we define some connexive counterparts of Epstein’s logics, let us
consider connexive theses in the context of CRL and the application of the
schema (E). We have the following fact:

Fact 3.6. 1. (A1), (A2), (wB') are derivable from (wB) in any CRL.

2. (A1), (A2), (wB) are derivable from (wB') in any CRL.

Proor. For 1. For (wB), by (R_,) and (MD). For (wB), by Fact 3.1.3. For 2,
by (R_,) and (MD). |

Let us note that by means of (E) we can express a connexive dependence
expressed by weak Boethius’ Theses (wB) in a different way. Consider the
following schema:

(o= (W —=9)D=(p—= (¢ = ). ()

The schema (C) says that if the contents of ¢ and 1 are related, then the
contents of ¢ and —) are not related. We call (C) Connexive Content Con-
nection Thesis.
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In a similar way, we can obatin the following counterparts of (A1) and
(A2):

(= (mp — —p)) (AC1)

(= — (= ). (AC2)

(AC1) and (AC2) express a lack of connection between a sentence and its
negation with respect to content. We call (AC1) and (AC2) Aristotle’s Content
Connection Theses.

Since in a CRL — expresses some connection between antecedent and
consequent, (B1) and (B2) also express that ¢ — 1 is somehow related with
—(¢ — ) and ¢ — =) is somehow related with —(¢ — ). The following
schemata will express these connections with respect to content by means
of the schema (E):

(6 = ¢) = (=g = ) = =(p = ) (BC1)
(o = =) = (2(p = ¥) = ~(p = P)). (BC2)

We call (BC1) and (BC2) Boethius’ Content Connection Theses.
We have the following fact:

Facrt 3.7. 1. (wB) and (wB') are derivable from (C) in any CRL.

2. (AC1) and (AC2) are derivable from (C) in any CRL.
3. (B1) is derivable from {C,BC1} in any CRL.
4. (B2) is derivable from {C, BC2} in any CRL.
5. (BC1) is derivable from (B1) in any CRL.

6. (BC2) is derivable from (B2) in any CRL.

7. (B1) is derivable from {BC1,wB"} in any CRL.

8. (B2) is derivable from {BC2,wB"} in any CRL.

PROOF. For 1. (wB) follows from (C) by (W*,), (BL) and (MD). (wB) follows
from (C) by (wB) and Fact 3.1.3. For 2: by (CR1) and (MD). For 3 and 4: by
Fact 3.7.1, (S%,), (BL) and (MD). For 5 and 6, by (W',), (BL) and (MD). For 7
and 8, by Fact 3.2, (ST,), (BL) and (MD). u

Thus, in any CRL we can derive Aristotle’s Theses and weak Boethius’
Theses by means of (C). Moreover, Epstein’s axiom schema (S0) together
with Aristotle’s Theses allow us to derive Aristotle’s Content Connection
Theses:

Fact 3.8. (AC1) and (AC2) are derivable from {A1, A2, SO} in any CRL.
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ProoOF. For (AC1).

L =(p = (= = =) V=(p D ) (s%), (A1), (BL), (MD)
2. _‘(30 - (_‘QO - _‘90)) Vo 1, (BL)7 (MD)
3.2(mp = (e = @) Va(mp Do) (s%), (A2), (BL), (MD)
4. _'(_‘90 - (90 - SD)) Vo 3, (BL)7 (MD)
5. 7(p = (= —p)) V —p 4, (80), (BL), (MD)
6. =(p — (mp — ~¢p)) 2,5, (BL), (MD)

For (AC2) we reason similarly as for (AC1). ]

We will show in the sequel that (C) does not follow from (wB) in CR;
likewise, (AC1) and (AC2) do not follow from (A1) and (A2), respectively.
As we will find out, this is related to schemata (A1Y), (A2Y), (wBY) and
the possibility of defining wBC and BC by models different from the one
defined by Jarmuzek and Malinowski. Such alternative models seem to define
weaker logics than the connexive counterparts of Epstein’s logics we focused
on. Briefly, we can say that not always some connections between sentences
matter for the truth of (A1), (A2") and (wB"), while for the truth of (AC1),
(AC2) and (C) sentences of certain forms must always be related and of some
other forms cannot be related.

Let us analyze a bit further the weaker versions of the connexive theses.
Consider the counterpart of (wB") formulated by (E) in the following way:

(0= (6 = $)) D (< — (=) — =) V ). (wBC)
Schemata (wBY) and (wBCY) are mutually derivable. We have:

FacT 3.9. (wBY) and (wBCY) are mutually derivable in any CRL.

PROOF. By (BL), (MD), (ST,) and (WH,). n

We also have that the weaker Aristotle’s Theses formulated by (E) will
be mutually derivable with weaker Aristotle’s Theses (A1) and (A2Y). We
have the following counterparts of (A1) and (A2Y) formulated by (E):

(= (mp = —p)) Vo (AC1Y)
(= = (¢ = ) V . (AC2Y)
We have the following fact:
Fact 3.10. 1. (AC1Y) and (A1Y) are mutually derivable in any CRL.
2. (Ac2Y) and (A2") are mutually derivable in any CRL.
PROOF. By (BL), (MD), (ST,) and (W,). u
As a corollary of Facts 3.10, 3.2 and 3.6, we obtain:
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COROLLARY 3.11. 1. (AC1Y) and (AC2") are derivable from (wBY) in any
CRL.

2. (AC1Y) and (AC2") are derivable from (wBC' ) in any CRL.

In the definition of Boolean connexive logic of content relationship, we
will focus on (C), (BC1) and (BC2), as we are interested in combining Ep-
stein’s concept of content relationship, on the one hand, and connexivity
dependencies captured by Jarmuzek and Malinowski in BCL, on the other.

A weak Boolean connexive content relationship logic (wWBCCRL) is any
set of formulas A C For such that A is a CRL and it contains the schema (C).
A Boolean connezive content relationship logic (BCCRL) is any set of for-
mulas A C For such that A is a wBCCRL and contains the schemata (BC1),
(BC2). The least wBCCRL and the least BCCRL are denoted by wBCCR
and BCCR, respectively. Thus, wBCCR = CR @ (C) and BCCR =
wBCCR @ {BC1,BC2}.

Some remarks are in order here. The schemata (E), (C), (AC1), (AC2),
(BC1) and (BC2) are all invalid in Angell-McCall’s CC1 (and a fortiori in
Angell’s PA1, since the former is an extension of the latter; see [2], [22]).
All those schemata but (C) are valid in Wansing’s C, and understandably
so: (C) expresses that if ¢ is related to the content of 1, then ¢ cannot
be related to content of the negation of ¢. But C makes room for such
inconsistencies (see [34], [26]). And, like in our BCCRLs, all the schemata
but (E) are valid in Mortensen’s [23] M3V. Again, this is understandably so:
the implication of M3V is structurally the same as the one used by Anderson
and Belnap in [1] to show the consistency of the relevance logic E, and (E)
is one of the fallacies of relevance that the implication was meant to avoid.
But, unlike our BCCRLs, M3V is inconsistent (yet not trivial). To the best
of our knowledge, none of the connexive content theses have been explicitly
dealt with in the literature on connexive logic, though.*

Before we introduce connexive counterparts of Epstein’s logics, let us
identify the schemata, among the considered ones, that we must reject to
avoid defining a trivial logic, i.e., the inconsistent logic. Obvious examples
are the schemata specifying the content relation between a sentence and its
negation.

Facr 3.12. If A is a CRL, then the following logics are inconsistent:
1. A {S1°,41} and A® {S1<,42},

4There has been no substantial new work on CC1 since the 1960’s. For recent work on
M3V see [4], [20]; for C — but also M3V — see [26].



Boolean Connexive Logic... 221

2. A@{DD1<,41} and A& {DD1°,42}.

PROOF. For 1. (1) (¢ A =) — —(¢ A =) is derivable from (S1-) in any
CRL.

L (e A=) = (2(e A=) = (e A=) Fact 3.5.3
2. (((90 A=) D =(p A=) Al A=) = (2 Ap) — = A=p)))) D

D ((p A=) = =(p A ) (Wt)
3. (9 A ) D (A ~9)) D (9 A ) = ~(p A —9)) 2, (BL), (MD)
4. (e A=) D (e Ap) (BL)
5. (¢ A=) = =9 A —p) 3, 4, (MD)
Therefore, the logic A& {S1-,A1} is inconsistent.
(1) (e A=) — (@ A ) is derivable from (S1<) in any CRL
L =(eA=p) = (e A=p) = (@ A=) Fact 3.5.1
2. (5 A=) D (A=) A(=(p A=) = (A=) = (9 A=) D
D (=l A ) = (9 A=) (%)
3. (2(p A=p) D (e A9)) D (H(p A=) = (P A=) 1,2, (BL), (MD)
4. 2(pA=p) D (P A o) (BL)
5. (90 A _'90) (90 N _‘90) 3, 4, (MD)

Therefore, the logic A® {S1<,A2} is inconsistent.
For 2. To prove that A@® {DD1<,A1} is inconsistent logic we reason as for
(t). To prove that A @ {DD1-,A2} is inconsistent logic we reason as for ().

|
We obtain the following corollary:

COROLLARY 3.13. If A is a CRL, then the following logics are inconsistent:
1. A®{S1°,uB}, A®{S1°,wB'}, A®{S1<,wB} and AP {S1-,wB'};

2. A®{DpD1° ,wB}, A®{DD1-,wB'}, A® {DD1-,wB} and A {DD1-,wB'};

3. A@{S1°,B1}, A®{S1°,B2}, A®{S1-,B1} and A® {S1-,B2};

4. A@{pp1>,B1}, A@{DD1°,B2}, A& {DD1,B1} and A& {DD1< B2}.

PRroOOF. For 1 and 2, by Facts 3.12 and 3.6. For 3 and 4, by 1 and Fact 3.1.
|

But not only (S1) and (DD1) are problematic if we want to add content
connexive theses to Epstein’s logics. We have the following fact:

Fact 3.14. If Ais a CRL, then A @ {S2-,C} ,A® {S3-,C} and A& {S4-,C}

are inconsistent logics.

PROOF. (p A —p) — (p — ¢) is derivable from (S2<) in any CRL.
L((p=(p=9) V(g —=(p—=9)) (A=) = (v —¢) Hyp.
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20> (p— o) (CR1)

3. (90 A ﬁ90) - (30 - 30) 1,2, (BL)7 (MD)
(o A=) — (mp — —p) is derivable from (S2<) in any CRL.

L ((p = (= = =) V (= = (= = =) D ((p A=) = (mp — —p))

Hyp.
2. 2 — (mp — —p) (CR1)
3. (A=) = (g — =) 1, 2, (BL), (MD)

To prove that (p V —p) — (p — @) and (¢ V —p) — (0@ — —p) are
derivable from (S3%) in any CRL, (p — —¢) — (p — ¢) and (p V —p) —
(—¢ — —p) are derivable from (84<) in any CRL, we reason similarly as
above. Therefore, A® {82<,C},A® {S3-,C} and A® {S4%,C} are inconsis-
tent logics. [

Note that in case of (S2%) we can also show inconsistency with (wB).
Fact 3.15. If A is CRL, then A® {S2,wB} is an inconsistent logic.

PROOF. By proof of Fact 3.14, we have that (¢ A —¢) — (p — ¢) and
(p A=) — (- — =) are derivable from (S2<) in any CRL.
(p A =) — ¢ is derivable from (82<) in any CRL.

L(g—=(e—=9)V(~p—=(e—=v))D{(eA-p)—=(p—¢) Hyp.
2.0 — ((p — gp) (CRl)
3. (A=) = (0 — ) 1,2, (MD)
4. (p A=) Dy (MD)
5. (e A=9) = (=) A A=) D)) D ((pA—p) — @) (wt)
6. ((P A _‘90) — ¢ 47 57 (MD)

To prove that (¢ A —¢) — - is derivable from (S2<) in any CRL, we
reason similarly as above. Therefore, A @ {S2-,wB} is an inconsistent logic.
|

Let us also observe that, in the considered context, schemata (DD2-),
(DD3-) and (DD4-) are also problematic.

FacT 3.16. If Ais a CRL, then A& {DD2°,C}, A& {DD3-,C} and A& {DD4>,C}
are inconsistent logics.

PROOF. (82%) is derivable from (DD2-) in any CRL
L((AX) = ((AX) = @AX) D (= ((WAX) = (WAX)))A (X —

= ((AXx)— @WAX))) Hyp.
2. (b AxX) = (W AX)— (W AX)) (CR1)
3.9 = ((WwAX)— (¥ AX)) 1,2, (BL), (MD)
4. ((p = (0 = PN — (VAX) — (¥AX))) D (¢ — (WAX) — (@ZJAX));
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5. (¢ = (W —=4))D(p—((vAX) = (¥AX))) 3, 4, (BL), (MD)

To prove that (S3<) is derivable from (DD3-) in any CRL and (S4%)
is derivable from (DD4-) in any CRL, we reason similarly as above. By
Fact 3.14, A® {DD2°,C}, A® {DD3-,C} and A® {DD4-,C} are inconsistent
logics. [

Let us now propose some definitions of weak connexive and connexive
versions of two of the Epstein’s systems considered. The logic wBCS (BCS)
is the least set A C For such that A is wBCCRL (BCCRL) and contains the
schemata (80), (82°), (83-), (S4°). The logic wBCDD (BCDD) is the
least set A C For such that A is wBCCRL (BCCRL) and contains schemata
(DDO), (DD2S), DD3C) (DD4C).

Moreover, we will consider some extensions of the considered counterparts
of S and DD. Logic wBCDD™' (BCDD™) is the least set A C For such
that A is wBCCRL (BCCRL) and contains schemata (DDO), (DD2<), (DD3%),
(DD4C), (82'°), (S3'>) (84'>). The logic wBCS™ (BCS™) is the least set
A C For such that A is wBCCRL (BCCRL) and contains schemata (S0),
(DDO), (82°), (83°) (S4°). Note that wBCDD™ is a sub-logic of wBCS™
and BCDD™ is a sub-logic of BCS™. We have the following fact:

Facr 3.17. 1. (S2C), (S3<), (54'<) are derivable in wBCS™' and BCS™.
2. (DD2%), (DD3<), (DD4C ) are derivable in wBCS™ and BCS™.

Proor. For 1, by Fact 3.4.
For 2. (DD2%) is derivable in wBCS™ and BCS™.

L (eAy) = ((pAY) = (g A1) (CR1)

2. ((p A1) = (b AP) = (0 AY)) D (((p AY) = (9 = @) V(A Y) —
(1)) (52°)

3. (9 A) = (0 — D)V (9 A ) — (6 — 1)) 1,2, (D)
4. (((pAY) — (cp—> @) A (¢ (x—>x))) ((pAY) = (x —x)) (DDO)
5.((pA) = (W =) A W — (x—x)) D ((¢AY) = (x— X)) (DDO)
6. ((pAY) — (<P =)A= X=XV ((eAY) = (=) AW —
= (x—=x)) 2 (eAY) = (x = x)) 4,5, (BL), (MD)

7 (= (x—=2DAW—=Kx—=x))D(eA?) = (X — X))

3, 6, (BL), (MD)

The reasoning to prove that (DD3<) and (DD4%) are derivable in wBCS™
is similar to the above. [

In Figure 1, we present an ordering of all of logics discussed in the article.
Note that in the figure, the dashed lines run to the connexive counterpart,
not to the extension of the given logic.
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BCS*

N\

wBCS* BCDD™"

AN

Figure 1. Order of the considered logics

4. Relating Semantics and Set-Assignment Semantics

In what follows, we consider two kinds of structures. The first is a relating
model using which we can determine the family of relating logic (see [7,13,
16]), particularly to define Jarmuzek and Malinowski’s BCL (see [11], cf.
[12,19]) and Epstein’s CRL (see [3, pp. 61-84, 115-143], cf. [16]). Epstein’s
systems were originally defined using a special case of relating semantics.
Still, he also used another kind of structure, the so-called set-assignment
model, the second kind of structure we consider. A set-assignment model
is based on a function by means of which Epstein represented sentential
content.

4.1. Relating Semantics

A relating model (an r-model) is an ordered pair (v, R) such that v: Var —
{1,0} is a classical valuation and R C For x For is a binary relation on the
set of formulas. R is called connection relation or relating relation.
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For any r-model (v, R), we assume the following truth conditions:
(v,R) = p iff v(p)=1, if p € Var
(v,R) = —p iff not (v,R) = ¢ (i.e. iff(v, R) = p)
(0,R) 9 A iff (0, R) = and (v, R) =
(0,R) E @V iff (v,R) =@ or (v,R) =9
(v,R) E ¢ — @ iff either (v, R) [= ¢ or (v,R) =1, and R(yp, ).

Let M be a class of r-models. We define a relation of semantic consequence
Em C P(For) x For in the following way: for all X' U {¢} C For, X Em ¢
iff for all MM € M, if for all ¢ € X, M = 1), then M = . We say that a
formula ¢ is valid in M iff () =m . Similarly, a schema (X) is valid in M iff
all formulas of the form of (X) are valid in M.

Having defined semantic consequence, we describe the notions of sound-
ness and completeness in the standard way. Let A be BLRI and M be a class
of r-models. We say that:

o A is sound with respect to M iff for all X' U {¢} C For, if X' 4 ¢, then
YEmey

e A is complete with respect to M iff for all X U{p} C For, if X' |=m ¢, then
XA

We say that A is determined by a class of models M iff A is sound and
complete with respect to M.

4.1.1. Soundness and Completeness of Logic BR In order to prove sound-
ness and completeness of BR, we adapt methods presented in [9,10,15]. The
soundness proof for BR is straightforward:

THEOREM 4.1. BR is sound with respect to the class of all r-models.
PrROOF. By truth conditions. [

We use the notion of maximally consistent set and the Lindenbaum con-
struction to prove completeness. Let A be a BLRI. A set X' C For is a maxi-
mally A-consistent set iff X is A-consistent and there is no I" C For such that
I' is A-consistent and X C I'. The set of all maximally A-consistent sets is
denoted by Max,. We have the following fact, well-known as Lindenbaum’s
Lemma:

Fact 4.2. Let A be a BLRI and X C For. If X is a A-consistent set, then
there is I' € Max such that X C I.
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We define a canonical model with respect to a maximally consistent set.
Let A be a BLRI and X' € Maxs. A BLRI canonical X-model (BLRI-X-
model) is an ordered pair (vy, Ry) such that for all ¢ € Var, vx(p) = 1 iff
p € X, for all p,1 € For, Ry(p,9) iff p — ¢ € X.

By the properties of the maximally consistent set we obtain the following
fact about the canonical model:

LEMMA 4.3. (See [15, Lemma 4.8, p. 529], cf. [10, Lemma 5.13], [9, Lemma
6.6].) Let A be a BLRI, X € Max, and My be a BLRI-X'-model. Then, for
all p € For, My, =@ iff p € X.

Using the standard argument, by Fact 4.2 and Lemma 4.3 we obtain
completeness:

THEOREM 4.4. BR is complete with respect to the class of all r-models.

In order to present determination results for the other logics considered
here, we will use some relational conditions. For any condition (Xy) of the
form Vg, o, cror(F iff G), by (Xy>) we denote condition Vo, .. o, cFor(F =
@), and by (Xyc) we denote condition Yy, . o cror(G = F).

4.1.2. Soundness and Completeness of Logics wBC and BC We may de-
termine BCLs by means of relating models using the relational conditions
introduced by Jarmuzek and Malinowski [11,12]:

Vyeror~R(, 79) (Rac1)
VoeFor~R(—¢, ) (Racz2)
Vo, pefor (R(, 1) = ~R(p, 1)) (Re)
Vo,werorR(p — ¥, (0 — =) (Reci)
Vo,perorR(p — =1, (0 — ). (Rec2)

Treating a binary relation between formulas as a formal way to express
that some formulas are somehow connected, we would like to say something
more about the kind of connexivity we can represent by such relations.
Even though the conditions (Rpc1), (Rac2), (Re), (Rpe1), (Rpea) express some
properties of connexivity, they do not make precise any specific meaning of
connexivity. They are rather some general properties that all relations used
for representation of connexivity in relating semantics should satisfy.

The soundness and completeness of BC was proved in [15]. We reason
similarly to prove the soundness and completeness of wBC.

THEOREM 4.5. (See [15, Theorem 5.1 1, p. 534].)
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1. wBC is determined by the class of all such r-models that (Raci), (Racz)
and (Rc¢) are satisfied.

2. BC is determined by the class of all such r-models that (Ruci), (Racz),
(Re), (Raci) and (Rpcz) are satisfied.

4.1.3. Alternative Relating Models for Logics wBC and BC As we indi-

cated in the previous section, logics wBC and BC might be also determined

by different kinds of r-models than the ones we considered above. Let us in-
troduce the following conditions imposed on r-models:

VoefFor(~R(p, ) or (v, R) ) (Rac1v)
VoeFor (VR(—, ) or (v, R) = ) (Rac2v)
Vo pefor(R(p, 1) = (~R(p, —¢) or (v, R) = ¢)). (Rev)

We have the following correspondence between models and connexive
theses:

FAcT 4.6. Let M = (v, R) be a r-model. Then:

M E=(A1Y) iff M satisfies (Rucrv)

M =(42") iff M satisfies (Racov)

M = (wBY ) iff M satisfies (Rev)

M |=(B1) iff M satisfies (Rev ) and R satisfies (Rges)

. M =(B2) iff M satisfies (Rev) and R satisfies (Rpez).

PROOF. For 1. M =(A1Y), by truth conditions, iff ~R(p, —p) or M = .
For 2 we reason similarly as for 1.
For 3. M =(wBY), by truth conditions, iff M = ¢ — ¢ or M = p — b

or M= iff MPE o — Y or M B~ p — =) or M = p, by truth conditions,

iff ~R(ip,9) or ~R(p, 7)) or M = .
For 4. M |= (B1), by truth conditions, iff M =(wB") and R satisfies (Rgc1).
For 5 we reason similarly as for 4. ]

SR

By Fact 4.6 we get another soundness result:

THEOREM 4.7. 1. wBC 1is sound with respect to the class of all such r-
models that (Ryczv ), (Raczv) and (Rev ) are satisfied.

2. BC is sound with respect to the class of all such r-models that (Rycyv ),
(Ruczv ), (Rev ), (Rpei) and (Rgez) are satisfied.

PROOF. We can reason as in the proof for Theorem 4.1. By Fact 4.6, we

obtain the validity of specific axiom schemata in the proper classes of mod-

els. [
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We obtain the following fact with respect to canonical models:

FACT 4.8. 1. If ¥ € Maxggr ¢ (47) (¥ € Maxgr g (42)); then (vs,Ry) sat-
iSﬁCS (RACJV) ((RACZ\/)).

Ry;) satisfies (Rev) ((Rev) and (Rpe1); (Rev) and (Rsez)).

PROOF. For 1. Suppose X' € Maxgg ¢ (A1) (¥ € Maxgg ¢ (a2))- By Fact 3.2,
(A1V)e X ((A2Y)e X). By Lemma 4.3, (vx, Rx) =(A1Y) ((vs, Rs) F=(A2Y)).
By Fact 4.6.1 (Fact 4.6.2), (vy, Ry) satisfies (Rye1v) ((Racav)).

For 2 we reason similarly as for 1. [

We get another completeness result:

THEOREM 4.9. 1. wBC is complete with respect to the class of all such
r-models that (Ryciv ), (Raczev) and (Rev) are satisfied.

2. BC is complete with respect to the class of all such r-models that (Ryciv ),
(Raczv ), (Rev), (Rseci) and (Rpee) are satisfied.

PROOF. We can reason as in the case of proof for Theorem 4.4. We use Fact
4.8 to show that the considered BLRI-canonical-model belongs to suitable
classes of models. [ |

4.1.4. Soundness and Completeness of Logics CR, S and DD Let us now
consider some CRLs. To determine any CRL at least the following conditions
must be imposed on connection relations:

Vo.weFor(R(0 — ¢, 9) iff R(p,v)) (Rero)
vwEForR((Pa 90) (RCRl)
Vo, pefor(R(, 0 — ) iff R(p,v)). (Rerz2)

For any relation that satisfies conditions (Reg1) and (Rega), schema (E) en-
ables us to express in the object language that such relation holds between
given sentences.

Facrt 4.10. (Cf. [3, pp. 77-78]) Let (v, R) be a r-model such that (Reg;) and
(Rerz) are satisfied. Then, for all v, € For, R(p, ) iff (v,R) E(E).
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PROOF. Suppose R(¢, ). By (Rer1) and truth conditions, (v, R) = ¢ — .

By (Rer2), R(p, 1 — ). Thus, by truth conditions, (v,R) = ¢ — (¢ — ).
Suppose (v, R) = ¢ — (¢ — ). By truth conditions, R(y,9 — ). B

(Rer2), R(, ). n

Let us now consider adequate r-models for the logics S and DD (cf. [3,
pp. 65-68, 72-73, 120-123, 133], [16, pp. 587-596, 603-604]). In order to
define r-models for logic S we consider condition (Reri) and the following
conditions:

Vo,peror(R(9, %) = R(¥, ) (Rso)

Yo wefFor(R(—p, ) iff R, 1)) (Rs1)

Yo wefor(R(0, =) iff R(¢p, 1)) (Rops)

Vo xeFor (R(p A b, x) HE (R(, x) or R(¥, x)) (Rs2)
Yoo,0xeFor(R(p, 10 A x) ff (R(p, ) or R(e, x)) (Rs2)

Voo xefor (R(¢ V 90, x) 3 (R(, x) or R(¥, x)) (Rss)

V.. xeFor (R(, ¢V x) Hff (R(p,9) or R(ep, X)) (Rsa)

Voo, xeFor(R(e = ¥, X) iff (R(¢, x) or R(¢, x)) (Rsa)

Vo xefor (R(9, ¥ — x) Iff (R(p, ) or R(p, X))- (Rsa')

Obviously, for any symmetric relation, i.e., that satisfies (Rso), (Rs1)—(Rsa)

are equivalent with (Rpp;), (Rs2/)—(Rsa/). And if a relation satisfies (Rga/),
then it satisfies (Rera)-

In order to define r-models for the logic DD we consider condition (Regs)
and the following conditions:

Vo, xeFor (R(¢, ¥) and R(¢), X)) = R(p, X)) (Rono)
VoerorR(m9, ) (Rs1/)

VoerorR(9, —) (Rop1/)

Vo,p,xeFor(R(@ A1, x) i (R(p, x) and R(¥, x))) (Rop2)
Vo,p,xeFor(R(¢ V 1, X) 1ff (R(p, x) and R(¥, x))) (Ropa)
Vo,p,xeFor(R(e — 1, x) iff (R(, x) and R(¥, X))). (Ropa)
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Obviously, for any reflexive and transitive relation, i.e., that satisfies (Rers)
and (Rppo), the conditions (Rs;i/), (Rpp1/) are equivalent with (Rs;), (Rpp1);
furthermore, if it satisfies (Rpps), then it satisfies (Rera)-

By Fact 4.10 we obtain the following correspondence between relational
conditions and axiom schemata:

COROLLARY 4.11. Let (v,R) be a r-model such that (Rers) and (Rerz) are
satisfied. Then:

1. {(v,R) = (X) iff R satisfies (Ry), where X is any of the following CRO,DS,
S0, DD0,S1',DD1’, AC1,AC2, C,BC1, BC2

2. (v,R) = (X*) iff R satisfies (Ry-), where X is any of the following S1-S4,
S2 -84/, DD1-DD4 and x € {D,C}

3. (v,R) =(DS) iff R satisfies (Rsp) or (Rppo).
Let us now prove determination theorems for the considered CRLs.

THEOREM 4.12. 1. CR is sound with respect to the class of all r-models
such that (Recro), (Reri), (Rerz) are satisfied and either (Rsp) or (Rppo) is
satisfied.

2. S is sound with respect to the class of all r-models such that (Reri), (Rso),
(Rs1), (Rsz), (Rss) and (Rs;) are satisfied.

3. DD is sound with respect to the class of all r-models such that (Regs),
(Robo), (Rs), (Robr ), (Robz) (Rops) and (RDD4) are satisfied.

PROOF. Let (v,R) be a r-model such that (Repi), (Regz) and (Rego) are
satisfied.

For (R_). By (Rer1) and truth conditions, (v, R) &= ¢ — .

For (ST,). Suppose (v,R) = ¢ — 1. Then, by truth conditions, R(p,1)).
By (RCRQ)7 R(‘Pa (e 7/}) By Fact 4.10, <Ua R> ': Y — (¢ - @Z))

For (Wt). Suppose (v,R) = ¢ D v and (v,R) = ¢ — (¢ — ). By Fact
4.10, R(p, ). Then, by truth conditions, (v, R) = ¢ — .

For (DS). Let (v, R) be a r-model such that (Rppo) is satisfied. By Corollary
411, 0, R) = (9 — (= 9)) A — (x = X)) D (@ — (x — X)). Thus,
(v, R) =(DS). Similarly if (Rgo) is satisfied.

For (CRO) and the specific axiom schemata of S and DD we just use
Corollary 4.11. [

To prove completeness for CRLs, we need a different notion of canonical
model. We will continue to use the method presented in previous sections,
which is slightly different from the one applied by Epstein in [3]. Let A be
a CRL and X' € Max,. A CRL canonical X-model (CRL-YX-model) is an
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ordered pair (vs, Ry) such that for all ¢ € Var, vs(p) =1 iff ¢ € X; for all
@, € For, R(p, ) iff ¢ — (1) — 1) € 2.

For such a notion of canonical model we obtain again a completeness
lemma which is a counterpart of Lemma 4.3:

LEMMA 4.13. (Cf. [10, Lemma 5.13, p.], [15, Lemma 4.8, p. 529]) Let A be
a CRL, ¥ € Maxy and My be a CRL-X-model. Then, for all ¢ € For,

M EpiffpeX.

PROOF. We use induction on the complexity of formulas. Let us focus on
the case ¢ =Y — x.

Suppose My, = 1) — x. By truth conditions, My, ~ ¢ or My | x, and
R (1, x). Thus, by the inductive hypothesis, ©) ¢ X or x € X, and Rx (1, x).
By the definition of CRL-Y-model, ) ¢ X or y € X, and ) — (x — x) € X.
Since X € Maxcr, (¥ D X)A (¢ — (x = x)) € X. By (8%), v — x € X.

Suppose 1 — x € X. Since X € Maxcr and by (W_.), (W5), v D x € ¥
and ¥ — (x — x) € X. Thus, v € Y or x € ¥, and ) — (x — x) € X. By
the inductive hypothesis and Fact 4.10, M, = ¢ or My E x, and Rx (¥, ).
By truth conditions, My, = — . |

As before, to prove completeness we need to show that the relation from
the canonical model meets the required conditions.

Fact 4.14. 1. If ¥ € Maxcr, then Ry satisfies (Rcro), (Reri), (Rerz), and
either (Rsp) or (Rppo).

2. If ¥ € Maxcr g (1), then Ry satisfies (Rx), where X is any of the following
CRO,DS,S0 ,DD0,S1’,DD1’.

3. If ¥ € Maxcrg (x), then Ry satisfies (Rx>), where X is any of the fol-
lowing S1-S4,52 -S4',DD1-DD4 and x € {D, C}.

4- IfE S MBXCR@(SIC) (2 € MaXCR@(DDIC)) RE Sat’iSﬁES (Rs_z/) ((RDDI’))~

But this fact holds by Corollary 4.11 and Lemma 4.13.

We can now prove completeness:

THEOREM 4.15. 1. CR is complete with respect to the class of all such r-
models that (Rero), (Reri), (Rerz) are satisfied and either (Rsp) or (Rppo) is
satisfied.

2. S is complete with respect to the class of all such r-models that (Rcgs),
(Rso), (Rs1), (Rsz), (Rss) and (Rs;) are satisfied.

3. DD is complete with respect to the class of all such r-models that (Regs),
(Roo), (Rsy), (Ropi), (Ropz) (Rops) and (Ropy) are satisfied.
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PROOF. We can reason as in the proof for Theorem 4.4. We use Fact 4.14
to show that the considered CRL-canonical-model belongs to the suitable
class of models. ]

4.1.5. Non-derivability of Content Connexive Theses We go back now to
the problem of non-derivability of (AC1) from (A1Y); of (AC2) from (A2Y),
and of (C) from (wB"). To this end we will use some sets of formulas defined
with respect to |.

We define a valuation v: Var — {1,0} and we set v(¢) = 1 for all
¢ € Var . We define two relations. For all ¢, € For, Ry(¢, %) holds iff at
least one of the following conditions hold:

(1) ¢ € Fory, and ¢ € For|,
(2) ¢, € Fory,, for some x € For.

For all ¢, € For, Ry is defined as Ry except we change (1) in the following
way:

(1') ¢ € For ., and ¢ € For| .

Let us consider two r-models MM; = (v, Ry) and My = (v, Re). We have
the following fact:

Fact 4.16. 1. For (v,Ry) the following conditions are not satisfied: (Raci1),
(Re). (More specifically, Ri(p,p) and Ry(p, —p)).

2. For (v, Rg) the following conditions are not satisfied: (Rucz), (Rc). (More
specifically, Ro(——p, =—p) and Re(—=—p,—p)).

3. For (v,Ry), (v, Ra) the following conditions are satisfied: (Rero), (Reri),
(Rerz), (Rovo), (Ractv), (Racev) and (Rev ).

PRrOOF. 1 and 2 follow straightforwardly by the definitions of R; and Rs.

For 3. In what follows we focus on the relation R;. For Ry we can reason
in a similar way.

For (Rcro). Suppose Ri(¢ — ¢,1). By the definition of R; one of the
following holds: 1) ¢ — ¢ € For|, and ¢ € For|—,, 2) ¢ — ¢, € For|, for
some x € For. In case 1), by Fact 2.1.2, ¢ € For|,. In case 2), by Fact 2.1.2,
¢ € For|,.. Thus, by the definition of Ry, Ri(p,%) By reasoning in a similar
way, also by Fact 2.1.2, we obtain that if Ry (¢, ), then Ry(¢p — ¢, ).

For (Reri). By Fact 2.1.1, ¢ € For|,. Thus, by the definition of Ry,
Ri (¢, ¢).

For (Rcpz) similarly as for (Rego)-

For (Rppo). Suppose R(p, 1) and R(1), x). By the definition of R; we have
that one of the following holds: 1) ¢ € For|, and ¢ € For|—,, and ¢, x €
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For|,s, for some x’ € For, 2) ¢ € For|, and ¢ € For|,, and ¢ € For,
and x € For|,, 3) ¢,¢ € For|,s, for some x’ € For and ¢ € For|, and
x € For|—,, 4) ¢,1 € For|,, for some x" € For and v, x € For|,, for some
X" € For. In case 1), since For|—,NFor |, # (), by Corollary 2.2.1, x € For|_,,.
Thus, by the definition of Ry, Ri(¢, x). Case 2) is excluded by Fact 2.1.3,
since | p # | —p. In cases 3) and 4) we reason similarly as in case 1).

For (Rac1v). Suppose R;(p, 7). By the definition of Ry one of the follow-
ing holds: 1) ¢ € For|, and —¢ € For|—,, 2) ¢, ¢ € For|, for some x € For.
In case 1), by the definition of For|—,, =¢ = —p, so ¢ = p. By the definition
of My, My |= p. Case 2 is excluded by Corollary 2.2.2.

For (Racav). Suppose Ry (=, ¢). By the definition of Ry one of the follow-
ing holds: 1) —¢ € For |, and ¢ € For|—,, 2) =y, ¢ € For|, for some x € For.
Case 1) is excluded by Corollary 2.2.3, since | p # —p. Case 2) is excluded
by Corollary 2.2.2.

For (Rev). Suppose Ry (¢, ). By the definition of Ry one of the following
holds: 1) ¢ € For,, and ¢ € For|—,, 2) ¢,¢ € For|,, for some x € For.
Assume also that Ry(p, 7). By the definition of Ry one of the following
holds: 1) ¢ € For|,, and —¢ € For|—,, 2') ¢, ) € For|,-, for some x’" € For.
By Corollary 2.2.2 either 1) holds or 1’) holds. By Corollary 2.2 cases 1 and
2, either 2) holds or 2’) holds. But if either 1) holds or 1’) holds, by the
definition of 9y, My = ». [

By Facts 4.6, 4.10 and 4.16 we have the following corollary:

COROLLARY 4.17. 1. 9y =(41Y) and My =(A1Y).

2. My =(42") and My |=(42").

3. My = (wBY) and My = (wB” ).

4. m?l))l# =(p— (=p— —p) and My £ (p — (p = p)) D ~(p— (-p —
-p)).

5 My [ ~(=p — (=p — —p)) and My = (=—p — (-p — —p)) D
=(==p = (==p — =p)).

4.1.6. Soundness and Completeness of the Considered wBCCRLs and BC-
CRLs Let us now consider the main logics of our interest, i.e., some wBC-
CRLS and BCCRLs. We already introduced all relational conditions which
enable to determine all wBCCRLs and BCCRLs analysed in the article.
Based on the analysis presented above, we obtain the following soundness
theorem:
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THEOREM 4.18. 1. wBCCR (BCCR) is sound with respect to the class of
all such r-models that (Rero), (Reri), (Rerz), (Re) (and additionally (Rpe:),
(Rscz)) are satisfied, and either (Rsp) or (Rppo) is satisfied.

2. wBCS (BCS) is sound with respect to the class of all such r-models
that (RCRl); (RCEZ); (Rc), (Rso), (RSQD), (ngD), (R54D) (and addmonally
(Rec1), (Rscz)) are satisfied.

3. wBCDD (BCDD ) is sound with respect to the class of all such r-models
that (RCRI); (RCHZ), (Rc), (RDD0)7 (RDDZC); (RDDBC); (RDD4C); (and addition—
ally (Rsc1), (Recz)) are satisfied.

4. wBCDD™ (BCDD") is sound with respect to the class of all such r-
models that (Rer1), (Rerz), (Re), (Rovo), (Ropec ), (Rppsc ), (Ropye ), (Rsz=),
(Rsz>), (Rsy>) (and additionally (Rpci), (Racz)) are satisfied.

5. wBCS™ (BCS™) is sound with respect to the class of all such r-models

that (Rer1), (Rerz), (Re), (Rso), (Rs22), (Rss2), (Rsy>), (Rono) (and ad-
ditionally (Rgc1), (Reecz)) are satisfied.

PROOF. We can reason as in the case of proof for Theorem 4.12. [

We prove completeness as in the previous cases, to this end we use Corol-
lary 4.11 and Lemma 4.13:

Fact 4.19. 1. If ¥ € Maxcr ¢ (C), then R satisfies (Ryci) and (Racz).

2. If ¥ € Maxcr g (C), then R satisfies (Re).
3. If X € Maxcr g (BC1), then R satisfies (Rgey).
4. If ¥ € Maxcr g (BC2), then R satisfies (Rpez).

As in the previous cases, we can now prove the completeness theorem for
the considered logics:

THEOREM 4.20. 1. wBCCR (BCCR) is complete with respect to the class
of all such r-models that (Rero), (Reri), (Rerz), (Re) (and additionally (Ree:),
(Rscz)) are satisfied, and either (Rsp) or (Rppo) is satisfied.

2. wBCS (BCS) is complete with respect to the class of all such r-models
that (RCRI)y (RCRZ); (Rc), (Rso), (RSQD), (R53D), (R54D) (cmd addztwnally
(Rec1), (Rsez)) are satisfied.

3. wBCDD (BCDD) is complete with respect to the class of all such r-

models that (Reri), (Rerz), (Re), (Roo), (Ropac), (Rppsc), (Ropyc), (and
additionally (Rpe1), (Rsez)) are satisfied.
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4. wBCDD™' (BCDD™ ) is complete with respect to the class of all such r-

models that (Rer1), (Rerz), (Re), (Rooo), (Ropac ), (Ropsc), (Ropyc), (Rszo),
(Rss>), (Rsy>) (and additionally (Rpc1), (Recz)) are satisfied.

5. wBCS™ (BCS™) is complete with respect to the class of all such r-

models that (Regi), (Rerz), (Rc), (Rso), (Rsz>), (Rss>), (Rsy2), (Ropo)
(and additionally (Rse1), (Rscz)) are satisfied.

PROOF. We reason as in proofs for Theorems 4.5, 4.15. We use Facts 4.14
and 4.19 to show that the considered BCCRL-canonical-model belongs to
the suitable class of models. ]

4.1.7. Content Relationship Let us now specify in what sense the consid-
ered logics are content relationship logics. To achieve this goal we introduce
the notion of a set-assignment, that is any function s: For — P(S), where S
is a suitable non-empty set of contents.® Thus, following the idea of Epstein
(see [3]), the outputs of set-assignments can be used to represent sentential
contents. In our analysis, we assume that representation of content satisfies
at least two properties: non-emptiness and insensitiveness to the repetition
of sentences within conditional sentences. We say that a set-assignment s is
a content set-assignment (a c-assignment) iff for all ¢ € For the following
conditions are satisfied:

s(p) #0 (c1)

s(p — @) = s(p). (c2)

In the analysis of content relationship, Epstein used a special kind of c-

assignment, the so-called union set-assignment by means of which he wanted

to capture the principle of compositionality for content.® A wnion set-

assignment (a u-assignment) is a c-assignment s: For — P(.S) such that
for all ¢, 1) € For the following conditions are satisfied:

s(=p) = s(¢) (ul)
s ANp) = s(p) Us(y) (u2)

SWhat contents are is left to the reader to decide. Epstein mentions as plausible can-
didates for contents Lewisian subject matters or even state-descriptions. Krajewski [17]
also speaks of “topics”. We only require here that they can be grouped into sets that can
be subject to the usual operations and satisfy some conditions necessary for a content
representation.

SAlthough the union set-assignments are used in Epstein’s main analysis of content
relationships, other set-assignments are needed to interpret some well-known non-classical
logics in terms of set-assignments (see [3], cf. also [16]).
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s V) = s(p) Us(y) (u3)
s(p — 1) = s(p) Us(y). (u4)

Taking any c-assignment s we define the following relations that specify
the understanding of content relationship:

R (0, ) iff s() N s(y) # 0 (Def RY')
Rs (0, 9) iff s(¢) € s(v) (Def RS)
R7 (¢, ) iff s(p) 2 s(v) (Def R?)
Ry (¢, ) i s(p) = s(¢), (Def RY)

These relations represent four concepts of content relationship: having a
shared content, containment of content in two variants and equality of con-
tent.

We can easily check that the relations defined with respect to c-assignm-
ents in one of the presented ways meet some of the considered conditions
that allow defining some of the distinguished CRLs:

FacT 4.21. 1. If s: For — P(S) is a c-assignment, then R satisfies (Rers1),
(Rerz), (Rso)-

2. If s: For — P(S) is a c-assignment, then RS satisfies (Rero), (Reri),
(Rerz), (Ropo)-

3. If s: For — P(S) is a c-assignment, then RZ satisfies (Rero), (Reri),
(Rerz), (Rovo)-

4. If s: For — P(S) is a c-assignment, then RS satisfies (Rcr1), (Rerz),
(Robo), (Rso)-

5. If s: For — P(S) is a u-assignment, then R satisfies (Reri), (Rso)-
(Rsy)-

6. If s: For — P(S) is a u-assignment, then RS satisfies (Reri), (Ropo),
(Rs1), (Roor ), (Rooz)—(Rooy)-

PRrROOF. For 1. For (Reg1). By (cl) we have s(¢) N s(¢) # 0. Thus, by (Def
R{), R{(¢,¢).

For (Rega). Suppose R (¢, v — ). By (Def R), s(¢) Ns(y — ) # 0.
Therefore, by (c2), s(p) N s(y) # 0. Thus, by (Def RY'), R{'(p,1). Suppose
R (¢, ). By (Def RY), s(p) N s(yp) # (. Therefore, by (c2), s(¢) N s(yp —
) # 0. Thus, by (Def R('), R'(¢0, % — ¢).

For (Rgo). We have, R (¢, ), by (Def RY), iff s(¢) N s(1) # 0 iff s(p) N
() # 0, by (Def RD), iff RO (6, ).



Boolean Connexive Logic... 237

For 2. For (Regs). We have s(¢) C s(). Thus, by (Def RS), RE(p, ¢).

For (Rcgo). Suppose RS (¢ — ,1). By (Def RC), s(p — ) C s(v)
Therefore, by (cl), s(¢) C s(3). Thus, by (Def RS), RS (ip,1). Suppose
RE(i0,). By (Def RE), 5(¢) C s(1). Therefore, by (c2), s(¢) € s(v — ¥)

Thus, by (Def RS), RS (¢, — 1)).

For (Rero) we reason similarly as for (Rego)-

For (Rppo). Suppose RE(p,1) and RE (v, x). By (Def RS), s(p) C s(3)
and s(1) C s(x). Then, s(p) C s(x). Thus, by (Def RS), RS (p, x).

For 3 and 4 we reason similarly as for 1 and 2.

For 5 and 6 see [3, pp. 68-70, 122], [16, pp. 596-598|. [

We call a relation R C For x For a content relation (a c-relation) iff there
is a c-assignment s: For — P(S), there is x € {N,C, D, =} such that for
all ¢, € For R(p, ) iff R (p,1). We can now prove that all of CRLs we
considered are determined by some c-relations. The following fact holds:

Fact 4.22. 1. Let R C For x For satisfies (Rer1), (Rerz), (Rso). We define
s: For — P(For) in the following way: s(¢) = {{v, x} C For : either ¢ €
For|,or x € Forj,andR(y,x)}. Then, (a) s is a c-assignment and (b)
R=R0.

2. Let R - For x For satisﬁes (Rcﬁo), (RCHJ)’ (RCRZ); (Rppo). We deﬁne
s: For — P(For) in the following way: s(p) = {1 € For : R(¢,¢)}.
Then, (a) s is a c-assignment and (b) R = RS.

3. Let R C For x For satisfies (Rcro), (Reri), (Rerz), (Ropo). We define
s: For — P(For) in the following way: s(p) = {¢» € For : R(p,1)}.
Then, (a) s is a c-assignment and (b) R = RZ.

4. Let R C ForxFor satisfies (Reri), (Rerz), (Ropo), (Rso). We define s: For —
P(For) in the following way: s(p) = {1 € For : R(¢),)}. Then, (a) s is
a c-assignment and (b) R = R} .

5. Let R C For x For satisfies (Rep1), (Rso)-(Rsy). We define s: For —
{{e, ¥} ¢, € For} in the following way: for any ¢ € Var, s(¢) =
{{g, ¥} € For : R(p, 1)}, we extend s on For it the following way: s(p) =
U{s(¥): v is a variable of p}. Then, (a) s is a u-assignment and (b)
R=R0.

6. Let R C For x For satisfies (Reri), (Rovo), (Rsy), (Robr), (Ropz)—(Ropy)-
We define t: For — P(For) in the following way: t(p) = {1 € For :
R(1, )}, and then we define s: For — P(For) in the following way:
s(¢) = For\t(p). Then, (a) s is a u-assignment and (b) R = RE.
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Proo¥r. For 1(a). For (cl). By (Rer1) R(ip,¢). Thus, by definition of s and
Fact 2.1.1, {p, ¢} € s(p), and so s(¢) # 0. For (c2). We have {¢, x} € s(p),
by the definition of s and Fact 2.1.1, iff {¢), x} € s(p — ¢).

For 1(b). Suppose R(p, ). By (Rso) we also have R(¢), ¢). By Fact 2.1.1,
¢ € For|, and ¢ € For . Thus, by the definition of s, {y, ¥} € s(¢) and
{p, 1} € s(1). By the definition of s, s(¢)Ns(¢)) # 0. Suppose, s(¢)Ns(1)) #
0. Thus, {x, X'} € s(¢), and {x, X'} € s(¢). By the definition of s, R(x, x’),
where either x € For|, or X’ € For|, and either x € For|, or x" € For|. If
x € Fory, and x € For |y, or X' € For|, and x’ € For,, then by Corollary
2.2.1, For|, = For 4. By (Rer1) R(¢p, ). Thus, by (Rero) or (Rer2) depending
on |-complexity of ¢ and v, R(p,1). Suppose x € For|, and x’ € For .
Thus, by (Rer2) and (Rero), R(p,%). Suppose x' € For|, and x € For .
Thus, by (Rera), (Rero) and (Rso), R(¢, ).

For 2(a). For (c1). By (Rer1) R(¢, ¢). Thus, by definition of s, ¢ € s(p),
and so s(¢) # (. For (c2). We have, 1) € s(¢), by definition of s, iff R(¢, ¢),
by (Rera2), iff R(1, ¢ — ), by definition of s, ¥ € s(¢ — ).

For 2(b). Suppose R(¢,%) and x € s(¢). By the definition of s, R(x, ¢).
By (Rppo), R(x,%). Thus, by the definition of s, x € s(¢). Suppose s(¢) C
s(1). By the definition of s and (Rer1), ¢ € s(¢). Thus, by the definition of
s, R(p, ).

For 3 and 4 we reason similarly as for 2. For 5 and 6, see [3, pp. 68-70,
122] and [16, pp. 589-590, 592-594, 600-601]. ]

4.2. Set-Assignment Semantics

A set-assignment structure (sa-structure) is an ordered pair (v, s) such that
v: Var — {1,0} is a classical valuation and s: For — P(95) is a set-
assignment. For any logic A, in order to define sa-models for A we use
sa-structures, specifying set-assignments on which the given structures are
supposed to be based. Then, by means of some set-theoretic condition F
with two variables we define a relation R’ C For x For in the following way:

Riy(p,9) iff F(s(), 5(1)))-
For instance, R% might be defined as in (Def RY), (Def RZ), (Def RS) or
(Def RY).
For any logic A and any sa-structure (v, s), we assume the following truth
conditions:

(v,8) E @ iff v(p) =1, if p € Var
(v,8) = —p iff not (v,s) = ¢ (i.e. (v,s) = @)
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(0,5) 9 A fE (0,5) = and (v,5) |= @
(0,5) @Vt (0,5) = or {u,5) = 9
(v,8) =@ — 9 iff either (v,s) & ¢ or (v,s) =1, and R (p, ).

And so, in order to define a A-sa-model, for any logic A, we use sa-
structures specifying the set-assignments we want to focus on and the con-
nection relation defined with respect to the images of set-assignments from
the considered sa-structures.” For example, we have:

e (v,s) is a S-sa-model iff s is a u-assignment and for any u-assignment t,
Rg = R}

e (v,s)is a DD-sa-model iff s is a u-assignment and for any u-assignment
t, Ry = RE.

Having defined the notion of a A-sa-model for a given logic A, we can
define the relation of semantic consequence, validity, soundness and com-
pleteness as before for the class of r-models.?

4.2.1. Soundness and Completeness of Logics wBCDD, BCDD ™, wBCS™
and BCS™T Let us now show how we can define set-assignment semantics
for the following CRLs: wBCDD", BCDD"', wBCS"™ and BCS™. We
obtain the proper semantics by modifying the notion of u-assignment.

We first define a version of partial u-assignment. A partial union set-
assignment (pu-assignment) is a c-assignment s: For — P(For) such that
the following conditions are satisfied:

¢ € s(p) (pul)

s(p) € s(p — ¢) (pu2)
s(—¢) C For\s(p) (pu3)
s AN1p) C s(p) Us(¥) (pud)
s(p V) C s(p) Us(y) (pu5)

"This method for specifying the set-assignment semantics for a given logic was proposed
in [8]. In the given approach, we do not consider the possibility of determining the set-
assignment semantics for a given logic by intersecting or summing the classes of different
set-assignment models.

8All of Epstein’s logics determinable by means of r-models might be also determined
by means of the proper sa-structures (see [3, pp. 74-75, 130-122], [16, pp. 569-598]). By
Theorems 4.12, 4.15 and Facts 4.22, 4.21 we get that S is determined by the class of all
S-sa-models and DD is determined by the class of all DD-sa-models (see [3, pp. 122-123,
135-139], [16, pp. 598-605]).
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s(p — ) C s(p) Us(). (pub)

A content inclusion pu-assignment (ipu-assignment) is a pu-assignment
s: For — P(For) such that the following condition is satisfied:

p € 5(1) = s(p) C s(¥). (ipu)

A common content pu-assignment (cpu-assignment) is a pu-assignment
s: For — P(For) such that the following condition is satisfied:

s(p) Ns(¥) # 0 = (¢ € s(p) and € 5(¢)). (cpu)

We need two more conditions for an sa-assignment. A c-assignment s: For
— P(For) a b-assignment iff the following conditions are satisfied:

5(p — ) C s(=(e — 1)) (b1)
s(p — ) C s(=(p — ¥)). (b2)

Let us note an interesting fact about cpu-assignments.
FAcT 4.23. If s: For — P(For) is a cpu-assignment, then R = RS .

S

PROOF. Suppose s(p) N s(y) # 0. By (cpu), ¢ € s(). Let x € s(p). Then,
by (pul), s(¢)Ns(x) # 0. Thus, by (cpu), ¢ € s(x). Hence, s(¢) Ns(x) # 0.
By (cpu), x € s(1p). We can similarly prove the inclusion s(¢) C s(p).
Suppose s(¢) = s(¢). By (pul), s(¢) Ns(¥) # 0. =
According to Fact 4.23, the relation defined by (Def R.') with respect to
cpu-assignments enables us to represent content relationship understood as
content equality, i.e., stronger than content sharing.

We can prove thats some set-assignments defined with respect to proper
relations enable us to obtain some pu-assignments. We call a relation R C
For x For:

o a wbcdd+-relation (a bedd+-relation) iff R satisfies conditions (Regi),
(RCRQ)a (Rc), (RDDO)a (RDDQC )* (RDD4C)7 (RSQ/D )* (Rs4/3) (and addltlonally
(Rac1), (Rec2))-

o a wbcs+-relation (a bes+-relation) iff R satisfies conditions (Reri1 ), (Rerz),
(Rc), (Rso), (RSQD)* (Rs43), (RDDO) (and addltlonally (RBC:1)7 (RBCQ)).Q

The class of all r-models with wbcdd+-relations (bcdd+-relations) is de-
noted by rWBCDD" (rBCDD™). The class of all r-models with whecs+-
relations (bcs+-relations) is denoted by rWBCS* (rBCS™).

9And thus, by Theorems 4.12 and 4.15, wBCDD™ (BCDD™) is determined by the
class of all r-models with wbcdd+-relations (bcdd--relation) and wBCS™ (BCS™) is
determined by the class of all r-models with wbcs+-relations (bes+-relations).
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Let R C For x For. We define sp: For — P(For) in the following way:

sR(p):={¢ € For: R(¥, p)}. (Def sg)
We have the following fact:

Facr 4.24. 1. If R is a wbcdd+-relation, then (a) sp is an ipu-assignment
and (b) R = ngR

2. If R is a bedd+-relation, then (a) sp is a bipu-assignment and (b) R =

RS
*R’

3. If R is a wbcs+-relation, then (a) sp is a cpu-assignment and (b) R =
R .
‘R

4. If R is a bes+-relation, then (a) sp is a bepu-assignment and (b) R =
R .
‘R

Proor. For 1 and 2.

For (a). For (pul). By (Rcri), R(p, ¢). Thus, by (Def sp), ¢ € sp(y).

For (pu2). We have, ¢ € sp(¢), by (Def sp), iff R(%, ¢), by (Rcrz2), iff
R(Qﬁ,gp - 90)7 by (Def 5R)7 Y e SR(

For (pu3). Suppose x € sp(—p). By (Def sp), R(x, ~¢). Thus, by (Rc),
~R(x, ). Hence, by (Def sR), x € sp(p).

For (pul), (pu2) and (pu3). Let « € {A,V,—}. Suppose x € sp(y * ).
By (Def sp), R(x, ¢ * ). By (522), (83'°) and (84'~), R(x, ¢) or R(x, ).
Thus, by (Def sp), x € sp(¢) or x € sp(¥).

For (ipu). Suppose ¢ € sp(¥) and x € sp(p). By (Def sR), R(g,) and
R(Xa SO) ThUS, by (RDDO)7 R(Xﬂ/)) By (Def SR)7 X € SR("(/))

For (b1) and (b2). By (Rgc1), (Rec2); R(p — ¢, ~(p — =) and R(p —
-1, (¢ — 1)). Suppose x € sp(¢ — ¢) and X’ € sp(p — ¥). Thus, by
(Def sp), R(x,¢ — ¥) and R(X',¢ — —%). By (Roo) R(x, =(¢ — —¢))
and R(x’,~(¢ — 1)) Thus, by (Def sp), x € sp(—-(¢ — —¢)) and " €

SR(=(% — ).

For (b) we reason similarly as for Fact 4.22.2.

For 3 and 4.

For (a). For (pul)—(pu6), (bl) and (b2) as above. For (cpu). Suppose
sR(¢)Nsp(v) # 0. Then, by (Def sp), R(x, ¢) and R(x,). Thus, by (Rso),
R(¢, x) and R(%), x). Hence, by (Rppo), R(¢, ¢) and R(p,1). Then, by (Def
sR), ¥ € sp(p) and ¢ € sp(1).

For (b). Suppose R(g,1). Thus, by (Def sp), ¢ € sp(¥). By (Rer1),
R(p, ). By (Def sp), ¢ € sp(p). Hence, s(¢) Ns(y) # (. Suppose, sp(¢) N

— ).
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sp(¥) # 0. Thus, x € sp(p) and x € sp(¥). By (Def sp), R(x, ) and
R(X,Tz)) Hence, by (Rso) and (RDD0)7 R(()O,Q/)) |

We can also prove that relations defined according to (Def RY') and (Def
ng) with respect to pu-assignments under consideration satisfy some of the
relational conditions studied in this subsection, and are thus elements of
some of the considered classes of relations.

Fact 4.25. 1. If s: For — P(For) is an ipu-assignment, then RS is a
wbedd+-relation.

2. If s: For — P(For) is a bipu-assignment, then RS is a bedd+-relation.
3. If s: For — P(For) is a cpu-assignment, then R is a wbcs+-relation.
4. If s: For — P(For) is a bepu-assignment, then R is a bes+-relation.

ProOOF. For 1 and 2.

FOI' (RCRl)’ (RCR2)7 (RCRO) and (RDDO) by Fact 4.21.2.

For (Rpci) and (Rpea). By (pul), ¢ € s(¢) and = € s(—¢). Thus, by
(pu3), ¢ ¢ S(ﬁso) and —p & s(¢p). Hence, s(p) € s(—p) and s(=p) Z s(ip).
By (Def Rf), ~ (so,w) and ~R§ (=g, ¢).

For (Rg). Suppose RS (p,1)). By (Def RS), s(p) C s(v). Thus, by (pul),
¢ € s(v). Therefore, by (pu3), ¢ & s(—1). Thus, s(p) € s(—). By (Def
ng)a Nng((Pa _‘w)

For (DD2C), (DD3<) and (DD4%). Let * € {A,V,—}. Suppose RS (¢, x)
and R (¢, x). Then, by (Def Rf), s(¢) C s(x) and s(¢) C s(x). By (pué)
(pu5) and (pu6), s(¢ * 1)) C s(x). By (Def R§), Rs (¢ % ¥, x).-

For (82°), (83/°) and (S4'°). Let * € {A,V, —}. Suppose RS (p, ¥ * x).
Then, by (Def R§), s(p) C s(¢ * x). By (pu4), (pu5) and (pu6), s(¢) <
s(¥) U s(x). Thus, by (ipu), s(¢) C s(¥) or s(¢) C s(x). By (Def RS),
R$ (¢, %) or Rg (0, x)-

For (Rge1) and (Rpe). By (b1) and (b2), s(¢ — %) C s(—(¢ — —)) and
s(p = =) C s(=(¢ — ). By (Def RS), R5 (v — ¢, (¢ — —)) and
RE (o — —, ~(p — ¥)).

For 3 and 4.

For (RCRO)7 (RCR1)7 (RCRZ) and (Rso) by Fact 4.21.1. For (RDDO) by Facts
4.21.4 and 4.23.

For (Ruci) and (Rpe). By (pul), s ) 75 0 # s(p). Thus, by (pu3),
s(p) N s(—p) = 0 and s(~p) N s(p) = y (Def RY), ~R{(p, ) and
~R{ (=, ).

For (R¢). Suppose R'(¢,v). By (Def RY), s(¢) N s(y) # 0. Thus, by
(cpu), ¢ € s(v) and ¥ € s(p). Therefore by (pu3), ¢ & s(—1). Thus, by
(cpu), S(QD) N 5(_'1#) = (Z) By (Def Rsc)v NRS ((107_'1[))'
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For (82°), (83°) and (S4°). Let * € {A,V,—}. Suppose R((p * 1, x).
Then, by (Def RY), s(p * 1) N s(x) # 0. By (pu4), (pub) and (pub), s(p)
s(x) # 0 or s(¢)) N s(x) # 0. By (Def R), R{(¢, x) or R(¥,X).

For (Rge1) and (Rpez). By (pul), (bl) and (b2), @ # s(p — ) C s(—=(p —
) and 0 # s(p — ) C s(~(p — ). Thus, s(p — ) N s(~(p —
=) # 0 and s(p — ) Ns(=(p — ) # 0. By (Def R{), R(¢ —
Y, _'((10 - ﬂﬁ)) and Rg(gp — ), _'(90 - 71})) u

Let us now specify models with set-assignments for the logics considered
above. Let (v, s) be an as-structure. Then:

e (v,5) is an sa-wBCDD™-model iff s is an ipu-assignment and for any
ipu-assignment ¢, RfNBCDD+ = Rtg
e (v,5) is an sa-BCDD™"-model iff s is a bipu-assignment and for any
bipu-assignment R} o opp+ = Rtg
e (v,s)is an sa-wBCS™ -model iff s is a cpu-assignment and for any cpu-
assignment ¢, R? 5 oo = RY
e (v,s) is an sa-BCS™-model iff s is a bepu-assignment and for any bepu-
assignment ¢, R? 5 oo = RY.
The class of all sa-wBCDD"-models (sa-BCDD " -models) is denoted by
saWBCDD™ (saBCDD™). The class of all sa-wBCS™-models (sa-BCS™-
models) is denoted by saWBCS™ (saBCS™).
We now prove the fact expressing a correspondence, with respect to
truths, between r-models and sa-models of the considered type:

LEMMA 4.26. 1. For all (v,R) € rWBCDD" ((v,R) € rBCDD™):
a. (v,sp) € saWBCDD" ((v,sp) € saBCDD™")
b. for all ¢ € For, (v,R) = ¢ iff (v,sp) [ ¢.
2. For all (v,s) € saWBCDD™ ({v, s) € saBCDD™" ):
a. (v,RE) € *WBCDD™ ({v, RS) € rBCDD™)
b. for all ¢ € For, (v,s) = ¢ iff (v,RE) = .
3. For all {v,R) € rWBCS* ((v,R) € rBCS™T):
a. {v,sR) € saWBCS* ((v,sp) € saBCS™)
b. for all ¢ € For, (v,R) = ¢ iff (v,sp) = ¢.
4. For all (v,s) € saWBCS* ({(v,s) € saBCS™):
a. (v,RY) € AWBCST ({(v,R)) € rBCS™)
b. for all ¢ € For, (v,s) E ¢ iff (v,R]) = ».
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PROOF. For 1.a. By Fact 4.24 cases 1 and 2. For 1.b. Proof by induction.
We consider only the inductive step and the case ¢ = 1 — x. We have,
(v,R) =1 — x, by truth conditions, iff either (v,R) = 9 or (v,R) = x
and R(v, x), by inductive hypothesis, iff either (v, sp) = 1 or (v,sR) = X,
and R(v, x), by Fact 4.24 cases 1 and 2, respectively, either (v,sp) = ¢ or
(v,sR) E x, and sp(¢) C sp(x), by truth conditions, iff (v,sp) =¥ — x.
For the other cases, the proof is standard, we use truth conditions and the
inductive hypothesis straightforwardly.

For 2.a. By Facts 4.25.1 and 4.25.2. For 2.b. Proof by induction. We
consider only the inductive step and the case ¢ = 1) — x. We have, (v, s) =
1 — X, by truth conditions, iff either (v, s) = ¥ or (v,s) = x and s(¢) C
s(x), by inductive hypothesis, iff either (v, RS) [~ ¢ or (v,RS) = x, and
s() C s(x), by Fact 4.25 cases 1 and 2, respectively, either (v, RS) B~ 1
or (v,RE) = x, and RE(¢, x), by truth conditions, iff (v, RS) = ¢ — x.
The proof for the other cases is standard, we use truth conditions and the
inductive hypothesis straightforwardly.

For 3 and 4 we reason as for 1 and 2. [

By Lemma 4.26 we obtain the following result:

THEOREM 4.27. 1. X =gwecop+ ¢ f 2 Fwecop+ ¢-

2. ¥ Fapcopt @ iff ¥ Fecopt ¢-
3. X FEawscst ¢ iff ¥ Fawecst ¢
4. X Fapcst ¢ iff ¥ FEmcest ¢

PRrROOF. For 1. Suppose X =owecop+ ¢- Let (v, R) € rWBCDD™ and as-
sume that for all ¢ € ¥, (v, R) |= 9. By Lemma 4.26.1 (v, sg) € saWBCDD™
and for all ¢ € X, (v,sp) = 1. Then, by the definition of the relation of
semantic consequence, (v,sp) = ¢. By Lemma 4.26.1 (v,R) = ¢. Suppose
Y Ewescopt ¢ Let (v,s) € saWBCDD™ and assume that for all ¢ € X,
(v,s) = 1. By Lemma 4.26.2 (v,RS) € rWBCDD" and for all ¢ € X,
(v, RS) |= 1. Then, by the definition of relation of semantic consequence,
(v, RE) = . By Lemma 4.26.2 (v, s) |= ¢.

For 2, 3 and 4 we reason as for 1. [ |

Straightforwardly, by the presented analysis we obtain the following corol-
lary:
THEOREM 4.28.
1. wBCDD" (BCDD™) is determined by saWBCDD" (saBCDD™).
2. wBCS™ (BCS™) is determined by saWBCST (saBCS™ ).
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Proor. By Theorems 4.27, 4.18 and 4.20. [

5. Summary and Future Work

In the article, we presented a selection of logics belonging to the Boolean
connexive logic family defined by Jarmuzek and Malinowski. The logics that
modified the logics of the content relationship proposed by Epstein were of
particular interest to us. All the logics analyzed here can be determined by
relating models. We have also introduced set-assignment semantics for four
of them, namely wBCDD", BCDD", wBCS™ and BCS™. Structures of
this type were first proposed by Epstein as a tool for analyzing the content
relationship.

In our analysis, we took into account two of Epstein’s logics, the logics
S and DD, that are determined by structures that enable the representa-
tion of a content relationship as a non-empty intersection of content and
the containment of content, respectively. As we have shown, it is also pos-
sible to use structures expressing the containment of content to determine
wBCDD™ and BCDD™. In the case of wBCS™ and BCS™, we can use
structures expressing non-empty intersection of contents. In this case, the
analyzed structures also allow us to capture the relationship understood as
the identity of contents. On this basis, we can conclude that in the case of
wBCDD™ and BCDD™, connexivity is understood as content inclusion,
and in the case of wBCS™ and BCS™ as content identity.

An open problem is whether we can modify the notion of union set-
assignment in a similar way as presented in the article to define set-assign-
ment semantics also for the proper connexive counterparts of S and DD,
namely wBCS, BCS and wBCDD, BCDD, respectively. Another one is
to examine the connexive counterparts of Epstein’s logics D and Eq. The
presented semantic approach, defined by means of relating models, certainly
allows for such analysis. Once again, however, the open problem is to define
the appropriate set-assignment models. Finally, a topic for future research
is the systematic comparison of the relationship of content presented here
with other relationships proposed to be at the base of connexivity, like com-
patibility or relevance.
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