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Abstract
Wireless sensor networks (WSNs), as an integral part of most Internet of Things 
(IoT) devices, are currently proliferating providing a new paradigm of emerging 
technologies. It is estimated that the number of globally connected products will 
increase exponentially in the next decade. Therefore, it is not surprising finding 
applications in different areas such as smart homes, smart cities, industry, e-health, 
defense, security, vehicle networks, agriculture, and logistics among others. WSNs 
transmit the information gathered by the existing sensors in the IoT devices to 
header nodes acting as gateways to reach cloud computing nodes that will process 
this information. The processing of the data gathered through the sensors has made 
it possible to provide intelligence in strategical environments such as in the agrifood 
sector. Securing how this information is transmitted and assuring the integrity of 
the information is preserved. The use of blockchain technology has proven to be 
effective for securing the integrity of data transactions among entities. In this paper, 
we seize the advantage of this circumstance to design a robust mechanism based on 
smart contracts and blockchain technology that allow the reliable processing of data.
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1  Introduction

Wireless sensor networks, as an integral part of most Internet of Things (IoT) 
devices, are currently proliferating providing a new paradigm of emerging tech-
nology, finding applications in different areas. Since the IoT concept appeared in 
1999 [1], the number of globally connected products has exceeded 20 billion and 
it is exponentially increasing [2]. The data collected through the existing sensors 
in the IoT devices have made it possible to provide intelligence in many differ-
ent ways. In general, the data are processed and transformed into information. 
For instance, in private environments as an intelligent home and in corporations 
where these devices can provide considerable help in the development of the 
production processes [3]. This reality leads us to focus on the information secu-
rity requirements [4] that must be preserved, thus, the confidentiality, integrity, 
authentication, and availability, so that such communication takes place securely. 
Maintaining security on an IoT system is therefore crucial and of special rele-
vance [5, 6]. Most of the risks assumed to come from the very definition of IoT 
[7], as an interrelated system of devices with the ability to transfer data over net-
works without human interaction. According to the Zscaler company report [8] 
IoT communications over the Zscaler cloud has increased, detecting some key 
points for security: (1) unauthorized IoT devices are increasing, most IoT commu-
nications are not secure and the only 17% of them use secure channels (SSL); (2) 
there is an exponential increase of IoT malware; and (3) new exploits are emerg-
ing to attack this type of devices. Thereby, it is necessary to find a way to globally 
protect the system, both the sensor network and components that provide services 
as a whole.

In this scenario, it is of special relevance to the advantages that blockchain 
technology brings in terms of security and privacy on the information  [9]. The 
use of cryptography and consensus mechanisms [10, 11] to acknowledge (trust) 
each transaction reinforces the idea of security and integrity. The evolution expe-
rienced by the blockchain technology [12] provides the concept of smart con-
tracts. Smart contracts are piece of code that will automatically execute when 
the pre-established conditions are met [13, 14]. Thus, smart contracts provide 
a new functionality to the transactions controlled by the blockchain. Once the 
information is received, it must be submitted to screening processes to determine 
its validity or rule out that no node of the sensor network is feeding the system 
with invalid either malicious data. In this paper, we propose a blockchain-based 
federated network model of wireless sensor nodes that ensures, on the one hand, 
secure communication within the sensor network by means of elliptic curve cryp-
tography (ECC) [15, 16] and key exchange, on the other hand, security and integ-
rity in the permanently stored data. Therefore, we ensure in our model the three 
fundamental aspects of information security: confidentiality, integrity, and avail-
ability features provided by the blockchain technology [10].

The rest of the paper is structured as follows: Sect. 2 is devoted to the related 
work regarding blockchain, smart contracts and its application as a mean to 
protect the information that IoT devices produce. In Sect.  3, the architecture is 
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proposed. Section 4 exposes the method to secure group communications of a set 
of IoT sensor nodes. In Sect. 5, it is shown how data can be screened by means of 
smart contracts before being stored in the blockchain. Section 6 shows the perfor-
mance tests and results, and Sect. 7 conclusions are drawn.

2 � Related works

Private blockchains require all members to be authenticated before being part of the 
group. This raises two main concerns: (1) how members (or nodes) can be securely 
added and/or removed by re-configuring the group; and, (2) how to double-check 
data, collected by sensors, before sending the transaction to the blockchain. In what 
refers to the integration of WSNs and blockchains, [17] exposes open challenges. 
The scenario is complex as the sensor nodes are restricted in terms of computational 
resources and much of this computing power is devoted to collecting and sending 
data through a not fully secure wireless link. Our proposal is based on a private 
blockchain design in which to apply cryptographic key exchange protocols to secure 
the communications between the sensor nodes and their gateway node as well as 
smart contracts to avoid data manipulation, damage or falsification of data as a way 
to prevent potential threats, attacks as well as misuse [20–22]. Cryptography is 
widely used to provide stronger security to the blockchain as in [14, 18, 19], ellip-
tic curve cryptography is also used in Elliptic Curve Digital Signature Algorithm 
(ECDSA) to provide the addresses to be included in the blockchain.

Our proposed framework does not involve miners, just like in [23], with the asso-
ciated savings in computing capacity. Regarding the power consumption, in   [13] 
authors explore how the IoT and its integration with blockchain technology can 
be optimized. Using smart contracts is not new, in [24] authors propose a reliable 
blockchain-based framework which smart contracts can step in to provide solutions 
to data storage and access. It establishes a role-based access control (RBAC), and 
for the storage of the data, it mentions the use of Inter-Planetary File System (IPFS). 
IPFS is also used in [25] to the purpose of increasing security in the data storage 
when being distributed. In [26], a viable solution when the data is large. This is so-
called an off-chain solution, where only part of the information is on the blockchain, 
especially everything related to integrity and verification. This was an option we 
explored and discarded to keep the blockchain storage resources to the minimum. 
Most IoT devices cannot afford to run a blockchain node nor an IPFS. Therefore, two 
types of nodes are defined in our network: data hub node (gateway for us) and IoT 
device node. While the IoT device nodes are limited to capturing data and sending it 
to the data hub node which in turn has greater computing capacity and is responsible 
for analyzing the received data and including it on the blockchain. The application 
of the blockchain to the IoT, and WSNs, has brought interesting benefits, also in the 
industrial environment as in [27], it has empowered the IoT devices providing them 
with greater operating autonomy within a decentralized network, where each device 
assumes its functions. Our proposal can be understood as a hybrid integration where 
part of the interaction and data exchanged between IoT devices, belonging to the 
same group, is added to the blockchain. And where the cryptographic protocol is 
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executed off-chain to ensure that all members of the group are legitimate. A slightly 
similar architecture is proposed in [28] creating an infrastructure of IoT devices inte-
grated with the blockchain through IoT servers dedicated for the strongest comput-
ing tasks, so IoT devices will only have to handle very specialized tasks.

3 � Proposed architecture

This section exposes the architectural proposal, see Fig.  1. It is based on an 
Ethereum [29] network configured in Amazon Web Services Elastic Cloud 2 (AWS 
EC2) [30]. AWS EC2 allows developers to provision on-demand compute resources, 
configure them to their needs, and scale resources up or down depending on appli-
cation requirements. AWS EC2 has proven to be the most suitable option when 
compared with OpenStack  [31] or HPC private supercomputing centers  [32]. The 
setup was configured to be used with two, four, and eight nodes (virtual CPUs) run-
ning Ethereum Virtual Machines (EVM)  [33], a bastion node, the balancers, and 
two Go-Ethereum (Geth) [34] nodes to monitor the architecture. This infrastructure 
serves as a Blockchain as a Service (BaaS) [35] to receive the information sent by 
the IoT devices that are collected as shown in Fig. 1. The IoT devices are organized 
in groups composed of sensor devices and a data hub node or bridge. This configu-
ration is defined as a device farm.

Device farms are created by associating a set of sensor nodes by running the 
secure group communication protocol, see Sect. 4. Each node inside a device farm 
shares a cryptographic key used to sign messages sent to the bridge node, see Fig. 1. 
Each device farm is controlled, therefore, by a bridge node (i.e., light node) that 
serves as a point of communication between the IoT devices and the blockchain 
network. Each header node or bridge node that acts as the communication proxy 
between a certain group of IoT nodes or device farm and the blockchain has the nec-
essary configuration to connect the bastion host (also known as Jump Host) in the 

Fig. 1   Proposed AWS EC2 architecture
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private Ethereum network through a SOCKS proxy  [36], accounts connectivity is 
implemented through MetaMask and Web3. It allows to access the Ethereum block-
chain from a web connection.

Bridge nodes have as their main functionality, in each IoT device farm, to act 
as a mean of connection with the Ethereum nodes in AWS. Bridge nodes are the 
ones who initiate the transactions to store, in the blockchain, the information col-
lected by all the sensors or the actions required from the actuators installed in the 
IoT devices at every device farm. According to the protocol developed in Sect. 4, 
the bridge node must prove the validity of the messages received from each of the 
sensor nodes. This is done by checking the signatures and the identity of the sender. 
Attempts to inject messages that were produced by non-authorized IoT sensing 
nodes are easily rejected by the bridge node. Transactions created by bridge nodes 
are therefore containing data from verified nodes that, also, belongs to the group or 
device farm. Device farms are also a way of organizing nodes according to locality 
criteria that later, see Sect. 5, will help in deciding about the coherence of the data 
sent to the blockchain. Each bridge node is, therefore, in charge of keeping all the 
IoT devices within a certain device farm inside a secure group of authorized nodes 
so every node that belongs to the device farm is correctly authenticated and under 
complete control of its bridge node. Every communication among the IoT nodes and 
the Ethereum network is controlled by the bridge at the device farm. Thus, an addi-
tional security layer is included in each device in the device farm, preventing the 
information reaching the bridge from being malicious or manipulated by third par-
ties. The secure layer is implemented using elliptic curves cryptography (ECC) [15, 
16]. The curve and all the public information related to it is included in the first 
block of the blockchain; hence, all nodes have access to the curve details.

4 � Secure group communication

Regarding the group communications, the preferred method is the multicast commu-
nication for a set of participating nodes. Therefore procedures for securely managing 
keys are needed due to communications characteristics, mainly in IoT environments 
where third parties can access easily to sensor nodes and try to intercept and repro-
duce conversations. Each node uses keys to encrypt and sign the data, this way the 
bridge node can certify the originality of the received information and can provide 
data integrity warranty when packing all the data to send it to the blockchain, as 
shown in Fig. 2. As the data in the blockchain are used to support application lay-
ers in business applications, the data integrity and validity are of interest. In [37], 
the authors developed methods to securely share keys in a group of communicating 
nodes.

In this scenario, we have proposed disjoint sets of IoT devices named IoT 
device farms. This is useful to parallelize smart contracts as we will prove later, 
see Sect.  5. Also it provides an interesting method to secure IoT devices with 
sensors and actuators. Therefore segregating the devices and distributing them in 
device farms are useful from a security point of view since we can create groups 
of IoT nodes that communicate their data to bridge nodes, but that is also subject 
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to continuous key refreshing. Since the bridge node executes the key exchange 
protocol either to reassure the environment, to add a new node or to remove a 
node that has stopped providing reliable information. Nodes providing unreliable 
information need to be removed from the device farm or ignored. To be able to 
know if the information provided by a sensor node is reliable or not we have to 
ensure if the node is legal or not (i.e., it is communicating with the bridge using 
correct keys) or if on the contrary, its sensors are misrepresenting the information 
(because they are out of calibration or because incorrect data are being injected 
on purpose). To identify illegal communications, the protocol in [37] has proven 
to be robust, valid, and effective. On the contrary, if the sensor node has experi-
enced a miscalibration or the data being sent is corrupt on purpose, we will be 
able to identify the attack because when the information from the corrupt device 
reaches the bridge. It will be packaged and sent to the private network that hosts 
our Ethereum blockchain. At the reception, a smart contract will be activated, a 
bridge smart contract as it is defined in Sect. 5. This smart contract selects vir-
tual CPUs on the Ethereum infrastructure (see Fig. 3) and invokes a device smart 
contract. This smart contract has the responsibility to query the measurement of a 
device and its neighbors to check if the values are consistent. If the device smart 
contract is not able to determine the existence of data coherence then the node 
will be marked as a suspicious node. The bridge smart contract will request its 
removal and a key refresh stage, according to the protocol, if the trend is con-
firmed. The data of the deleted node will not be stored in the processed block.

Fig. 2   Device and bridge operation and smart contracts
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A device farm can be first created by setting all the nodes in the key exchange 
stage where a common and secret key is shared to cipher and sign the data that 
will be sent to the bridge node (see Table 1).

Device1,… , Devicen retrieve information about the curve that is defined in the 
blockchain, E then selects P as a point in curve E. When a key exchange occurs, 
each device, Devicei , secretly and randomly selects a positive integer Ri . The key 
session is therefore the point defined as K = (R1 …Rn)P related to the curve E.

To protect the IoT nodes operating under the control of a bridge node, all the 
nodes (bridge and devices) have already agreed on a certain E of prime order q 
that is stored in the blockchain, a pair of private integers need to be hold by each 
Devicei , let them be Ri and Si = R−1

i
mod q.

In details, the protocol to share the secret key aforementioned follows the next 
steps: 

1.	 Device1 sends to Device2 R1P.
2.	 For i = 2,… , n − 2 , Devicei , receives from Devicei−1 : 

∏i−1

r=1
RrP and then calcu-

lates Ri

∏i−1

r=1
RrP and sends it to Devicei+1.

3.	 Devicen−1 calculates Rn−1(Rn−2 …R1)P once this is done, this message is sent 
�

∏n−1

j=1
Rj

�

P to Device∗.

4.	 Devicen can access to the shared key by computing Rn

�

∏n−1

j=1
Rj

�

P.

5.	 Every device from Device1 to Devicen−1 computes Si
�

∏n−1

j=1
Rj

�

P and sends it to 
Devicen.

6.	 Devicen computes {fj}nj=1 =
�

Rn

�

Sj

�

∏n−1

i=1
Rj

�

P

��n−1

j=1
 and sends it to Devicei , 

i = 1,… , n − 1,
7.	 For i = 1,… , n − 1 , Devicei gets the shared key with Sifi.

After running the protocol, all the devices Device1,… , Devicen agree on the com-
mon key 

�
∏n

r=1
Rr

�

P . As fi =
�

∏n−1

j=1;j≠i
Rj

�

P since Si(Ri)P = P.After the protocol, 
all the nodes are prepared to share the common key to send data to the bridge 
node.

Table 1   Protocol notation Notation Used to denote ...

K Shared key by all the devices within the farm
n IoT devices running the protocol (same farm)
i, j, k Device index
E Elliptic curve
P Point in the curve E where q is its order
R
i

Secretly generated random number ∈ ℤ by Device
i
;

Device
i

ith device in the farm
Device∗ All the devices in the group
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5 � Efficient smart contracts

A smart contract is triggered by a predefined event. Usually, they are activated to 
process transactions requested on the blockchain. Smart contracts can invoke, also, 
other smart contracts. To better understand how to design a smart contract model, it 
is necessary to know the parts that make it up. The smart contract is supported by a 
storage system called state database, in it is stored what is necessary for the execu-
tion of the contract, from variables to the same code that the EVM must execute to 
enforce the contract. The result of the execution of a contract will affect the con-
tent of the database and will also be stored in a block of the blockchain. The con-
tracts are usually executed in sequence in the EC2-EVM nodes of our configuration 
arranged in the AWS. Until recently, it has been impossible to have more than one 
active thread successfully. But it is necessary to know that strategies can be adopted 
in which the same contract is applied to different data of the same transaction.

The dependencies generated between the smart contract code and its execution 
mean that the data sets provided in each transaction must be chosen very carefully 
so that there are no dependencies. The model can be approached to the unwinding 
of loops. If between iterations there are no dependencies, then each iteration can be 
executed in a different node and make the loop—whose nature is sequential—to be 
executed in parallel. Figure 3 shows how the nodes can be used to run contracts on 
different sets of data inside the same transaction. Two different types of smart con-
tract were created, one to receive the transaction of each bridge node that collects 
all the data from the sensor nodes and creates data packets in which it identifies the 
sensor node, the data, the signature, timestamp, etc. The bridge node checks that it is 
correctly signed, decrypts it, packs it, and sends it to the jump host node. This task 
is performed by each bridge node for each set of IoT devices under its responsibility. 
To this node, it is associated the smart contract bridge smart contract that has the 

Fig. 3   Parallel smart contracts
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purpose of storing in the blockchain the data sent by each sensor (so that business 
logic applications, climate prediction, etc.) can be fed from the blockchain data with 
the assurance that they were validated and reliable.

The data package, sent by the bridge nodes, that will be processed by the bridge 
smart contract identifies each device along with its set of data collected. This is 
where the smart contract device smart contract is triggered. This smart contract is 
invoked from the bridge smart contract. When the bridge smart contract, which is 
executed over all the nodes, is started, it identifies how many different bridge trans-
actions can be processed at the same time, hence if there are two bridges with avail-
able transactions, the EC2 nodes (which all execute the same contract) will read the 
bridge identifier. Therefore, half of the available nodes execute data sets coming 
from (see Fig. 3) 0xA and the other half of nodes coming from 0xB. Thus, half of 
all available EC2 nodes in the AWS will invoke device smart contracts from devices 
belonging to the 0xA bridge and the other half from 0xB. In this way, it is pos-
sible to perform a pseudo execution of smart contract device and bridge in paral-
lel. Each device smart contract has the responsibility to retrieve the last readings 
from the device and check the consistency of the data sent. This is done by, see 
Fig. 4, (1) checking the data from the device by querying its history in the database 
associated to the smart contract, and (2) comparing the device data with the data 
just received from other devices of the same bridge. The device smart contract was 
designed using an index-based, multi-mapping approach. The query to check the 
validity, or coherence, of the data sent by each device is always under 2 s for under 

Table 2   Time to insert and 
check data from a device (in 
milliseconds)

Number of operations 1000 2000 3000 4000 5000
Insertions 310 714 1191 1502 1925
Query operations 175 831 1636 7147 –

Fig. 4   Operations in a device smart contract
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3000 queries. When this limit is overcome the performance is prohibitive as shown 
in Table 2.

Up to 5000 insertions were tested. Each block of data from each device is stored 
in a mapping searchable by the device internal ID (which is handled by the bridge 
contract). This ID is unique. This data are also stored by using an additional map-
ping which is the BridgeID (identifies the device farm), Table 2 shows the perfor-
mance, in milliseconds, of the device smart contract when processing up to 5000 
data transactions from a single device.

When the control is returned to the bridge smart contract, it will perform the 
check of each device. As shown in Fig. 3, each blockchain node is dedicated to per-
forming parallel device checks.

6 � Results

To implement the IoT devices rekeying protocol to secure group communications, 
Raspberry Pi 3 Model B with 12GB of memory and Ubuntu 18.04 LTS were used. 
Table 3 shows how fast the IoT group can be secured with new keys shared from the 
bridge node. Columns marked with asterisks mean that there were no such number 
of physical devices but were emulated using threads on a physical device (e.g., 16* 
means two threads in each one of the eight devices).

To create the blockchain environment, AWS EC2 (elastic computing cloud) ser-
vices have been used with an M5 instance with Intel Xeon© Platinum 8175M pro-
cessor technology 3.1 GHz, Intel (AVX-512). Storage of the instance offered via 
EBS or NVMe SSD physically connected to the hosting server to perform block-
chain-related computing tasks. Figure 5 shows how the data were processed by vary-
ing the number of transactions per block and the number of available nodes (virtual 
CPUs) in the blockchain.

During the tests, 2, 4, and 8 CPUs have been used to distribute the execution of 
the smart contracts related to the devices. Smart contracts were executed sequen-
tially and then separated by BridgeID of each Bridge node.

The sequential version implies that all the CPUs are running the smart contract 
on the same data. The optimized smart contract runs the smart contract on all nodes, 
but it creates subsets of nodes, each subset is devoted to a specific transaction data. 
As it can be seen in Fig. 5, there is a meaningful performance gain when adopting 
the strategy of segregating nodes to attend different sets of data. Adding more vir-
tual CPUs to the computation was proven to be inefficient over n = 4 . The configu-
ration used was conditioned by using SSD storage.

Table 3   Time in milliseconds to refresh the keys for the group

8 16* 32* 64* 128* 256* 512* 1024*

0.000548 0.0011 0.001478 0.004942 0.013898 0.19402 0.05176 0.14292
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7 � Conclusions

The use of blockchain proves to be effective for transactions between two entities. 
Taking advantage of this circumstance to try to have a robust mechanism that allows, 
as in our case, the reliable collection of validated data is more than justified. Once 
the transaction is incorporated into a block of the blockchain, the data will remain 
immutable and available to larger applications (or application layers) that may need 
to use this data for reasons related to their business logic.

The system of membership of a node to the network (private, as is the case here) 
also ensures that the nodes involved in the collection of information (which will then 
be incorporated into the blockchain) are nodes without the intention of corrupting 
the data voluntarily nor subtracting them.

However, the nature of the blockchain does not prevent that, even if the person 
who sends the data is a valid computer element, the data is incorrect due to, for 
example, sensor miscalibration, plate breakage due to exposure to high tempera-
tures, etc. Fortunately, there is the ability to use smart contracts, which are nothing 
more than a mechanism that is activated every time there is an event between two 
parts that are related through the blockchain. These smart contracts allow certain 
controls or activities to be performed before the transaction is closed. During this 
work, we wanted to exploit this capacity so that before incorporating sensor data to a 
blockchain we can be able (taking advantage of the execution of the smart contract) 
to validate the consistency of the data received by contrasting it with the history 
(stored in the blockchain) of each sensor. And once the coherence is checked within 
a threshold of previous readings, enter a second phase where it would be compared 
with the coherence of the readings of the nodes that collect data in the same “farm” 
(context).

However, using the smart contracts for this work has the disadvantage of perfor-
mance. Therefore, certain means have been provided for smart contracts to operate 

Fig. 5   Results of the performance tests
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on subsets of data incorporated in each transaction. The results show gains when 
applied. In addition, smart contracts have the ability to recommend the removal or 
addition of an IoT device in a given workgroup (or farm). Furthermore, the ability to 
strengthen security on each farm through the application of a secure key exchange 
protocol, supported by an elliptical curve.

It has been shown, therefore, how to protect group communications between sen-
sor nodes, actuators, and the bridge that communicates them with the blockchain, as 
well as the optimization of the incorporation of these data to the blockchain.
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