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Abstract
The study of innate immune-based algorithms is an important research domain 
in Artificial Immune System (AIS), such as Dendritic Cell Algorithm (DCA), 
Toll-Like Receptor algorithm (TLRA). The parameters in these algorithms usu-
ally require either manually pre-defined usually provided by the immunologists, 
or empirically derived from the training dataset, and result in poor self-adapta-
tion and self-learning. The fundamental reason is that the original innate immune 
mechanisms lack adaptive biological theory. To solve this problem, a theory called 
â€˜Trained Immunity™ or Innate Immune Memory (IIM)™ that thinks innate 
immunity can also build immunological memory to enhance the immune system™s 
learning and adaptive reactions to the second stimulus is introduced into AIS to 
improve the innate immune algorithms™ adaptability. In this study, we present an 
overview of IIM with particular emphasis on analogies in the AIS world, and a mod-
ified DCA with an effective automated tuning mechanism based on IIM (IIM-DCA) 
to optimize migration threshold of DCA. The migration threshold of Dendritic Cells 
(DCs) determines the lifespan of the antigen collected by DCs, and directly affect 
the detection speed and accuracy of DCA. Experiments on real datasets show that 
our proposed IIM-DCA which integrates Innate Immune Memory mechanism deliv-
ers more accurate results.

Keywords  Innate immune memory · Artificial immune systems · Danger theory · 
Dendritic cell algorithm · Classification
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1  Introduction

Artificial immune system(AIS) is a type of computational intelligence. It mainly 
simulates the biology immune system, more accurately, it simulates the human 
immune system to solve real-world problems, such as abnormal pattern detection, 
fault detection and cyber-physical system solution selection[1–3]. The human 
immune system is developed to protect the body against the invasion of foreign 
or harmful pathogens. The human immune system consists of innate immune sub-
system and adaptive immune subsystem. Many immunologists study these two 
encompass and develop some theories or mechanisms such as Clonal Selection 
theory, Immune Network theory, Self-nonself discrimination theory, and Danger 
theory. Then, the computer scientists abstract the model, algorithm, or technique 
of the theory or mechanism to apply in solving engineering and Scientific prob-
lems, thus AIS is gradually established.

When AIS was first established, it concerns more about adaptive immune sys-
tem. In adaptive immune system, B and T cell are the major cell populations. 
B cells, also known as B lymphocytes, present antigens and secret antibodies 
which bind a specific antigen, respectively. What™s more, once B cells are acti-
vated by binding their target antigens, some B cells differentiate into high-affinity 
memory B cells for persistent protection. When the host was invaded by the target 
antigen again, memory B cells can be activated immediately and secrete numerous 
antibodies to eliminate antigens faster. This is the so-called immune memory. T 
cells are also a type of lymphocyte, undergo two critical mechanisms called mat-
uration and tolerance. The self-tolerance mechanism of T cells makes the immune 
cells have the ability of distinguishing invading cells from self™ and prevent the 
formation of self-reactive T cells that are capable of inducing autoimmune dis-
eases in the host. This theory is termed negative selection.™ Based on these the-
ories of the adaptive immune system, three major research directions in AIS have 
been developed, including clonal selection algorithm that mimics the process of 
antibodies generation[4], negative selection algorithm that simulates the process 
of T cells maturation and tolerance[5], and Immune Network model that abstracts 
the interaction of T and B cells[6].

In contrast, the studies of innate immune-based algorithms in AIS are slightly 
thin. The innate immune-based algorithms mainly focus on the research of DCs, 
and a few researchers have made some initial attempts in natural killer (NK) cell 
model but have not formed a complete theory [7–9]. The algorithms based on 
DCs include DCA and TLRA. But TLRA is proposed by hybriding the DCs with 
adaptive immune cells to improve its capabilities of learning and memory. So far, 
the only one algorithm that is inspired by innate immune system is DCA. But in 
fact, for many organisms without an adaptive immune system, they can still resist 
most of the antigens and maintain the balance of the body. What they rely on is 
the innate immune system.

Greensmith et al. [10] used the biological mechanism of DCs to simulate the 
antigen processing and presentation process and proposed the DCA. DCA has 
been applied to binary classification, intrusion detection and many other fields. 
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DCA mainly consists of four phases, including data pre-processing, signal selec-
tion, signal processing and classification. Through the data pre-processing phase, 
DCA processes the dataset as numerical value and maps the data to antigens. Dur-
ing the signal selection phase, DCA selects the most important attributes and cat-
egories them into its specific signal category(either as PAMP, DS or SS). In sig-
nal processing phase, three cumulative output context values termed csm, smDC 
and mDC are generated, and then, DCs™ states are assigned according to these 
values. The specific process and pseudocode of each phase is detailed in 3.2.

The DCA classifier was successfully applied to a wide range of real-world 
applications, including cyber-attack detection, classification and anomaly dete-
tion[11–13], but DCA still suffers from low accuracy and detection rate due to the 
fact that the lack of regulating, learning and memory mechanisms of innate immune 
system which results in DCA™s large number of random parameters are set accord-
ing to expert knowledge. Over the past few years, many researchers have developed 
different works to extend the standard DCA version. For the large number of ran-
dom parameters in DCA(the classic DCA has more than 10 parameters), [14] pro-
poses a main DCA-based version called deterministic DCA (dDCA). The dDCA 
removed or replaced most stochastic components and simplified the signal process-
ing calculation. Although the dDCA alleviated the learning dilemma of DCA to a 
certain extent, it did not cure the root cause, since even relatively few parameters 
still require expert experiences.

To solve this problem, a new theory called Innate Immune Memory can be intro-
duced to improve the innate immune-based algorithms™ learning ability and adapt-
ability. Most studies about immunological memory have only focused on that the 
adaptive immunity can build immunological memory and have not realized that the 
innate immunity can also build memory. It is termed Innate Immune Memory, and 
its chief advocate is Mihai G. Netea [15–20]. Innate Immune Memory reveals that 
the innate immune system also has learning and memory mechanism.

A number of advantages are claimed for this theory. Recently, the emergence 
of the new coronavirus (COVID-19) has attracted the attention of bats™ special 
immune system. Gralinski et al. [21] suggests that COVID-19 originated from bat 
coronavirus. Xia et al. [22] reveals that MERS-CoV is also from bat. Why bats can 
be hosts to so many viruses? Zhou et al. [23] reports that bats have a higher lever of 
constitutive expressed IFN-� mRNA. And IFN-� plays an important role in innate 
immune memory, which can enhance inflammatory and antimicrobial properties in 
innate immune cells. Many immunologists infer that it is the high level of innate 
immune memory of bats keep them safe from the kinds of viruses [24].

It is beyond the scope of this study to examine the details of Innate Immune 
Memory theory, e.g., how it actually works and changes the reaction, due to the 
theory is not complete now, and what we value more is the guidance inspired from 
the theory to the AISs. The innate immune memory theory contains enough poten-
tially interesting ideas to make it worth assessing its relevance to AISs. One of the 
new ideas that can instruct algorithms™ optimization is that the parameters in algo-
rithms vary with environmental change in the process of execution. As the environ-
ment changes, the parameters in the algorithm are not static, but when the indica-
tors for detecting environmental changes reach the threshold, some parameters are 
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reversible and re-adjustable. This is the memory updating or evolution process. It 
is very necessary to update the algorithm™s ability in time to describe the current 
environment more precisely, especially in the era of big data that the data are grow-
ing and huge increasing abnormal pattern of data.

We propose a modified dendritic cell algorithm with an effective automated tun-
ing mechanism based on Innate Immune Memory, called IIM-DCA, to optimize 
migration threshold of DCA. The migration threshold of DCs determined the lifes-
pan of the antigen collected by DCs and directly affects the detection speed and 
accuracy of DCA [25]. And we use some classical classification dataset including 
KDD99 intrusion detection dataset, UCI™s Epileptic Seizure Recognition dataset, 
Breast Cancer Wisconsin(Original) dataset and Diabetes dataset for experiments. 
In this paper, the proposed method has been compared with well-known machine 
learning algorithms, such as Dendritic Cell Algorithm (DCA)[10], dDCA[14], ran-
dom forest[26], Support Vector Machine (SVM)[27], K-Nearest Neighbor (KNN)
[28] and Recurrent Neural Network (RNN)[29]. Moreover, some representative 
papers™ methods are also selected to compare with our proposed method.

Few other AIS practitioners are conversant with the innate immune memory the-
ory. Hence, this is the first paper that deals with the innate immune memory theory.

The remaining part of the paper proceeds as follows: In Sec. 2, we provide an 
overview of the innate immune memory theory. In Sec. 3, we point out some anal-
ogies in current AIS models where appropriate, and we present a modified DCA 
model with an effective automated tuning mechanism based on IIM (IIM-DCA). In 
Sec. 4 and 5, we introduce the experiments and report the experimental evaluation. 
Finally, our conclusions about the potential of the IIM concept are given in Sec. 6.

2 � The innate immune memory

Host immune responses consist of innate immune responses and adaptive immune 
responses. The adaptive immune responses were previously considered the most 
important and complex level because of its pattern matching mechanism between 
antibodies and antigens, but adaptive immune responses are slower to develop and 
are specific. In addition, many studies show that in organisms(including mammals) 
lacking adaptive immunity, the innate immune system can mount resistance to rein-
fection and live healthily in their lifetime [15–30], which reminds us that the impor-
tance and working principles of innate immune system should be re-considered.

Netea et al. [15] found that the innate immune system can mount resistance to 
secondary stimulus. In other words, the innate immune system also has memory 
in some form. Netea termed the de facto phenomenon as Innate Immune Mem-
ory™ or Trained immunity.™ The comparison between classical immunological 
memory and innate immune memory is shown in Fig. 1. Figure 1 (A) shows that 
adaptive immunological memory involves gene recombination in B and T lym-
phocytes, which has high specificity and often long-term, pathogen-specific pro-
tection. And Fig. 1 (B) shows innate immune memory, which induces enhanced 
inflammation and antimicrobial properties in innate immune cells, leading to an 
increased non-specific response to secondary infections and improved survival of 
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the host. Innate immune memory is mainly based on epigenetic reprogramming 
without involving permanent changes, such as gene mutations and recombination. 
It is just this rapid and non-specific innate immune memory responses that lies at 
the core of the immune system defences and then triggers the adaptive immune 
responses.

Natoli et al. [31] gave the explanation of innate immune memory, who believe 
that cells, tissues and organisms can rapidly and reversibly modify their charac-
teristics to maximize fitness in a constantly changing environment. This explana-
tion explained several characteristics of innate immune memory: fast, complex, 
reversible, adjustment, plastic, training, change, and huge environment. These 
characteristics are exactly what we need in solving computer security problems, 
so innate immune memory mechanism is worth learning and reference.

Since the underlying molecular frameworks of innate immune memory are 
usually incompletely understood, we list the main discriminative characteristics 
of innate immune memory and adaptive immune memory in the immune system 
(Table  1) to help understand.

Firstly, the reversibility of innate immune memory(IIM) state is different from 
the adaptive immune memory(AIM). The IIM™s mechanisms are driven by 

(B)

(A)

Fig. 1   Classical adaptive immunological memory versus Innate Immune Memory
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molecular changes which can be rapidly removed,™ whereas AIM is based on 
DNA which will last for life. Moreover, the persisted time window of the IIM 
phenotypes and related molecular changes are variable – from a few hours to sev-
eral weeks or even months, where AIM can build long-term memory. Therefore, 
the persistence can be seen as a feature of innate immune memory [15].

Secondly, specificity is a key property that distinguishes IIM and AIM. Tradition-
ally, we believe that IIM is non-specific to pathogens, while AIM can identify differ-
ent pathogens with high affinity using gene recombination and mutation processes 
[32].

The last property of discriminating IIM and AIM is the mechanisms which are 
summarized in Table  1. IIM is controlled by molecular mechanisms involving 
reversible biochemical, metabolic or chromatin changes. These changes are often 
weakened throughout cell division. On the contrary, the mechanism of adaptive 
immune memory depends more on stable genetic∕epigenetic changes and self-sus-
taining loops.

The IIM is not without its limitations. As mentioned earlier, the exact nature of 
the memory process is still unclear, including the alert∕priming condition, the mem-
ory time and strength, the way of memory mediates. In addition, there are some-
times alert signals that should not react too severely or build the IIM. For instance, 
in the case of transplantation and autoimmune diseases, it is usually necessary to 
remove some innate immune cells from the transplanted organ or host.

3 � The innate immune memory and some analogies to artificial 
immune system

3.1 � The considerations of innate immune memory to artificial immune system

Innate Immune Memory(IIM) has many aspects and complexity, and we only touch 
a few of them. It may be helpful to list some considerations for practitioners of Arti-
ficial Immune System regarding the suitability of the IIM model for their applica-
tion. The basic consideration is to identify the importance of IIM.

Table 1   Discriminative properties of Innate Immune Memory and Adaptive Immune Memory in the 
immune system

Innate  immune  memory Adaptive  immune  memory

Reversibility Yes No
Persistence Short-term or long-term Long-term
Specificity No Yes
Mechanisms Receptor signaling/recycling; Metabolic 

reprogramming; Chromatin/histone modi-
fication; Transcription factor occupancy/
distribution

DNA sequence alterations; Epigenetic 
modifications (DNA methylation); 
Self-sustaining feedback loops; 
Induction of long-lived mediators

Target cells Innate, adaptive immune cells; Non-immune 
cells

Adaptive immune cells
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Firstly, IIM is the original form of immune memory that exists in all living organ-
isms, while adaptive immune memory is an advanced form of immune memory, rep-
resenting the evolutionary innovation of vertebrates. In other words, IIM is the basis 
of adaptive immune memory. In AIS, Negative Selection Algorithm [33], Clonal 
Selection Algorithm [34], etc., are all inspired by the adaptive immune system and 
its memory mechanisms.

Secondly, adaptive immune memory is highly specific, slow and relies on the 
first recognition, which means it is incapable for unknown pathogens, while IIM is 
on the contrary. Last but not least, pathogens change over time. Therefore, one can 
expect problems with fixed adaptive immune memory cells, which later proved to be 
inaccurate or even auto-reactive.

If these points are sufficient for practitioner to consider incorporating the IIM into 
their model, the following considerations may be instructive: 

1)	 An IIM model requires an alert™ cell, which can sense the micro-changes in the 
environment/system. Dendritic cell and macrophages cell can play this role.

2)	 Change™ includes the concentration∕dose variation in pathogens∕signals∕
cytokines and the type of materials in system such as PAMP, Heme, �-glucan, 
etc. In the works describing change,™ Zhou et al. [35] proposes a numerical 
differentiation method that processes the signals and perceive danger can be bor-
rowed.

3)	 Not all changes are danger. If necessary, changes of changes™ can be used. 
For instance, the second-derivative equation(Eq. 2) in mathematics which can 
describe the change of first-derivative equation(Eq. 1) can be introduced. 

 where x is the independent variable, i is serial number, h is the difference 
between two adjacent independent variable, f is the function.

4)	 The host does not intend to eliminate all pathogens ∕ changes, rather to achieve 
a balance between pathogens and the body. It is the better way to build the IIM 
based on balance theory.™ In Artificial Immune System applications, some other 
definition of balance (for instance entropy) may be used. Yang et al. [36] proposes 
a method for presenting danger signals based on system balance.

5)	 IIM of innate immune cells is orchestrated by epigenetic reprogramming and 
changes of chemical medians, which leads to an increased non-specific response 
to subsequent infections and improved survival of the innate immune cells. How 
to make analogies between biological phenomenons and computer model is a 
challenging task.

6)	 Since IIM can rapidly and reversibly modify their characteristics to maximize 
fitness in a constantly changing environment, the influence and feedback of sub-
environment must be designed.

(1)f
�

(xi) =
f (xi+1) − f (xi)

h

(2)f
��

(xi) =
f
�

(xi+1) − f
�

(xi)

h
=

f (xi+2) − 2f (xi+1) + f (xi)

h2
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In order to introduce the IIM mechanism into the computer field to solve real-world 
problems, we give a form of comparison chart between biological mechanisms and 
abstract components in computer in Table 2. And we proposed a computer model 
based on IIM and these abstract components, as in 2. System balance preceptor is 
the center of the model, which determines whether the model needs to be adjusted. 
Assume that we have collected many signals in computer system, map them into 
antigens, and construct a sample library. Then, the change preceptor and dose 
preceptor preliminary process the sample and send the changed signals to danger 

Table 2   Comparison between biological mechanisms and abstract components in computer

Biological mechanisms Abstract components in computer

Pathogens ∖ Antigens Abnormal signals in data observation
Alert cell Change preceptor & Dose preceptor
Histone modification Feedback and model adjustment
Receptor signaling Positive feedback regulator
Receptor recycling Negative feedback regulator
Pro-inflammatory ∖ Inhibitory Speed

Fig. 2   Computer model-based IIM
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preceptor for deeper analysis, e.g., analyzing the index relationships between the 
changed signals, and if possible, locate the danger position. If the danger preceptor 
makes the system into imbalance, stimulus signals will activate the innate immune 
memory system, resulting in an enhanced or suppressed immune responses. It is 
worth noting that the pro-inflammatory and inhibitory influence the model™s pro-
cessing speed, and histone modification determines how to adjust the model.

There are a couple of points that may attract practitioners to alter the IIM model 
introduced here. For example, the IIM model has quite a number of elements. 
Assuming that the alert cell monitors the changing elements, we might be able to 
simplify the model-for example, we can ignore many other specific cells and their 
interaction. In addition, there are some changes that might in some sense be rea-
sonable and thus should not trigger an immune response. In such cases, a method 
for avoiding the IIM pathway must be found. A biological example is transplanted 
organs, where some alert cells are removed.

Then, we will take the DCA for example to show how the IIM works in AIS. DCs 
are natural alert cells in innate immune system that always collect signals in hosts 
and present danger antigens to other cells, and DCA is just inspired from DCs.

3.2 � DCA overview

As an algorithm, the DCA was first proposed in 2005 [37], it is an anomaly detec-
tor in a population-based style. The DCA is based on an abstract model of dendritic 
cell behavior. DCs are antigen-presenting cells whose purpose is to collect, process 
and present antigens to T-cells. In addition to antigen processing, DCs also express 
receptors necessary to collect four signals from their environment: pathogen-associ-
ated molecular pattern (PAMP), safe signal (SS), danger signal (DS), and inflamma-
tory cytokines (IC). After signals collection, the DCs will migrate to lymphocytes 
and differentiate into three different maturity states: immature DCs(iDCs), semi-
mature DCs(smDCs) and mature DCs(mDCs), according to the outputs. Eventually, 
the abnormal value of the antigen is determined through a voting mechanism by 
the status of all DCs presenting the antigen. DCA mainly includes four phases: pre-
processing and initialization phase, detection phase, context assessment phase and 
classification phase.

In the pre-processing and initialization phase, DCA selects the appropriate attrib-
utes as the input signals, including PAMPs, DSs, SSs and ICs.

In the detection phase, DCA generates a signal matrix that combines input signals 
with the antigens and then generates three interim outputs: costimulatory molecules 
(CSMs), semi-mature DCs (smDCs), and mature DCs (mDCs) by Eq. (3). These 
two output signals, smDC and mDC, are used to determine whether the antigen is 
abnormal or not, while CSM limits the data sampling lifespan.

(3)
C[CSM,smDC,mDC] = ((WP ∗ CP) + (WS ∗ CS)+

(WD ∗ CD)) ∗ 2(1 + IC)∕(|WP| + |WS| + |WD|)
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where WP,WS,WD are the weights between PAMP, SS, DS signals and the output 
signals, and a set of biological empirical weights or user-defined values as in [10]. 
CP,CS,CD are the antigen™s PAMP, SS, DS values.

In the context assessment phase, the contexts of DCs whose CSM exceeds the 
migration threshold can be determined. The DCs in the migrated pool can process 
and collect signals and antigens. The algorithm uses (4) to calculate the median 
value of the migration threshold, and the DCs™ migration threshold is randomly 
generated within ± 50% of the median value. Through the generation of interim out-
put signals, smDC and mDC, DC obtains a cell context that are the greatest value of 
smDC and mDC.

where maxp,maxd,maxs are the maximum value of PAMP, DS, SS signals, 
�p,c,�d,c,�s,c are the weights between CSM output and PAMP, DS, SS signals.

In the last phase, all antigens are analyzed and a parameter that measures the 
abnormality level of antigens called Mature Context Antigen Value(MCAV) is 
derived. The closer the value is to 1, the more anomalous the antigen.

DCA is currently considered a no-training algorithm, and learning mechanisms 
are absent in the original DCA. IIM theory shows that DCs have trained™ proper-
ties and memory mechanism. Its trained™ properties are reflected in the second-
ary stimulation of DCs, which can stimulate their epigenetic reprogramming and 
enhance capacity to resist reinfection. In the computer field, IIM means self-adap-
tively learn and adjust the models™ instructions and parameters as the environmen-
tal changes or time goes by. Assume the output of the system S be yand the param-
eters adjusted be � , and y feeds ∇� to the system S through the regulator R, then

where R is an operator representing the adjustment function.

where S is an operator representing system function. There is

If SR > 0 , then it is a positive feedback. If SR < 0 , then it is a negative feedback. If 
SR = 0, it means no feedback from previous time window.

Greensmith [25] explores the sensitivity of the migration threshold parameter in 
the Deterministic Dendritic Cell Algorithm (dDCA), the results indicate that tuning 
the maximum migration threshold determines the results of the signal processing 
within the algorithm. The migration threshold of DCs determines the lifespan of the 
antigen collected by DCs. Adjusting the migration threshold can control the speed of 
DC maturation. The size setting will directly affect the detection speed and accuracy 
of the algorithm. Therefore, the IIM-DCA will choose the migration threshold to 
train an innate memory and make it to be learned over time.

(4)
tmedian > 0.5 ∗ (

(
maxp ∗ 𝜔p,c

)
+
(
maxd ∗ 𝜔d,c

)

+
(
maxs ∗ 𝜔s,c

)
)

(5)∇� = Ry

(6)y = S(� + ∇�)

(7)�(t+1) = �t + SR(�t − �(t−1))
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3.3 � The IIM‑based DCA model

Although the migration threshold in classic DCA has a certain randomness in 
setting, DCs™ migration threshold is randomly generated within ± 50% of the 
median value, once the median is determined in the subsequent detection process, 
it cannot be changed, so that the migration threshold set by the method cannot 
reflect the change of data characteristics in the dynamic environment and lacks 
adaptability.

In innate immune memory, histones are highly basic proteins providing structural 
support to a chromosome. Histone modification can predict the type of chromatin, 
determine whether cells are active or inhibited, and play an important role in regulat-
ing cell generation and growth, tissue repair, and immune processes effect. Histone 
modification is divided into two categories according to the function– H3K4me1 
and H3K27ac modifications are mostly used to activate gene expression, while 
H3K27me2 and H3K27me3 were associated with gene suppression.

DCA and its artificial model only simulate the process of DCs™ antigen presen-
tation to T cells without considering the adjustment of histone modification to DCs. 
In fact, DCs that have never seen a first encounter∕stimulation are in immature state, 
and so are their histone modification enhancers. Upon a first stimulation, enhancers 
are within few hours rapidly marked with H3K4me1 often together with H3K27ac 
to promote DCs™ migration. After the first stimuli was waned, the promoters will 
decrease and H3K27me3 will increase to express the gene suppression and inhabit 
the DCs™ migration. Figure  3 shows the process of bio-feedback adjustment of his-
tones in DCs. The adjustment of the DC migration capability is exactly the adjust-
ment of the DC lifespan, so that the DC can accelerate or slow down the maturity, 
which is mapped to adjust the DC migration threshold in the artificial DC model.

In order to achieve the purpose of constant adjustment of DCs™ migration 
threshold with time and environment, we will divide the antigen environment 
along the time axis. And to achieve dynamic monitoring and adjustment, the anti-
gens must be processed in each antigen environment divided in the first step, and 
output the antigens™ contexts in real time.

The IIM-DCA model is shown in Fig.  4, where k is the sliding window size, 
and the value of k depends on how long the antigen or how many antigens are 
suitable as an antigen environment (mostly related to the application field). Let 

Fig. 3   Bio-feedback adjustment 
of histones in DCs
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the concentration change of histones be SR in (7) (as shown in (8)), and (9) 
defines the concentration of histones.

where FP is False Positive, FN is False Negative(see Table 4 for detail).
We add a change capture model at the beginning to sense danger and add a feed-

back regulation phase after classification phase to adjust the model. When the accu-
racy is lower than the accuracy threshold, the concentration of histones is calculated. 
When histones increase, it means that FP increases, and FN decreases, that is, there 
are more false positives than false negatives, indicating that the number of normal anti-
gen is determined to be abnormal is too large, too many DCs mature prematurely and 
the migration threshold should be increased at this time. On the contrary, when the 
concentration of histones is decreased, it indicates that the abnormal antigen is missed 
more frequently, and at this time, it is necessary to reduce the migration threshold to 
make it lower that the DCs can mature faster. When the accuracy exceeds the accuracy 
threshold, we need not adjustment. This can improve the accuracy of the classification, 
obtain a lower false positive rate, false negative rate, and accelerate the convergence of 
the algorithm.

(8)SR = ∇histones

(9)histones =
1

1 + e−(FP−FN)

Fig. 4   Artificial immune model of IIM-DCA
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4 � Experiments of IIM‑DCA

4.1 � Used benchmarks

In order to test the IIM-DCA™s performance, our experiment uses KDD99 intru-
sion detection dataset, UCI™s Epileptic Seizure Recognition dataset, Breast Cancer 
Wisconsin(Original) dataset and Diabetes dataset. They are all classification datasets 
evaluating and classifying the data into normal or abnormal. The detailed descriptions 
of these datasets are as follows: 

1)	 KDD99 is an intursion detection dataset whose goal is to label the network con-
nections as normal or abnormal attack. We used 10% of the KDD99 dataset con-
sidering the computational efficiency, which was practiced in a series of works, 
such as [38, 39]. KDD99 sub-dataset consists of 494,021 records, 97,277(19.69%) 
of which are normal and the rest are abnormal. Each connection records was 
composed of 41 features including basic features that are extracted from a TCP/
IP connection, time-based traffic features such as the number of connecitons to 
the same host over the 2 second interval, host-based traffic features, and content 
features.

2)	 UCI™s Epileptic Seizure Recognition is an epileptic seizure detection dataset, 
the goal of which is to classify the EEG(Electroencephalogram) data of patients 
into seizure condition or healthy condition. The raw data for UCI™s Epileptic 
Seizure Recognition dataset contain five different folders, each containing 100 
files, each representing a person, which records the individual™s 23.6 seconds of 
brain activity, i.e., the dataset contains 500 recordings of 23.6s from 500 different 
patients. The sampling frequency is 173.61 Hz, so each time series contains 23.6×
173.6 = 4097 data points. Each data point is an EEG value at different points in 
time. The 4097 data points are divided into 23 blocks, each of which contains 178 
pieces of data as a one-second data record. The dataset contains 23×500=11500 
data (rows), each row has 179 columns of data, the first 178 is a one-second EEG 
time series data point, the last column is the classification flag, 1 represents epi-
leptic seizure, and the other numbers represent normal EEG signals in different 
states. In the dataset, there were 2,300 epileptic data, and the remaining 9200 
were healthy data under normal conditions.

3)	 Breast Cancer Wisconsin(Original) dataset is a breast cancer diagnosis dataset, 
which has 699 instances, and each instance consists of 10 attributes. There are 
458(65.52%) records in dataset are benign, the other 241(34.48%) records are 
malignant.

4)	 Diabetes dataset consists of 768 data points, each with 9 features. Out of 768 data 
points, 500(65.10%) are marked as 0 which means no diabetes, and 268(34.90%) 
are marked as 1 which means diabetes.
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4.2 � Data pre‑processing

This phase is specified for UCI™s Epileptic Seizure Recognition, since the first 178 
columns of data in the original dataset represent EEG values at different time, in 
order to define the three input signals of the DCA, some features related to the onset 
of epileptic need to be abstracted from these raw data[40]. The features extracted 
include: 

1)	 In 3.1, changes capture are the first step to sense danger. To describe the EEG 
data™s change, we use the numerical differentiation between the EEGs of the 
adjacent two columns, i.e., the EEG fluctuation range. This forms a total of 177 
feature columns;

2)	 Epileptic signals are often judged clinically by the presence or absence of sharp 
waves and spike waves [41, 42]. Therefore, The number of the sharp waves and 
spike waves is two features related to seizure.

3)	 For sharp waves, we used the number of amplitude values above 100� V as one 
of the seizure features of EEG. And the number of amplitude values greater than 
200 � V and the duration greater than 80 ms is a feature that represents a more 
severe seizure.

4)	 For spike waves, we used the number of amplitude values ranging from 100� V to 
200� V and the duration greater than 20 ms as one of the EEG seizure features.

Finally, the dataset consists of a total of 182 attributes. There are other good feature 
selection strategies can be used in our next study, e.g., Manifold learning[43], wave-
let transforms[44].

4.3 � Parameters description

In the paper, an antigen is mapped to a data item. The parameter settings are presented 
in Table 3. A control experiment is performed with the IIM-DCA using the standard 
parameters that population size is set to 1000 and random sample antigen vector each 
cycle is set to 100 DCs. The MCAV threshold and the weight matrix are set accord-
ing to [10]. Other settings such as antigen environment and accuracy threshold which 

Table 3   Parameter setting table Parameter Set

Weighted matrix ⎡
⎢
⎢⎣

2 1 2

0 0 3

2 1 − 2

⎤
⎥
⎥⎦

DC population 1000
Random sample number 100
Antigen environment window Application-based
MCAV threshold Application-based
Accuracy threshold 90%
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determine whether the parameters need to be adjusted are application-based. Taking 
the Epileptic Seizure Recognition dataset as example, the value of antigen environment 
and accuracy threshold are chosen on a logarithmic scale to examine the link between 
the dataset and antigen environment set at {5, 10, 20, 50, 100, 500, 1000, 11500(size of 
dataset)}, while accuracy threshold is set at {0.5, 0.6, 0.7, 0.8, 0.9}. The experimental 
results on Epileptic Seizure Recognition dataset are shown in Fig. 5, and Fig. 5a shows 
the line graph of accuracy and antigen environment window value, Fig. 5b shows the 
line graph of accuracy and accuracy threshold. From Fig. 5, we can see that antigen 
environment window size is set at 10 and the accuracy threshold set at 90% can reach a 
better result on Epileptic Seizure Recognition dataset.

4.4 � Used metrics

The metrics we evaluate the performance of the IIM-DCA in this paper are Accuracy, 
Recall, Specificity, FAR, AUC and running time.(see Chapter 4.5 for detail). All exper-
iment is run on Huawei Matebook 13 (Intel(R) Core(TM) i7-8565U CPU @ 1.8GHz 
1.99GHz). We have developed our program in JetBrains PyCharm 2018.3.2 x64.

4.5 � Detection verification

In this paper, prediction accuracies obtained from the five different algorithms are com-
pared using some statistical evaluation method: Accuracy, Recall, Specificity, false 
acceptance rate (FAR), area under curve (AUC) and running time(RT). The calculation 
method of the statistical indicators is shown as Eqs. 10 - 13. These are based on four 
possible classification outcomes–True Positive (TP), True Negative (TN), False Posi-
tive (FP), and False Negative (FN) as presented in Table 4.

(10)Accuracy = (TP + TN)∕(TP + TN + FP + FN)

(11)Recall = TP∕(TP + FN)

(a) Antigen environment window variation (b) Accuracy threshold variation

Fig. 5   Results of parameters variation in antigen environment window and accuracy threshold
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5 � Experimental results and analysis

We compare our proposed IIM-DCA with classic DCA[10], dDCA[14], random 
forest(RF)[26], Support Vector Machine (SVM)[27], K-Nearest Neighbor (KNN)
[28] and Recurrent Neural Network (RNN)[29]. The DCA used PCA as signal 
acquisition method. In our experiments, we create 1000 DCs for the pool and select 
100 DCs at random to sample each antigen according to [37]. RF consists of 100 
trees. KNN uses standard Euclidean distance and binary-tree search for neighbors, 
and all points in each neighborhood are weighted equally. SVM uses the rbf kernel 
and gamma is set to 0.01. RNN uses relu™ as the activation function and has eight 
hidden layers. The batch size is set to 16, the learning rate indicator is set to 0.001, 
and the number of training epochs is set to 30 epochs. The weights in the multi-layer 
perception have been set to use A Method for Stochastic Optimization (Adam) to 
learn.

Tables 5, 6, 7 and 8 refers to the results for the UCI™s Epileptic Seizure Recog-
nition dataset, Breast Cancer Wisconsin dataset, Diabetes dataset and KDD99 data-
set, respectively, that were analyzed in this work. And the best performances are also 
highlighted in bold.

First, for Epileptic Seizure Recognition dataset, the IIM-DCA led to higher 
total classification accuracy (98.88%) compared to the classic DCA (80.21%) and 
dDCA(90.66%). Also, comparing with other five machine learning methods™ 
results, IIM-DCA provides better results in terms of all the evaluation indicators 
except RT. DCA is relatively slow, cause that the algorithm uses an antigen mul-
tiplier (m) for classification. Each data instance ( xi ) is copied (m) times generating [
xi
]
m antigens. When the size of the dataset is N, DCA will generate a total of 

[
xi
]
mN 

antigens for the whole input dataset.

(12)Specificity = TN∕(TN + FP)

(13)FAR = FN∕(FN + TN)

Table 4   Classification outcomes

Acronym Detection type Real-world scenario

TP True Positive If the record is labeled as abnormal™ and also correctly detected as an 
abnormal™

TN True Negative The record is actually normal and the classifier also detected as a normal™
FP False Positive Incorrect detection, when the classifier detects the normal record as an 

abnormal™ case
FN False Negative Incorrect detection, when the classifier detects the record with abnormal™ 

as a normal case. This is a severe problem in health informatics research 
and intrusion detection
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Table 5   Experimental results 
of the Epileptic Seizure 
Recognition dataset(%)

Value Accuracy FAR Specificity Recall AUC​ RT(s)

DCA 80.21 1.73 80.55 6.71 50.64 15.45
dDCA 90.66 3.25 95.33 44.82 70.58 22.18
IIM-DCA 98.88 1.01 99.12 98.02 98.68 10.07
RF 97.36 2.12 98.21 94.55 96.32 10.55
SVM 97.85 2.01 98.31 94.22 95.58 6.2
KNN 96.88 1.05 97.02 96.38 94.87 7.11
RNN 96.96 4.58 99.09 85.47 96.66 11.01

Table 6   Experimental 
results of the Breast Cancer 
Wisconsin(Original) dataset(%)

Value Accuracy FAR Specificity Recall AUC​ RT(s)

DCA 95.71 3.66 97.17 92.92 95.05 0.56
dDCA 95.14 0.23 92.83 99.58 96.20 10.17
IIM-DCA 97.86 0.67 97.39 98.75 98.07 15.70
RF 96.57 3.48 98.23 96.67 99.16 0.11
SVM 97.14 3.48 99.11 98.33 98.38 0.06
KNN 97.71 2.61 99.12 98.33 97.73 0.05
RNN 95.43 2.61 95.73 91.67 99.35 2.94

Table 7   Experimental results of 
the Diabetes dataset(%)

Value Accuracy FAR Specificity Recall AUC​ RT(s)

DCA 55.60 32.21 60.60 46.27 46.57 0.18
dDCA 52.21 34.05 55.00 47.01 51.01 24.66
IIM-DCA 79.39 31.53 71.60 68.67 82.75 0.20
RF 78.65 32.84 70.31 82.81 86.16 0.16
SVM 77.08 44.78 72.55 55.22 82.57 0.08
KNN 77.60 34.33 68.75 65.67 81.75 0.05
RNN 79.17 31.34 70.77 68.66 84.72 7.14

Table 8   Experimental results of 
the KDD99 dataset(%)

Value Accuracy FAR Specificity Recall AUC​ RT(s)

DCA 51.12 46.32 86.01 7.80 47.02 2.64
dDCA 73.94 29.45 90.90 53.59 71.92 83.83
IIM-DCA 96.82 1.53 98.02 94.22 95.53 11.58
RF 99.84 0.00 99.71 99.64 99.99 0.25
SVM 96.00 0.00 93.26 91.04 98.06 0.58
KNN 98.72 1.01 98.70 98.39 99.78 6.70
RNN 99.60 0.14 99.42 99.28 99.81 2.97
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Second, for Breast Cancer Wisconsin dataset, IIM-DCA also achieves a better 
performance in terms of Accuracy. DCA has a slightly higher FAR and a slightly 
lower Recall value than dDCA, but are better than other five algorithms. KNN 
achieves the best performances in specificity and running time.

For the Diabetes dataset, IIM-DCA also obtains the best performance in Accu-
racy, and KNN has the shortest execution time, the same as the results of Breast 
Cancer dataset. RF achieves the highest Recall and AUC value, while SVM achieves 
the best Specificity. In this experiment, RNN™s FAR is the lowest, that is, the best.

For KDD99 dataset, the experimental results are very different from the previous 
three datasets. RF achieves the best performances in all metrics, and SVM obtains 
a same value of FAR(0.00%) as RF. Even so, IIM-DCA™s performances are bet-
ter than other two DCA-based algorithms, and basically the same level as other 
machine learning methods. In fact, DCA-based algorithms are incapable of solving 
large datasets[45].

Figure 6 shows the comparison of classifiers™ average accuracy performance on 
the four Datasets. From Fig. 6, we can notice that our proposed IIM-DCA that based 
on the innate immune memory mechanism outperforms the mentioned classifiers 
including the classic DCA, dDCA, SVM, Random Forest, KNN and RNN in terms 
of overall accuracy.

From a joint analysis of the tables, a conclusion can be easily concluded. Since 
the many indicators such as Accuracy, Specificity and AUC values for IIM-DCA are 
better than other two DCA-based algorithms and is basically equal to other machine 
learning methods, it can be concluded that IIM-DCA™s improvements to DCA are 
effective. In other words, the addition of innate immune memory mechanism can 
make DCA achieve a better performance.

It is the first time to introduce the IIM mechanisms of DCs into DCA as far as I 
know. IIM mechanism™ means we can consider how to construct dynamic memory 

Fig. 6   Comparison of classifiers™ Average performance on the four Datasets
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mechanism and learn from data more adaptive and flexible. The parameters and 
structures of DCA do not require manually pre-defined and fixed anymore. This 
paper uses a relatively simple approach to implement the IIM mechanism, the exper-
imental results prove that the method is efficient for time series data anomaly detec-
tion, and we will consider more suitable methods to implement the IIM to achieve a 
better and robust model.

6 � Conclusions

In this paper, we review the theory of IIM and point out some analogies in current 
AIS models. IIM thinks innate immunity can also build immunological memory to 
enhance the immune system™s learning and adaptive reactions to the second stimu-
lus, which can be introduced into AIS to improve the innate immune algorithms™ 
adaptability. The main characteristics of IIM include reversibility, non-specificity 
to pathogens, short persistence and molecular mechanisms. And we list some con-
siderations for practitioners of AIS regarding the suitability of the IIM model for 
their application. What™s more, we abstract the computer components and propose 
a computer model based on IIM. Then, we present a detailed modified DCA based 
on IIM to show how the IIM works in AIS. The modified DCA, named IIM-DCA, 
which integrates Innate Immune Memory mechanism to adaptively adjust the migra-
tion threshold of DCA. The experimental result shows that the proposed algorithm, 
reducing the false positive rate effectively, delivers more accurate results and is more 
automatic. Although we applied the IIM mechanism to DCA, this is a simplified 
version and has not been formalized yet. Few other AIS practitioners are conversant 
with the innate immune memory theory. Hence, this is the first paper that deals with 
the innate immunememory theory. We hope this paper can attract more and more 
researchers to study Innate Immune Memory theory. The further research direc-
tion will be exploring the IIM mechanism deeper and closer to biological nature 
to display the diversity, fuzzy and robust properties, and making it formalized to 
apply easily in AIS, including defining a suitable definition form of alert signals, 
strength, time, change, etc. And apply it to intrusion detection, anomaly detection, 
fault diagnosis and more fields. Nevertheless, if these challenges are met, then future 
Artificial Immune System applications might derive considerable benefit, and new 
insights, from the IIM.
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