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Abstract
One of the most effective deterrent methods is using face masks to prevent the 
spread of the virus during the COVID-19 pandemic. Deep learning face mask detec-
tion networks have been implemented into COVID-19 monitoring systems to pro-
vide effective supervision for public areas. However, previous works have limita-
tions: the challenge of real-time performance (i.e., fast inference and low accuracy) 
and training datasets. The current study aims to propose a comprehensive solution 
by creating a new face mask dataset and improving the YOLOv5 baseline to bal-
ance accuracy and detection time. Particularly, we improve YOLOv5 by adding 
coordinate attention (CA) module into the baseline backbone following two differ-
ent schemes, namely YOLOv5s-CA and YOLOV5s-C3CA. In detail, we train three 
models with a Kaggle dataset of 853 images consisting of three categories: with-
out a mask “NM," with mask “M,” and incorrectly worn mask “IWM” classes. The 
experimental results show that our modified YOLOv5 with CA module achieves the 
highest accuracy mAP@0.5 of 93.9% compared with 87% of baseline and detection 
time per image of 8.0 ms (125 FPS). In addition, we build an integrated system of 
improved YOLOv5-CA and auto-labeling module to create a new face mask data-
set of 7110 images with more than 3500 labels for three categories from YouTube 
videos. Our proposed YOLOv5-CA and the state-of-the-art detection models (i.e., 
YOLOX, YOLOv6, and YOLOv7) are trained on our 7110 images dataset. In our 
dataset, the YOLOv5-CA performance enhances with mAP@0.5 of 96.8%. The 
results indicate the enhancement of the improved YOLOv5-CA model compared 
with several state-of-the-art works.

Keywords COVID-19 · Deep learning · Face mask detection · Auto-labeling · You 
Only Look One · YOLO · YOLOv5 · Coordinate attention

 * Jun-Ho Huh 
 72networks@pukyong.ac.kr; 72networks@kmou.ac.kr

Extended author information available on the last page of the article

http://orcid.org/0000-0001-6735-6456
http://crossmark.crossref.org/dialog/?doi=10.1007/s11227-022-04979-2&domain=pdf


8967

1 3

Integration of improved YOLOv5 for face mask detector and…

1 Introduction

According to the World Health Organization (WHO), the outbreak of COVID-19 
accounted for over 278 million infections and just under 5.4 million deaths glob-
ally by the end of December 2021 [1]. Over two years since the beginning of the 
pandemic, even though vaccinations have boosted our immune system to fight 
against COVID-19, COVID is not fully over and still affects our lives negatively. 
To prevent the spread of the virus, one of the most effective deterrent methods 
is using face masks [2, 3]. Recently, wearing a face mask is mandatory in public 
places such as hospitals, and schools. However, a great number of people ignore 
or are misled by wearing it incorrectly, resulting in increasing infection cases and 
placing more caseloads on the public healthcare system.

Face mask detection based on deep learning object detection methods plays an 
important role in the fight against COVID-19, which achieved good results with 
high accuracy. From the comprehensive review of facemask detection techniques 
[4, 5], there are several deep learning-based algorithms, including You Only Look 
One (YOLO) [6], Single Shot Detector (SSD) [7], RetinaFace [8], and (Faster 
Recurrent Convolutional Neural Network) Faster R-CNN [9]. The previous study 
focused on the high accuracy of face mask detection using two-stage detection 
models (i.e., Faster R-CNN), while a one-stage detector (i.e., YOLO) achieved 
fast inference time but lower accuracy. We propose an improved (You Only Look 
One version 5) YOLOv5 [10] by adding coordinate attention (CA) [11] module to 
achieve better accuracy results with fast inference time.

On the other hand, the performance of the deep learning object detection mod-
els is heavily dependent on training datasets. Particularly, these models require 
a huge amount of data to accomplish their optimal performance, but most open-
source datasets are small-scale with class imbalance [12–15]. For instance, the 
Kaggle dataset [14] includes three categories with a mask, without a mask, 
and incorrectly worn a mask, which is abbreviated as “M,” “NM” and “IWM”, 
respectively. The number of images of each class in this dataset is unbalanced, as 
the number of labels for “incorrectly masked face” (IWM) is smaller significantly 
than the number of the others two classes. To solve these limitations, we will cre-
ate a new face mask image dataset by collecting data from different open sources 
and generating annotations (i.e., drawing bounding boxes and classifying catego-
ries) automatically.

In this paper, we propose a comprehensive solution encompassing creat-
ing new data by integrating our improved YOLOv5s face mask detector with an 
auto-labeling module. The overall technical contributions of this research are pre-
sented as follows:

• A modified YOLOv5s-baseline by adding the coordinate attention (CA) 
module into the YOLOv5 backbone following two different schemes called 
YOLOv5s-CA and YOLOv5s-C3CA.

• An integrated system of the auto-labeling module and improved YOLOv5-CA, 
which automatically generate the labeled images from different open sources 
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(i.e., YouTube videos) to solve the limitation of the dataset and reduce manual 
annotation work.

• We utilize our system with a demo application to create a new real face mask 
dataset with three class balances: “M”, “NM” and “IWM” classes. Then, our 
proposed YOLOv5-CA model is trained on our dataset to enhance its detection 
accuracy and compared with YOLOX, YOLOv6, and the latest YOLOv7.

2  Related research

2.1  Face mask dataset

In literature reviews, many face mask datasets have been proposed over the last two 
years since the COVID-19 outbreak. However, there are only a few datasets with 
annotations and open access as described in Table 1. In terms of four-listed datasets, 
three datasets consisting of Kaggle [14], FMLD [15], and PWMFD [16] are anno-
tated with PASCAL VOC files, consisting of the information of bounding boxes and 
classes that can be trained on the deep learning object detection You Only Look 
Once (YOLO) training platform. Otherwise, the UFMD dataset [17] is annotated 
as UFMD’s images are separated into different folders for each class. UFMD data-
set can be used to train with algorithms like Faster R-CNN, but impossible to train 
directly with the YOLO training platform without PASCAL VOC files. Besides, the 
class imbalance problem exists in the face mask datasets; for example, the ratios of 
“incorrect worn mask” (IWM) are smaller than these other two categories, implying 
that class distribution is extremely imbalanced. In the case of training models with 
an imbalanced dataset, it will increase the probability of the wrong classification. It 
is understandable that high ratios of classes feasibly learn better than low ratios of 
classes [5]. Alternatively, collecting images of the IWM class from available data-
sets is a complex task.

In this paper, we propose an auto-labeling method to draw bounding boxes and 
classify classes automatically to generate a labeled image dataset from available 
datasets such as UFMD and different open sources (i.e., YouTube videos) to reduce 
labor. Moreover, we deploy our integration system into a demo GUI application to 

Table 1  Annotation of face mask datasets

Dataset Name Main Characteristics Image Number Categories

NM M IWM

Kaggle [14] Internet 853 717 3232 123
FMLD [15] MAFA, Wider Face 41,934 32,912 29,532 1528
PWMFD [16] WIDER Face, MAFA, RWMFD 9205 10,471 7695 366
UFMD [17] FFHD, CelebA, LFW, YouTube 

videos and Internet
21,316 10,698 10,618 500
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create a new real large images dataset which is a more balanced class distribution 
than previously available datasets.

2.2  YOLO‑based face mask detection

Table 2 presents the related works of YOLO-based face mask detection. The previ-
ous studies provided various insights into our research, but there are still several 
problems to be solved along with room for improvement. The YOLO-based series, 
such as YOLO-Fastest [18], YOLOv2 [19], YOLOv3 [20], and YOLOv4 [21], and 
their improved variations from baseline, are quite out of date compared to YOLOv5 
[10]. In Ding et  al. [22], the authors build face mask detection models based on 
YOLOv5-baseline with the fifth update (v5.0). In this work, we improve the 6th 
update version (v6.0) of YOLOv5-baseline, which has recently released on Feb-
2022 with more improvements and changes. Besides, adding attention mechanisms 
into deep learning models for image classification has proven to be helpful [23]. 
In [24], the authors improved the YOLOv3 baseline by adding a Squeeze-and-
Excitation (SE) attention network (2019) [25]. However, the authors of CA (2021) 
[11] state that CA with the lightweight property performs much better than other 
attention methods (e.g., SENet) with MobileNet [26] model implementation. In 
this work, we propose the improved YOLOv5 by adding a CA module to increase 
accuracy while utilizing the lightweight architecture of CA to keep the fast inference 
time.

3  Proposed methods

3.1  Improved YOLOv5 models for face mask detection

3.1.1  YOLOv5‑baseline network structure

Among different versions of deep learning object detection—You Only Look Once 
model (YOLO), the most controversial version is YOLO version 5 (YOLOv5) [10] 
which shared the same architecture and achieved similar performance as the most 
well-known YOLOv4 [21]. At the time of its debut, the biggest difference between 
the two versions is that YOLOv5 is implemented on the PyTorch platform [32], 
which could be used in many development environments, instead of the YOLOv4-
Darknet framework [33] and the newly introduced focus layer in the CSPDarknet53 
backbone. In addition, by taking advantage of the PyTorch framework, the advan-
tages of YOLOv5 models were a significantly smaller size, faster training time, and 
more accessibility to deployment in real-world applications. Briefly, YOLOv5 fol-
lows the same architecture of an object detection network, which consists of four 
parts including input, backbone, neck, and head.

Initially, YOLOv5 utilizes CSPDarknet53 as the backbone with the focus, bot-
tleneck, bottleneck CSP, and SPP layer. The backbone module is mainly composed 
of bottlenecks to reduce and expand the number of channels. The purpose of this 
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was to first reduce the channel by half through 1 × 1 convolution and then double the 
number of channels through 3 × 3 convolution to obtain features, with the number of 
channels of input and output kept unchanged. The YOLOv5 neck follows the PANet 
structure (path aggregation network). The feature extractor of the module adopted a 
new enhanced bottom-up path called an FPN structure (feature pyramid networks), 
with the propagation of low-level features being improved. Until the end of 2021, 
there have been six updated versions of the original YOLOv5, and the latest ver-
sion is the sixth version called YOLOv5-6. It should be noted that we worked on the 
sixth version of YOLOv5-6 which is also called YOLOv5-baseline. YOLOv5-6 has 
various significant improvements over the initial version. The model architecture of 
the sixth update has some modifications as shown in Fig. 1, including the replace-
ment of focus with an equivalent convolution layer for improved exportability, while 
a new SPPF instead of SPP layer for reduced ops and reduction in the P3 backbone 
layer C3 repeats from 9 to 6 for improved speed and reorders places SPPF at the end 
of the backbone. Following different network depths and widths, the YOLOv5 base-
line can be categorized into four types, namely YOLOv5n, YOLOv5s, YOLOv5m, 
and YOLOv5l. Also, the volume of weight and the number of parameters of these 
models increase, respectively. YOLOv5n was first introduced in the sixth update 
version.

3.1.2  Improvement of YOLOv5s with coordinate attention (CA) module

To deploy face mask detection models into real scenarios (e.g., main-gate monitor-
ing system), this paper focuses on improving the architecture of YOLOv5s backbone 

Fig. 1  The architecture of 6th Version of YOLOv5-Baseline
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CSPDarknet53 which compensates the trade-off between inference speed and detec-
tion accuracy. In the details, the coordinate attention (CA) module is introduced 
into the backbone of the YOLOv5s model which follows two different schemes as 
shown in Fig. 2. The first scheme YOLOv5s-C3CA is the replacement of all of the 
C3 layers with C3CA along with the CA bottleneck as presented in Fig. 2b, while 
the second scheme YOLOv5s-CA is added to the CA module before the SPPF layer 
as shown in Fig. 2c. The CA module is added before SPPF and after the last scale 
of the feature map or replaces C3 with the C3CA bottleneck to achieve the target 
of improving the accuracy. Coordinate attention (CA) is a new efficient attention 
mechanism that was first published in 2021 [11].

The CA module reweights the importance of different channels and takes into 
account encoding spatial information. The input tensor is conured simultane-
ously from both attentions along its horizontal and vertical directions. Each ele-
ment in the two attention maps indicates whether the object of interest exists in the 

Fig. 2  Backbone Architecture of a YOLOv5s-Baseline, b Our Modified YOLOv5s-C3CA and c Our 
Modified YOLOv5s-CA
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corresponding row and column. The encoding process helps the CA to localize the 
exact position of the object of interest more accurately and thus, allows the model to 
classify better.

Figure  3 describes the architecture of the model’s coordinate attention block, 
whereby to alleviate the loss of position information caused by 2D global pooling, 
these authors decomposed the channel attention into two parallel (x and y direc-
tions) 1D feature encoding processes which effectively convert the spatial coordinate 
information into the generated attention map.

More specifically, these authors utilized two one-dimensional global pooling 
operations to aggregate the vertical and horizontal input features into two inde-
pendent orientation-aware feature maps, respectively. Then, these two feature 
maps embedded with specific orientation information are encoded to be two atten-
tion maps, respectively, each of which captures the long-range dependencies of the 
input feature maps along one spatial direction. Therefore, the location information 
is stored in the generated attention map, while the two attention maps are then mul-
tiplied to the input feature map to enhance the representation ability of the feature 
map. Since this attention operation can distinguish spatial directions (i.e., coordi-
nates) and generate coordinate-aware feature maps, this method is called coordinate 
attention (CA).

Fig. 3  Coordinate Attention Block Architecture
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3.2  Proposed system of auto‑labeling and a two‑stage face mask detector

Because the annotating process is time-consuming and labor-intensive to draw 
bounding boxes over multiple objects in images and name their labels, we pro-
pose an integration system of auto-labeling and a 2nd stage face mask detector to 
automatically perform this task. Figure 4 presents the process of creating our new 
labeled dataset from YouTube videos with our integration system.

To create a new image dataset, YouTube videos will be fetched into the 2nd 
Stage Face Mask Detector with an auto-labeling module to automatically gener-
ate annotations files with the PASCAL VOC format.

These XML files and images are saved in storage, and then, we use an open-
source tool called LabelImg [34] to revise and correct these auto-labeled data as 
shown in Fig. 5. For example, when there are multiple bounding boxes with dif-
ferent confidence drawing around a single mask object, this mask object is need 
to revise which bounding box is the best fitting one. Then, we manually delete 
other bounding boxes and keep the best ones. Normally, the bounding box, which 
has the highest confidence, is the best choice. In another case, when a face with 

Fig. 4  Our proposed integration system of auto-labeling and 2nd stage face mask detector

Fig. 5  Sample labeled images in case of a revise and b correct
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a mask is classified wrongly as a mask, we need to correct the label on the top 
of this bounding box. The worst case is both need to revise and corrected, which 
takes a lot of time.

To reduce the number of labeled images that need to revise and corrected, we 
apply a two-stage detector with the first stage of mask detection and the second 
stage of face classification. Figure  4 shows an example of 2nd stage face mask 
detector. The core of 1st stage mask detection module is our improved YOLOv5-
CA as presented in Sect. 3.1, and the 2nd stage face classification is applied to the 
pre-trained YOLOv5s face model in [35]. After the suspected object is detected 
as a region of interest (ROI) containing a mask, this object will be classified again 

Fig. 6  UML of our system of YOLOv5-CA Faces Mask Detection integrated Auto-Labeling module

Fig. 7  GUI application of our system: a YouTube-Scrapper and b Auto-Labeling with YOLOv5 Face 
Mask Detection Module
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with a pre-trained YOLOv5 face classifier. Only the detected object is also classi-
fied as the face will be the input of the auto-labeling module.

The ULM of our proposed auto-labeling system is shown in Fig. 6 which includes 
load input data module (i.e., select model, youtube_scapper, select single file, select 
multiple of image and videos), and YOLOv5 face mask detector, auto-labeling, and 
labeling module. We deploy a demo GUI application as shown in Fig. 7 to experi-
ment with our system corresponding to the ULM. It should be noted that the labe-
ling is not included in our GUI application, which is an open-source application for 
manually labeling images. The demo video of our face mask detection with auto-
label onto the GUI application will be presented in the available data.

Figure 7a presents the YouTube_Scapper module, which is used to download vid-
eos from YouTube social media by selecting different video sources from CSV files, 
while Fig. 7b illustrates the GUI of the auto-labeling module to generate images and 
labeled annotation files from downloaded YouTube videos by the YouTube_Scap-
per module. As shown in Fig. 7b, the auto-label template has various buttons where 
users can select the model, select a single input file, or the whole directory before 
clicking the auto-label button to process. The input data of the face mask detector 
module are an image or frame-by-frame video, which will be processed through the 
two-stage detector. In the first stage of face detection, the suspected mask region 
or region of interest (ROI) will be localized together with the class label of “M”, 
“NM”, or “IWM”. One ROI can have multiple classified labels with a different 
confidence.

We apply an agnostic NMS setting of the default YOLOv5 platform, so one ROI 
has only one label with the highest confidence. Then, the ROI of mask prediction 
will be fetched to the second stage of the face classifier using the pre-trained face 
classification model “yolov5s-face.pt” from this link [35].

The confidence threshold of the face classifier is set high at 0.7, which means 
only the ROI of the mask classified as the face will be passed out as a labeled result. 
After processing, input data will be displayed on the “original” window screen 
while the labeled results will be shown on the “results” one. On the back-end side, 
the information of labeled results in YOLO format, including bounding boxes and 
classes, will be converted to Pascal VOC format, before writing to XML files in a 
predefined folder.

Note that, some functions of our system like load model, loadDataset, and detect 
are customized from this link [10], while youtube_scapper, second stage face_class-
fier, and auto-labeling functions are self-coded. The pseudocode of some important 
functions of our system will be presented as follows. Fig. 8 presents the pseudoc-
ode of the YouTube_Scapper function. By entering a search keyword (i.e., “incor-
rectly worn mask COVID-19”), using the selenium library and chrome web driver, 
the search results of YouTube videos will be collected. Then, the YouTube links 
and other parameters such as duration and published time will be saved into a CSV 
format file (i.e., “incorrectly worn mask COVID-19.csv”). After selection, part of 
YouTube’s links (i.e., 30 most relevant links) will be chosen to be downloaded as 
a “.mp4” video with the setting of highest resolution in a predefined saving folder. 
These videos will be selected as input for YOLOv5 face mask detection.
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Fig. 8  Pseudocode of our YouTube_Scapper function

Fig. 9  Pseudocode of our two-stage mask and face YOLOv5 detection module
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Figure 9 presents the pseudocode of our two-stage YOLOv5 mask detector and 
face classifier. We customize some functions from the original YOLOv5 GitHub 
[10], such as “loadImages” for reading images, “loadStreams” for reading videos, 
“DetectMultiBackbend” for load mask model, and “non_max_suppression” with 
setting of agnostic_nms for classifying one object with one label with the high-
est confidence only. After the first stage of detection, the mask prediction results 
“pred” will be fetched into 2nd stage of the face classifier. After the two-stage, 
the YOLO bounding boxes results “pred” will be set as PASCAL VOC format in 
form of “xyxy[0]”, “xyxy[1]”, “xyxy[2]”, “xyxy[3]” together with class labels as 
“names[c]” in array “array_2_xml” to pass into “autolabeling” function to gen-
erate annotations files. Other functions like face_classifier and auto-labeling are 
self-code, which will be detailed and presented as follow.

The pseudocode of our face classifier function is shown in Fig. 10. The mask 
prediction results in the tensor format of 5 elements, including 4 bounding boxes 
and class, and the pre-trained face weight model and image data, will be fetched 
into “face_classifier”. Using the torch hub library, the pre-trained face weight 
model “yolov5s-face.pt” is loaded with a confidence threshold of 0.7 and an IoU 
threshold of 0.45. The mask prediction results of each image can include infor-
mation on many suspected mask objects or none of the suspected objects. If the 
image consists of none of the suspected masks, face_classifier functions will 
return new_pred as None. If the image consists of many suspected objects, each 
object as variable “d” will be processed through for loop, with “a” of “d” consist-
ing of 4 values of bounding boxes. The suspected mask area will be extracted 
from original image data “im0s” as “cutout” with information from “a”. These 
“cutout” will be classified through a face classifier. Then, the label results of 

Fig. 10  Pseudocode of our face classifier function



8979

1 3

Integration of improved YOLOv5 for face mask detector and…

classification are extracted and then, converted from transport to NumPy with 
device settings of “CPU”. If labels are equal to zero, there is no face classified in 
“cutout” and the face_classifier function will return new_pred as None. Only if 
there is a face classified in “cutout”, the face classifier function will return new_
pred with the information of mask detected and face classified objects “d”.

Figure 11 presents our auto-labeling pseudocode. The saving directory from the 
variable “path” will be created by “makedirs” function. Based on the user selec-
tion of the name of the input file, the corresponding annotation files and images 
will be created as “xml_path” + “input_file” + “.xml” or “.png”. The boxes results of 
YOLOv5 face mask detection as an array of five elements, which consists of bound-
ing boxes “xmin_l”, “xmax_l”, “ymin_l”, “ymax_l” and label “class_name”, will 
be written into “.xml” files. The original image or image frame by frame in case of 
video from YOLOv5 load_dataset function will be written to image format types 
as “.jpg” or “.png” through “imwrite” function of OpenCV with the corresponding 
frame by frame as variable “number”. And the auto-labeling module output with 
two format files “.xml” annotation files and “.png” image files.

Fig. 11  Pseudocode of our Auto-labeling module
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4  Experiments

4.1  Evaluation metrics

In YOLOs, the model accuracy performance is evaluated through mean average pre-
cision (mAP) [36], the higher the mAP leads the more accurate, and whereas. In 
order to understand mAP, there are several fundamental concepts relating to mAP as 
follows: Precision, Recall, Precision-Recall Curve, and F1 score.

These evaluation metrics are defined as follows [36]:

where TP, TN, FP, and FN, respectively, represent the number of true positives, true 
negatives, false positives, and false negatives.

The Precision-Recall Curve is a plot of precision on the vertical axis and recalls 
on the horizontal axis. By definition, average precision (AP) is corresponding to the 
area under the Precision-Recall Curve and the AP value is determined by Eq.  (5) 
shown as follows:

where p(r) is Precision at Recall r.
In addition, the mAP is the average of the calculated average precision of all 

classes. In this work, there are the three classes of “M”, “NM” and “IWM”, thereby 
mAP is calculated as follows:

4.2  Environment setup

Three models including the YOLOv5-baseline, our improved YOLOv5-CA, and 
YOLOv5-C3CA are trained from scratch with a high option. The YOLOv5 training 
platform supports three hyperparameters of low, medium, and high levels for train-
ing. To evaluate fairly, other parameters are set with the default as the YOLOv5-bas-
esline. We train these models for 300 epochs using an SGD optimizer with a batch 
size of 16 and an input image size of 640 × 640. After each epoch, the evaluation 

(1)Precision = P =
TP

TP + FP

(2)Recall = R =
TP

TP + FN

(3)F
1
= 2 ⋅

Precision ⋅ Recall

Precision + Recall

(4)AP =

1

∫
0

p(r)dr

(5)mAP =
APM + APNM + APIWM

3
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metrics are calculated including the AP for each class and the precision, recall, and 
mean AP (mAP). The Kaggle training dataset is divided into two categories, namely 
80% training and 20% validation as described in Table 3. For testing our proposed 
YOLOv5s with a CA module, we extract 1450 images containing the class “incor-
rectly worn mask," of the FMLD dataset to verify our proposed method generaliza-
tion ability. The training results of these models are demonstrated on available data.

These models are trained and tested by using 2 NVIDIA Graphics Processing 
Unit (GPU) with 10 GB of memory and a 2.20 GHz Intel® Xeon(R) Silver 4210 
CPU. Our demo GUI application is developed using Python language and PyQt5 
Designer. Other computer settings are described in Table 4.

5  Results and discussion

5.1  Training and testing results

Figure 12 shows the training process of the three models during 300 epochs includ-
ing the bounding box loss (Box Loss), object loss (Obj Loss), and classification 
of the loss function (Cls Loss). Overall, both three models YOLOv5-baseline, 
YOLOv5s-CA, and YOLOv5s-C3CA are well-trained with no fitting phenomenon 
ever occurring. At the beginning of 30 epochs, the loss function value decreases rap-
idly. But then, the loss value remains stable roughly when the epoch reaches 50. The 

Table 3  Preparation Dataset for Training and Testing

Datasets Images Labels

Mask (M) Incorrectly Worn 
Mask (IWM)

No mask (NM)

Kaggle
(853 images)

Train 682 2671 102 543
Validation 171 561 21 174
All 853 3232 123 717

FMLD
(1450 images)

Test 1450 449 1528 178

Table 4  Training/ Testing 
Environment

Device Configuration

Operating System Ubuntu 20.04
Processor Intel® Xeon(R) 

Silver 4210 CPU @ 
2.20 GHz × 40

GPU RTX 2080 10G × 2
GPU accelerator CUDA 11.2, Cudnn 8.1
Framework PyTorch 1.9.1
Complier IDE Pycharm
Scripting language Python 3.6
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trained YOLOv5s model sets the loss function through the prediction and ground 
truth label information to update the network parameters. The convergence position 
of each loss function is less than 0.03 or approximately around 0.03 in the case of 
bounding box loss, which indicates the robustness and the effective prediction of 
the model. In addition, the purpose of adding the CA block is to accurately locate 
the position of the object of interest (or reduce box loss) and hence, allow the whole 
model to recognize better (or reduce the classification and object loss). In Fig. 12a, 
the box loss of the two CA-adding models remained lower than the YOLOv5s-base-
line at approximately 0.02 after 300 epochs. Also, in Fig. 12b, c, the classification 
and object loss follow the same fundamentals as the box loss, but the values are 
lower than that of the box loss.

The Precision and Recall curves of three models during 300 epochs are shown 
in Fig.  13. During the first 30 epochs, these two curves rapidly increase before 
fluctuating significantly until 170 epochs and then, remain stable without obvious 
oscillation till 300 epochs. Obviously, both the Precision and Recall curves of the 

Fig. 12  Results of a Box Loss, b Classification, and c Object Loss during Training 300 Epochs

Fig. 13  Results of a Precision and b Recall during Training 300 Epochs
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YOLOv5-baseline fall behind the YOLOv5s-C3CA and YOLOv5s-C3CA models 
after 170 epochs. In Fig. 13a, the precision of YOLOv5-baseline is about 0.8 com-
pared to that of YOLOv5-CA and YOLOv5-C3CA as 0.9 and 0.87, respectively. 
As shown in Fig. 13b, the recall value of YOLOv5-baseline is approximately 0.73, 
while YOLOv5-CA and YOLOv5-C3CA are at about 0.83.

Figure  14 describes the training results of the three models with two types of 
accuracies, mAP@0.5:0.95 in Fig.  14a, and mAP@0.5 in Fig.  14b during 300 
epochs. Overall, YOLOv5s-CA and YOLOv5s-C3CA are well-trained without obvi-
ous fluctuation and outperform the YOLOv5 baseline. These two models reach an 
over 80% accuracy for mAP@0.5 with over 40% for mAP@0.5:0.95 after reach-
ing 150 epochs. Then, YOLOv5 with the CA module increases gradually in accu-
racy and remains steady until the end at over 90% for mAP@0.5 and 60% for 
mAP@0.5:0.95. While YOLOv5-baseline reaches an accuracy of mAP@0.5 at over 
85% and mAP@0.5:0.95 at 60%.

A quantitative comparison between the three models is shown in Table  5. The 
batch size is set to 1 with a 640 × 640 image size when calculating the detection 
time per image in mini-seconds (ms). As shown in Table  5, it can be found that 
even though YOLOv5s-CA has one more CA layer than YOLOv5s-baseline, the 
weight size, parameters, and FLOPs as well as detection time per image with a 
batch size of 1 and 640 × 640 image size of the YOLOv5s-CA model is significantly 
similar to that of the YOLOv5s-baseline. YOLOv5s-CA has a weight of 14.4 MB, 
over 7.04  M parameters, and FLOPs of 15.8G and achieves 8.0  ms (125 FPS) in 
detection time per image. In the case of YOLOv5-C3CA, by replacing each origi-
nal C3 bottleneck with a C3CA bottleneck module, YOLOv5s-C3CA is slightly 
lighter than the YOLOv5s-baseline in terms of volume weights, parameters, and 
FLOPs. Meanwhile, the detection time per image with a batch size of 1 is more than 
4.3 ms compared to YOLOv5-baseline because of adding 84 more layers. Overall, 
the YOLOv5-CA outperforms both the YOLOv5 baseline and YOLOv5-C3CA. In 
detail, the YOLOv5-CA increases mAP@0.5 by 6.2%, mAP@0.5:0.95 by 1.3%, and 
F1-score value 6% compared to the YOLOv5s-baseline.

From the above results, adding the CA module into the YOLOv5 backbone 
structure proves to help boost the performance of object detection and classifica-
tion with fast inference time. In the details, the training results of the best model 

Fig. 14  Training Results of a mAP@0.5:0.95 and b mAP@0.5 during 300 Epochs
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YOLOv5s-CA are shown in Table 6 including the precision, recall, F1-score, and 
accuracy of mAP@0.5 and mAP@0.5:0.95, respectively.

The visualization comparison results of the three models on Kaggle testing 
images are presented in Fig. 15. As in Fig. 15a, the YOLOv5s-baseline classifies 
wrongly the “IWM” label for “NM”, while the two modified YOLOv5s with CA 
blocks classify correctly as shown in Fig. 15e, i. In Fig. 15b, the YOLOv5s-base-
line exhibits confusion between “IWM” and “NM” as the two bounding boxes 
overlap each other. Meanwhile, the “IWM” confidence score is 0.54 or higher 
than that of “NM”, and hence, “IWM” is drawn forward. As in Fig. 15c, g, both 
the YOLOv5s-baseline and YOLOv5s-C3CA both get confused between the two 
“IWM” and “NM” classes, but YOLOv5s-C3CA has a higher “IWM” confidence 
score than that of the YOLOv5s-baseline. As shown in Fig. 15k, only YOLOv5s-
CA classifies the “IWM” label correctly. All in all, YOLOv5s-CA outperforms 

Table 6  Accuracy results of YOLOv5s-CA

Class Precision (%) Recall (%) F1-score AP@.5 (%) AP@.5:.95 (%)

Incorrectly Worn 
Mask (IWM)

89.3 74.5 –/– 88 63.9

Mask (M) 92.8 97.8 –/– 98.5 72.9
No Mask (NM) 77.4 94.6 –/– 95.1 65.4
All 86.5 89 87 93.9 67.4

Fig. 15  Visualization of results of three models on Kaggle testing images
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both YOLOv5s-C3CA and the YOLOv5s-baseline in terms of correct classifica-
tion of the three classes, especially the “IWM” class.

Table 7 describes the results of the testing set of 1450 images FMLD dataset. 
The testing is conducted with the same configuration as training. The improved 
YOLOv5-CA achieves the highest accuracy at 45.3% for mAP@0.5 and 20.6% 
for mAP@0.5:0.95, which increases by 2.3 and 0.7%, respectively, compared to 
the YOLOv5-baseline. YOLOv5s-C3CA obtains better results than the YOLOv5-
baseline, but the difference is only 0.5% mAP@0.5. Whereas, the F-1-score value 
of the YOLOv5-C3CA gets a higher 2% than the YOLOv5-CA.

Table 7  Comparison results of three models on testing FLMD set

Testing dataset Models Precision (%) Recall (%) F1-score mAP@.5 (%) mAP@.5:.95 
(%)

FMLD
1450 images

YOLOv5s-
baseline

34.2 69.5 31 43 19.9

YOLOv5s-
C3CA

41.8 62.8 37 43.5 19.8

YOLOv5s-CA 37.7 66 35 45.3 20.6

Fig. 16  Sample of our image dataset

Table 8  The dataset of our images dataset into three categories

Datasets Images Labels

Mask (M) Incorrectly Worn Mask (IWM) No Mask
(NM)

Our dataset (Kaggle, YouTube) 7110 4155 3559 4362
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5.2  Auto‑label results

We utilize our demo application of integration system with auto-label module and 
2nd stage of YOLOv5 mask detection and face classification to process 30 You-
Tube videos and labels (70% auto and 30% manual) total of 6257 images. Figure 16 
shows some examples of our labeled images from different angles and resolutions 
of face, gender, age, mask types, and mask color. As shown in Table 8, we combine 
these 6257 images and the original 853 Kaggle images to make our dataset of 7110 
images, which includes “M”, “IWM”, and “NM” classes of 4155, 3559, and 4362 
labels, respectively.

We further compare our proposed YOLOv5-CA with stage-of-the-art deep 
learning object detection algorithms, including YOLOX (July 2021) [37], 
YOLOv6 (June 2022) [38], and the latest single-stage object detector YOLOv7 
(July-2022) [39] in terms of Precision, Recall, F1-score and mAP metric val-
ues. Their released source code and improved YOLOv5-CA are run on our 7110 
images dataset with the same default settings for 30 epochs with a batch size of 
16 and input image size of 640 × 640. It is noted that several evaluation metrics 
are not calculated by their released source code except for mAP value because of 
the primary evaluation metric of object detection [36].

These evaluation metrics are stated as “–/–”. It is clearly shown in Table  9 
that our proposed YOLOv5s-CA method outperforms other methods with the 
accuracy mAP@0.5 of 96.8%. Following the time of release, each version of the 
YOLO-based model shows some improvement in terms of accuracy compared 
to the previous version. The accuracy gap reduces significantly to only 0.2% 
between our work and the latest YOLOv7-Tiny.

5.3  Discussion

Our improved YOLOv5s follows two different schemes of adding the CA module 
into the backbone of the YOLOv5s-baseline network called YOLOv5s-CA and 
YOLOv5s-C3CA. From the experiment results, both of our improved YOLOv5s-
CA and YOLOv5-C3CA models achieve better accuracy than the YOLOv5 baseline 
while keeping fast inference time. Because of the lightweight structure of CA, the 
parameter of YOLOv5-CA is only 0.4 M parameters higher than that of YOLOv5 
with approximately the same inference time of 0.8  ms. With the advanced GPU 
computing resources, adding the CA module into the YOLOv5 structure still have 
many schemes for improvements, such as other modifications in the neck and head 
structure of YOLOv5.

Dataset plays as an important role in the performance of objection detection 
based on deep learning methods, especially a one-stage detector, likely the YOLO 
family. Normally, when starting a new type of objection detection, the dataset 
is initially small-scale because it is challenging (time and labor) to do annotation 
manually. Particularly, the YOLO family requires images with annotations files of 
bounding boxes and classes, implying the requirement of manually drawing bound-
ing boxes around an object of interest and labeling classes. Auto-labeling is first 
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introduced in 2019, with much commercial software or open-source codes, but 
these software tools are not well-customized for our work. Instead, we develop a 
do-it-yourself (DIY) system that integrates an auto-labeling module and YOLO that 
would fully support our research and allow its application to other projects with new 
types of objects. With the development of the YOLO family, many variations such 
as YOLOX (2021), and YOLOv7 (2022) share the same PyTorch development plat-
form as YOLOv5. Hence, our DIY module (auto-labeling and CA) can easily be 
customized to the new releases of the YOLO version. Apart from face mask detec-
tion, our system feasibly extends to helmets, safety vests, and glove detection in 
terms of personal protective equipment (PPE) automated inspection systems. This 
system helps to monitor adherence to safety protocols on construction sites, hospi-
tals, or in a smart factory.

In contrast to these good points, there are several drawbacks of our system that 
need to be overcome. In the preliminary experiment, we apply single-state mask 
detection without the second stage of face classifier and without agnostic non-max-
suppression setting on mask detection, the number of labeled images that need to 
revise and corrected is more than 20 percent or the auto-labeling only boosts the 

Table 9  Comparison of our work and stage-of-the-arts algorithms

Models Trained 
Model 
Weight
Parameters

AP@0.5 mAP@0.5 Precision Recall F1-score

NM M IWM

YOLOX-n –/–
0.91 M paras,
1.08 GFLOPs
7.6 MB

90.83 90.04 90.91 90.59 –/– –/– –/–

YOLOX-s –/–
9 M paras,
26.8 GFLOPs
71.8 MB

90.86 90.57 90.91 90.78 –/– –/– –/–

YOLOv6-n –/–
4.3 M paras,
11.1 GFLOPs
9.7 MB

–/– –/– –/– 95.72 –/–– –/– –/–

YOLOv6-s –/–
17.2 M paras,
44.2 GLOPs
38 MB

–/– –/– –/– 95.75 –/– –/– –/–

YOLOv7-Tiny 263 layers,
6 M paras,
13.2 GLOPs
12.3 MB

98 92.6 99.3 96.6 94 93.9 94

Our work
(YOLOv5s-CA)

221 layers
7.042 M paras,
15.8 GFLOPs
14.4 MB

98.1 93 99.2 96.8 95.9 92.3 94
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labeling processing by 50 percentage. To boost the auto-labeling to 70 percent by 
applying the 2nd stage face classifier and agnostic_nms setting, the computation 
requirements are much higher and the time of processing for single images is much 
slower. We perform this supercomputing task by utilizing Intel® Xeon(R) Silver 
4210 CPU @ 2.20 GHz with 40 cores and two GPU RTX2080Ti 10 GB simultane-
ously and 1 TB Memory Disk to generate over 6000 images and XML files from 
over 130 GB of 30 YouTube videos. It is noted that these videos are downloaded 
from YouTube with the highest resolution possible (such as 720 × 720) to get better 
image quality and the duration time from 5 to 10 min to reduce the processing time. 
Also, the pre-processing of extracting images from videos at 30 frames per second 
(fps) also takes many times as we only extract 1 image per 3 frames to reduce the 
similar images. The similarity of images is also the drawback of extracting images 
from videos. We consider extending collecting images from different sources (e.g., 
google search images).

6  Conclusion

In response to the pandemic, we propose an improved YOLOv5s-CA face mask 
detection that is capable of identifying people’s faces with or without masks, as well 
as incorrectly worn masks on real faces and real masks. Our improved YOLOv5s 
follow two different schemes of adding the CA module into the YOLOv5s-base-
line’s backbone, namely YOLOv5s-CA and YOLOv5s-C3CA. From the experi-
ment results, compared to the YOLOv5-baseline, both of our improved YOLOv5s 
have better results for mAP@0.5 and mAP@0.5:0.95 accuracies, but YOLOv5s-
CA achieves the best mAP@0.5 at 93.9% and 67.4% mAP@0.5:0.95 on the Kaggle 
dataset. In addition, we propose a system that integrates improved YOLOv5s-CA 
face mask detection with auto-labeling models that can reduce manual annotation 
work. Furthermore, we deploy an integration system into the GUI demo applica-
tion, which can be easily customized for another object detection project. In this 
work, we utilize our GUI demo application to create a new large real dataset of 7110 
images including three categories “M”, “NM” and “IWM” with more than 3500 
labels for each class. In addition, the proposed method YOLOv5s-CA outperforms 
other SOTA YOLO-based models on this 7110 images dataset. In future work, we 
consider taking into account GPU-based embedded devices (e.g., Nvidia Jetson) for 
real-time analysis with our improved YOLOv5s-CA.
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