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Abstract

Multichannel Source Separation has been a popular topic, and recently
proposed methods based on the local Gaussian model (LGM) have
provided promising result despite its high computational cost when sev-
eral sensors are used. The main reason being due to inversion of a
spatial covariance matrix, with a complexity of O(I3), being I the num-
ber of sensors. This drawback limits the practical application of this
approach for tasks such as sound field reconstruction or virtual real-
ity, among others. In this paper, we present a numerical approach to
reduce the complexity of the Multichannel NMF to address the task
of audio source separation for scenarios with a high number of sen-
sors such as High Order Ambisonics (HOA) encoding. In particular,
we propose a parallel multi-architecture driver to compute the multi-
plicative update rules in MNMF approaches. The proposed driver has
been designed to work on both sequential and multi-core computers,



Springer Nature 2021 B TEX template

2 A parallel kernel based on Cholesky decomposition for MNMF

as well as Graphics Processing Units (GPUs) and Intel Xeon copro-
cessors. The proposed software was written in C language and can be
called from numerical computing environments. The proposed solution
tries to reduce the computational cost of the multiplicative update rules
by using the Cholesky decomposition and by solving several triangular
equation systems. The proposal has been evaluated for different scenar-
ios with promising results in terms of execution times for both CPU and
GPU. To the best of our knowledge, our proposal is the first system that
addresses the problem of reducing the computational cost of full-rank
MNMF-based systems using parallel and high performance techniques.

Keywords: Multichannel NMF, High Order Ambisonics, Cholesky
decomposition, GPU, parallel architecture

1 Introduction

Non-negative matrix factorization (NMF) is a dimensionality reduction tech-
nique that consists in approximating a non-negative data matrix (a matrix
with non-negative entries) as a product of two non-negative matrices of lower
rank than the initial data matrix. This also can be viewed as an approximation
of data matrix as a sum of few rank-1 non-negative matrices. The success of
this method is mainly due to universality of this quite simple modeling (it is
applicable to various types of audio sources including speech, music, environ-
mental sounds, etc.) and due to the flexibility of this modeling allowing adding
various constraints to it, such as for example harmonicity of spectral patterns,
smoothness of their activation coefficients, pre-trained spectral patterns, etc.

Nowadays, technologies such as distributed microphones arrays or ambison-
ics microphones are widely adopted for 360-degree videos and Virtual Reality
(VR) experiences. The object-based audio format is also widely used and
regarded as another standard VR format. It consists of pairs of object meta-
data and corresponding waveform signals. Placing an audio object anywhere
in space gives listeners an immersive experience that can serve as the audio
part of the six degrees of freedom (6DOF) system proposed in MPEG-I [1].
In fact, a conversion from the High Order Ambisonics (HOA) format to the
object format is highly desired but requires further processing of the captured
signals.

The multichannel NMF (MNMF) modeling treats the complex-valued
STET coeflicients as realizations of zero-mean circular complex-valued Gaus-
sian random variables with structured variances (using NMF to model the
signal PSD) and covariances [2]. However MNMF suffers from the strong sen-
sitivity to parameter initialization and a high computational cost. The former
drawback can be mitigated by constraining the mixing model as a weighted
combination of fixed spatial kernels steering toward a subset of possible spa-
tial directions [3, 4] or by initializing the source PSD using single channel
deep learning techniques [5, 6]. The later drawback limits the practical use of
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this method for tasks involving a high number of sensors for applications such
as dereverberation [7], sound field reconstruction [8, 9] or navigation for aug-
mented/extended reality [10]. The main reason owing to the multiple matrix
inversions during the parameter estimation procedure [11].

To mitigate this drawback, several diagonalization based methods have
been proposed to provide computationally-efficient solutions [5, 9, 12-15] at the
cost of limiting to certain array setup [14], reducing only to the SCM diagonal
values [15] or relying on the statistical independence between the sources to
derive the spatial characteristics [5, 13].

However, to our best knowledge, optimizations of the original full-rank
solution have not studied in the literature. In this work, we study the efficiency
of the original full-rank MNMF in [16] and develop a novel approach based on
Cholesky decomposition to allow novel MNMF extensions for scenarios where
a high number of sensors are involved. In particular, we propose a parallel
multi-architecture driver to compute the multiplicative update rules in MNMF
approaches. The proposed driver has been designed for sequential and multi-
core computers, as well as Graphics Processing Units (GPU) and Intel Xeon
coprocessors. Note that our approach can be called from numerical computing
environments such as MATLAB or GNU Octave through MEX (MATLAB
Executable) interfaces and from Python.

The structure of the rest of the article is as follows. In Sect. 2, we review
some of the most common mixtures model representations and present the
problem formulation. Then, the proposed approach is presented in Sect. 3. In
Sect. 4, the evaluation setup is presented and the proposed system is tested
for different scenarios. Finally, we summarize the work in Sect. 5.

2 Background

In this section we will review some of the most common mixtures model rep-
resentations in the literature. Then, the foundation of the multichannel NMF
will be introduced, from the Local Gaussian Model (LGM) formulation to the
derivation of the update rules.

2.1 Mixture Models
2.1.1 Microphone Domain

The source separation problem consists in estimating the contribution s; ; € RY
of each source j = 1,...,J in each microphone ¢ = 1,...,I and at each time
instant ¢ = 1,...,T. In the absence of noise, the mixture can be written as:

J
ve=Y s, (1)
j=1

where y; = [y1,4, ..., T1¢] € R’ are microphone array signals. Under reverberant
conditions and assuming the hypothesis of point sources, the source signal 5
can be related to its contribution s through:
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s{ = [of * &), (2)
where * denotes the convolution product, ag is the impulse response of the
mixing filter between the source j, and the microphone i.

2.1.2 HOA domain

In the HOA domain, any plane wave can be characterized by a sound
signal s; and a direction of arrival of the sound ~. The unit vector ~ indi-
cates the direction of arrival of the plane wave (the origin of the sound
source). This vector can be decomposed in spherical coordinates as v =
(cos ¢ cos 8, sin 6 cos ¢, sin B), with 6 being the azimuth and ¢ the elevation of
the sound source. The SH components gains for source at direction (¢, 6) can
be expressed as,

Zom (6,0) = \/(2n + 1)MPn|m(sin9)zm(qb) , (3)

where the SH order and degree are denoted by n and m, respectively. Py, is
the associated Legendre function of degree n and

V2sin|m|¢ ifm<0
zm(9) =11 ifm=0. (4)
V2cos|m|¢ ifm >0

Each order n has i = 1,...,I channels (i.e. SH signals) with I = (n + 1)2.
The SH components are usually ordered using the so-called ACN ambisonics
channel ordering® as a vector z(y) € RE containing each Z,,,, (¢, ).

For a general set of multiple localized sources (multiple plane waves) with
signals s] coming from direction 77, the anechoic ambisonics mixture y; € RY
can be expressed as:

J
DILIUR )

As explained in [17], reverberant conditions can be modeled considering an
image-source model of L images modeling reflections and late reverberation
(up to a desired limit). In this way, the mixture model can be expressed as a
function of a propagation delay ¢; and a propagation filter 27 (7) that models
the absorption and attenuation correspoding to each [-th image of each ¢-th
source. The resulting reverberant model is expressed as:

J
:Z (t—67)y +Z Z s (t — )R (1)) , (6)

J=1r=6i+1

'http://ambisonics.ch/standards/channels/glossary
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where 87 are the direct path delays and € is the chosen maximum sample
length for the ambisonics IRs. Note that, for causality, the first non-zero index
of h/(7) is set as 7 = 47

2.2 Local Gaussian Model

The model assumes that an I-channel vector of a short-time Fourier transform
(STFT) bin for j-th source can be modeled as a multivariate complex Gaussian,
ie.,

Sft NN(C(Ong%)a (7)
where ijt € C! denotes the spatial image of the j-th source in the STFT

domain, R]}t = E[s?ts;tH] € C'*I denotes the covariance matrix of the com-
plex Gaussian distribution C, where f is the frequency bin index, and t is the
time frame index.

Let us represent the spatial image of a mixture of multiple sources y ¢+ € c!
as a sum of complex Gaussians, i.e.,

J
v =2 sp(w) ~ Ne(0.Ry), (8)

where ch : € C™*! denotes the SCM. Under the assumption that the sources

are mutually independent, the SCM of the mixture R?ct can be modeled as
the sum of the SCMs of all sources, i.e.,

Ryt = thyft Zth (9)

and the log-likelihood of the spatial image ys; for the model parameters ¢ can
be expressed as

J
log P = > log (e | 0, Rpe(p)). (10

j=1
where the SCM of the mixture is modeled by f{ft(ap)) and the parameter ¢
will be defined in the next section. The maximization of this likelihood can

be interpreted as the minimization of the log-determinant divergence between
the empirical SCM, Ry, = yftyﬁ, and the estimated SCM, Ry, € C'*!

C(e) =) Drp <th | waf) =) tr (f{ftf{ft(@)_l> + log det (f{ft(%’)) :

It It
(11)
where C(¢) can be seen as a cost function that we want to minimize with
respect to the model parameters . We denote the log-determinant divergence
by DLD~



Springer Nature 2021 B TEX template

6 A parallel kernel based on Cholesky decomposition for MNMF

2.3 Multichannel NMF (MNMF)

In [16], the authors proposed a MNMF framework where the SCM mixture
f{ft is assumed to be a positive definite Hermitian and it is modeled as a
superposition of time-invariant SCMs G, € C'*! coupled with a scale value
Ay, that represented the power spectral density and can be modeled using a
classical NMF structure as

K
Apt = wakhkh (12)
k=1

where k denotes the NMF component index, wy; and hg; represent both
the basis functions and their corresponding time-varying gains and the SCM
mixture Ry; can be expressed as

K
Ryu(p) =D Grrwshu, (13)
k=1
where the model parameters ¢ = {G s, wsk, bt} can be estimated by min-
imizing the cost function in Eq. (11) using classical algorithms such as
the expectation-maximization (EM) [18] or the majorization-minimization
(MM) [16] to derive the update rules. In particular, for the model in Eq. (13),
the update rules using MM are as follows:

Zt hyt tr (R;tl thf{,;tl Gf,k)

- (14)
S hwe tr (R7 Gy

Wk < Wk

Dot Wik tr (R;thftR;thf,k)
Zf Wy tr (R;;Gf,k)
whereas, updating Gy, require to solve an algebraic Riccati equation of the
form G, AGy, = B. Details are omitted for the sake of brevity but could be

reviewed in [16].

Unfortunately, updating the model parameters requires a huge computa-
tional cost of order O(I3) owing to the multiple matrix inversions during the
parameter updates [11]. This drawback limits the use of this framework when
the number of channels increases. For example, in the HOA, modeling a fourth
order representation requires at least (4 + 1) x 2 = 25 microphones to avoid
spatial aliasing, which makes the method infeasible in practical situations.

As commented in the introduction, several diagonalization based methods
have been proposed to provide computationally-efficient solutions [5, 12-15] at
the cost of limiting to certain array setup [14], reducing only to the SCM diag-
onal values [15] or relying on the statistical independence between the sources
to derive the spatial characteristics [5, 13]. However, to our best knowledge,

Ikt < Gkt (15)
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optimizations of the original full-rank solution have not studied in the litera-
ture. In the next section, we present an approach to optimize the inverse of
full-rank matrices.

3 Proposed approach for reducing the
complexity of MNMF

In this work, a parallel approach for updating the full-rank matrices of MNMF
systems is proposed. In particular, the objective of this work is to provide an
efficient solution to the problem described in Section 2.3, i.e., reducing the
computational cost of the multiplicative update rules in the MNMF approaches
when dealing with high number of microphone signals, such as the case of
HOA encoding.

As presented in Section 2.3, the multiplicative update rules (see Eq. 14
and Eq. 15) involve the calculation of the inverse of the SCM Ry, for each
time-frequency point (f,t) and matrix multiplications. These operations entail
a high computational cost for two reasons: 1) it is necessary to repeat them
as many times as the number of iterations required for the convergence of the
method and as the number of time-frequency points of the input signal spec-
trogram, and 2) the large size of the matrices when dealing with multichannel
recordings with high number of microphones.

In this sense, the design of a driver that allows to efficiently compute the
multiplicative update rules is required to develop a feasible MNMF system
for real scenarios. Therefore, we propose a parallel multi-architecture driver
designed to work on multi-core computers and GPU. The proposed software
was written in C language using, as appropriate, OpenMP or the CUDA suite.
This driver can also be called from numerical computing environments such
as MATLAB or GNU Octave through MEX (MATLAB Executable) interfaces
or from Python.

To deal with the goal, we propose to use the Cholesky decomposition for
Hermitian and positive semi-definite matrices, as explained below. Without
loss of generality, the target operation to speedup can be expressed as:

-1 -1
a(—azgtf(A B_A ) (16)
S Bu(ATC)
where o, € R and A,B,C € C'*!. Note that A,B,C are Hermitian and
positive semi-definite matrices. As can be observed, the most costly operation
in Eq. 16 is

Z=tr (A"'BAT'C) (17)
and, in particular, the inverse of A, since the number of channels I is really high
in HOA signals. Our proposal consists of reformulating Eq. 17 as a problem of
solving several linear equations systems. In this sense, we can first define the
following systems of linear equations:
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{ﬂ = [ii} B CJ. (18)
This implies
A Al m ~[Bcl. (19)

To address these systems, we propose to apply the Cholesky decomposition
on the matrix A. Thus, if A € C'*! is a positive semi-definite Hermitian
matrix, Cholesky decomposition factorizes it into an upper triangular matrix
and its conjugate transpose as follows:

A =UTU. (20)
In our approach, the Cholesky decomposition has been addressed using the
LAPACK implementation based on Level 3 BLAS calls. The total number of
floating-point operations is approximately %n‘? for complex flavors according
to LAPACK documentation.
Using the Cholesky decomposition on A, Eq. 19 can be redefined as the
following triangular systems of linear equations:

[T UT] [gj —BC] (21)
" U U] {ﬂ (2 Z4]. (22)

These systems are solved in our approach using again the LAPACK imple-
mentation based on Level 3 BLAS calls. These operations (i.e., the Cholesky
decomposition and the equation system solving) require 23—8713.

Once the equation systems have been solved, Eq. 16 can be reformulated

as:

o a2 XY) (23)
> B (Y)
Finally, the trace of the matrix product XY has been addressed taking
into account that only elements of the diagonal must be computed instead of
computing the whole matrix product.

The pseudocode of the proposed aproach is detailed in Algorithm 1.

4 Evaluation and experimental results

In this section, the proposed system is evaluated in terms of execution times
and speedup. In this evaluation, we have conducted several experiments to
analyze the performance and reliability of our proposal is a synthetic dataset.
For this purpose, we have generated several multi-channel synthetic mixtures
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Algorithm 1 Pseudocode of the proposed driver

Input: Matrices A, B and C and scalars « and S.

Compute the Cholesky decomposition of A.

Obtain Z; and Zs solving the linear equation system in Eq. 21.
Obtain X and Y solving the linear equation system in Eq. 22.
Compute the trace of Y.

Compute the trace of XY.

Update « using Eq. 23.

Output: The updated value of a.

@ gk w Ny

with different duration and number of channels. All these mixtures were cre-
ated with a sampling frequency of 44,1 kHz. In particular, the time-frequency
representation used for the mixtures was obtained by using 2048-point short-
time Fourier transform (STFT) and half overlap between adjacent frames. The
FFTW package [19] was used to compute the STFT. Finally, the number of
channels considered varied between 64 and 4096.

Regarding the testbed, we have focused our interest on two different sys-
tems. Firstly, we have used a server with two Intel® Xeon® E5-2603 v3
processor with 6 cores each. It operates at 1.60 GHz and HyperThreading
and Turbo Boost are both deactivated. This server has 1 TB of RAM and a
GPU TESLA P100-PCle with 16 GB of RAM. The theoretical performance
(for floating point operations in double precision) of the CPU is approximately
300 GFLOPS according to the Intel documentation and the theoretical perfor-
mance of the GPU is approximately 4750 GFLOPS according to the NVIDIA
documentation. Therefore, the theoretical speedup of the GPU with respect
to the CPU is approximately 16. Secondly, the experiments were conducted
on a server with two Intel® Xeon® Silver 4314 processor with 16 cores each.
This server operates at 2.40 GHz and has 128 GB of RAM and a GPU RTX
A6000-PCle with 48 GB of RAM. In this case, the theoretical performance
(for floating point operations in double precision) of the CPU is approximately
1200 GFLOPS according to the Intel documentation and the theoretical perfor-
mance of the GPU is approximately 1210 GFLOPS according to the NVIDIA
documentation. Therefore, we expect a theoretical speedup on this server of
approximately one between the GPU and CPU. Both systems run CentOS
Linux 7, the OpenBlas? library (release 0.3.20, February 2022), the FFTW?3
library (release 3.3.10, September 2021), the Intel oneAPI (release 2022.2,
May 2022) and the GNU C Compiler 7 with the specification 4.5 of OpenMP.
OpenBLAS is an optimized BLAS library based on GotoBLAS2 1.13 BSD.

4.1 Results

The limits of the proposed approach for both testbeds have been explored in
this section. Thus, in the experimentation, we have measured the complexity

2 https://www.openblas.net
Shttp://www.fftw.org
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# channels  # operations # audio frames

64 589824 575
128 147456 144
256 36864 36
512 9216 9
1024 2304 2,2
2048 576 0,6
4096 144 0,1

Table 1: Number of simultaneous operations depending on the number of
channels of the input audio mixtures.

of the developed driver as a function of the size of the target matrices. In this
sense, note that the maximum number of operations analogous to Eq. 16 that
can be carried out simultaneously is given by the size of the GPU and CPU
memory, and thus by the size of the matrices considered. Table 1 summarizes
the number of simultaneous operations, depending on the number of channels
of the input audio mixtures, that can run in the described testbeds. A column
has been included to indicate the approximate number of audio frames pro-
cessed in each case. Note that this limitation is given by the 128 GB of CPU
RAM and 16 GB of GPU RAM available for both systems.

Different CPU and GPU schemes have been considered for the development
of the proposed driver. Regarding the CPU approaches, the first one consid-
ered was based on the Intel Math Kernel Library (MKL). In this approach, all
testbed cores were intensely exploited using the extensively parallelized matrix
product instructions of the library. On the other hand, a compulsive paral-
lelism approach were implemented based on OpenMP directives. In this case,
the problem was tackled by running multiple sequential matrix products in
parallel.

Concerning the GPU, several techniques were evaluated.Note that tech-
niques such as zero-copy or unified memory do not provide good results, since
the memory reservation for matrices is done outside the proposed driver. The
first approach considered was the classical one, based on synchronous com-
munications, in which a continuous flow of data was established to the GPU
which processes the data as it arrives. Next, we proposed an approach based
on streams. Finally, we combined events and streams to use massively parallel
programming on the GPU.

Fig. 1 shows the results obtained in terms of execution times for the Xeon
E5-2603 and Xeon Silver 4314 servers as a function of the number of chan-
nels of the input audio mixtures and the number of simultaneous operations
performed.

Let us start by analyzing the performance of the Xeon E5-2603 server.
As can be observed, the best results for both small and large matrices are
obtained by the OMP scheme regarding CPU approaches. In the particular
case of very large matrices, the results obtained by the MKL approach are close
to those obtained by OMP. These results indicates that tackling the problem
with MKL versus OMP is only suitable when the matrices are of significant
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2048

2048

—O0—OMP - CPU —0—OMP - CPU

—O0—MKL - CPU —O0—MKL - CPU
1024 1o Classic - GPU h 1024 Classic - GPU
—O—Events - GPU —O—Events - GPU
[ |—O— Streams - GPU 3| —O— Streams - GPU
@ 512 @ 512
3 3
E 256 E 256
< <
o k=]
= 128 = 128
o [$]
Q 13
x x
W64 w64
32 32
16 . . . . . 16 . . . . .
64 128 256 512 1024 2048 4096 64 128 256 512 1024 2048 4096
Number of channels Number of channels

(a) Execution times measured in the (b) Execution times measured in the
Xeon E5-2603 server. Xeon Silver 4314 server.

Fig. 1: Experimental results as a function of the number of channels of the
input audio mixtures and the number of simultaneous operations performed
in the testbeds.

size. Concerning GPU schemes, we can observe a very similar trend for all
the described approaches. In general, the stream scheme outperforms all the
other approaches in terms of execution times. Note that for matrices with 2048
and 4096 channels the times obtained for the event-based approach are very
similar to those based on streams. Finally, mention that for small sizes the
OMP version provides a better performance than the GPU versions.

Results for the Xeon Silver 4314 are illustrated in Fig. 1b. In general,
the behavior observed is similar to the one obtained by the Xeon E5-2603
server. However, in this case the OMP approach provides the best performance
compared to the other systems, both for CPU and GPU. This is basically due
to the use of a more powerful CPU (1200 GFLOPS) and a GPU with worse
performance (1210 GFLOPS). For large sizes, the speedup of the GPU respect
to the CPU is very close to one, as we already expected. Again we can see
that the MKL approach achieves better results than the OMP approach for
large matrices (i.e., 4096 channels). Finally, among all GPU approaches, the
stream-based scheme obtains the best results.

Fig. 2a shows the results obtained by the Xeon E5-2603 server limiting
RAM consumption to 750 GB. This implies that approximately seven times
more simultaneous operations analogous to Eq. 16 can be run. In this case
we can see that the times obtained have increased by approximately an order
of magnitude. In addition, all approaches have scaled as expected. As can be
observed, the stream scheme again obtains the best results.

Finally, Fig. 2b depicts the speedup of the stream version compared to the
OMP version for the Xeon E5-2603 server. These two approaches have been
chosen because they provide the best results for GPU and CPU, respectively.
As can be seen, for audio with few channels, the speedup provided by the GPU
scheme with respect to the CPU scheme is not very high. However, the speedup



Springer Nature 2021 B TEX template

12 A parallel kernel based on Cholesky decomposition for MNMF

8192 - —O— Streams/OMP
—0—OMP - CPU
—O0—MKL - CPU 12+
Classic - GPU
4096 F|—o—Events - GPU
_ —O— Streams - GPU 10
(@
3 2048 2 gl
£ S
bl [
5 g
3 1024 @
Q
X
i} 4t
512
ol
256 0 . . . . .
64 128 256 512 1024 2048 4096 64 128 256 512 1024 2048 4096
Number of channels Number of channels

(a) Execution times measured in the (b) Speedup of the stream version com-
Xeon E5-2603 server. pared to the OMP version.

Fig. 2: Experimental results as a function of the number of channels of the
input audio mixtures in the Xeon E5-2603 server. These results were obtained
by limiting RAM usage to 750 GB.

increases as the size of the problem grows, indicating that it is more suitable to
use GPU approaches for these cases. This was the expected behavior in view
of the computed theoretical speedup.

5 Conclusion

In this paper, we present a numerical approach to address the audio source
separation task based on MNMF for recordings with high number of channels,
such as HOA encoding. In particular, we propose a parallel multi-architecture
driver to compute the multiplicative update rules in MNMF approaches, opti-
mizing the computation requirements and mitigating the effect of the inverse
operation in the full-rank model. The proposed driver has been designed to
work on both sequential and multi-core computers, as well as GPU and Intel
Xeon coprocessors. The proposed software was written in C language using, as
appropriate, OpenMP or the CUDA suite. The driver can also be called from
numerical computing environments such as MATLAB or GNU Octave through
MEX (MATLAB Executable) interfaces and from Python. The proposed solu-
tion tries to reduce the computational cost of the multiplicative update rules by
using the Cholesky decomposition and by solving several triangular equation
systems.

The proposal has been evaluated for different scenarios with promising
results in terms of execution times for both CPU and GPU. To the best of
our knowledge, our proposal is the first system that addresses the problem of
reducing the computational cost of MNMF-based systems using parallel and
high performance techniques.
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