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Abstract
In recent years, the increasing demand for knowledge services and the challenges 
of information overload have posed significant problems in delivering personalized 
and efficient agricultural knowledge services. This paper presents a comprehen-
sive framework that addresses the issues of vague user positioning, serious privacy 
leakage, and low efficiency in personalized knowledge services within the national 
agricultural knowledge intelligent service cloud platform. The proposed framework 
utilizes privacy-protected user portraits based on generative adversarial nets (GAN) 
and leverages the TextCNN-LSTM algorithm for agricultural knowledge service 
prediction. By embedding labels into the algorithm and employing data obfusca-
tion techniques, the framework achieves accurate inference of user behavior while 
preserving user privacy. Experimental results demonstrate the effectiveness and 
accuracy of the proposed framework, highlighting its potential for regional precise 
positioning and recommendation of personalized agricultural knowledge services. 
Experimental data shows that the average absolute error and root-mean-square 
error of this method are 1.1997 and 1.4143, respectively, and compared with MLP, 
TextCNN, and LSTM models, and it has higher prediction accuracy. In recent years, 
the increasing demand for knowledge services and the challenges of information 
overload have posed significant problems in delivering personalized and efficient 
agricultural knowledge services.
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1  Introduction

With the rapid development of information technology and the increasingly 
diverse needs of farmers, agricultural knowledge services are facing numerous 
challenges. In the current digital era, the Internet is flooded with a vast amount of 
agricultural information, leading to the problem of “information overload.” Tra-
ditional knowledge service systems often struggle to efficiently filter and provide 
relevant information that meets the diverse, dynamic, and personalized agricul-
tural needs of users [1]. This gap between the overwhelming amount of informa-
tion and the users’ specific requirements calls for the development of personal-
ized agricultural knowledge services.

The significance of personalized agricultural knowledge services lies in their 
ability to address the limitations of traditional systems and provide tailored and 
targeted guidance to farmers and agricultural stakeholders. Personalization ena-
bles the delivery of relevant and context-specific information to users, taking into 
account factors such as location, climate, soil conditions, and individual pref-
erences. By providing customized recommendations and advice, personalized 
knowledge services can assist farmers in making informed decisions and imple-
menting practices that are most suitable for their specific circumstances.

To cope with the challenges posed by information overload and the need for 
personalization, researchers have proposed various recommendation methods. 
These methods include user-based collaborative filtering algorithms [2, 3], rec-
ommendation algorithms based on association rules [4], and tag-based recom-
mendation algorithms [5, 6]. However, modeling large-scale data remains a chal-
lenge, and obtaining satisfactory results can be difficult.

In recent years, researchers have started exploring the application of user por-
trait technology in the field of agricultural knowledge services. User portrait 
refers to a tagged user model constructed through qualitative and quantitative 
analysis of collected user information and behavior data. By analyzing user needs 
and classifying user groups, personalized recommendations can be provided 
[7]. User portrait technology has the potential to address the issue of informa-
tion overload by offering tailored information and services that align with users’ 
specific requirements. Several studies have demonstrated the effectiveness of user 
portraits in agricultural knowledge services. For example, Zhang et al. [8] devel-
oped a recommendation model with multidimensional context integration, con-
sidering the individualized needs of agricultural users in different locations and 
timeframes. Chen et  al. [9] studied user portrait and group dynamic user por-
trait technology, employing a hybrid recommendation algorithm to enable pre-
cise marketing on an agricultural product e-commerce platform. Wang et al. [10] 
focused on identifying the characteristics of farmers with different production 
performances and developed a farmer portrait model based on production per-
formance segmentation. Zhang [11] studied precise marketing based on user por-
traits. By extracting user attributes and features, user portraits were constructed. 
Compared with BP neural network and SVM, the random forest algorithm has the 
highest prediction accuracy. Through the collection and mining of user behavior 
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status and other data, feature tags that best represent users are extracted to pro-
vide users with high-quality, personalized, and professional knowledge resource 
services [12]. These studies highlight the potential of user portraits in enhancing 
the personalization and effectiveness of agricultural knowledge services.

While user portraits offer promising solutions, the construction process often 
requires integrating a large amount of user information. This raises concerns 
about data privacy, particularly in the virtual and uncertain cloud space of service 
platforms. Excessive collection and access to private information such as loca-
tion tracking, browsing content, and points of interest can lead to data loss and an 
increased risk of privacy breaches. Agricultural knowledge service platforms also 
face privacy issues and become potential targets for network attacks [13]. Thus, 
ensuring data security is crucial for improving the quality of agricultural knowl-
edge services. Balancing the provision of high-quality knowledge services while 
protecting user privacy poses a significant challenge.

To address these issues, this study focuses on the agricultural personalized 
knowledge service method based on user portraits. By modeling user portraits, 
this method aims to accurately infer users’ retrieval intentions and knowledge 
preferences. To tackle the problem of dynamic time decay of user interest, a user 
portrait model based on weight decay TF–IDF is constructed. Additionally, the 
TextCNN-LSTM algorithm is utilized to enhance the model’s ability to extract 
temporal and spatial features from data. To mitigate the risk of user data privacy 
leakage, the GAN network is employed to confuse the embedded vector data. The 
effectiveness of the proposed method is demonstrated using the userdata set of 
the national agricultural knowledge intelligent service cloud platform.

The main contributions of this work are summarized as follows: 

1.	 A user portrait knowledge service framework based on generative adversarial 
nets (GAN) privacy protection is proposed. This framework addresses the chal-
lenges of vague user positioning, serious privacy leakage, and low efficiency of 
personalized knowledge services in the national agricultural knowledge intelligent 
service cloud platform.

2.	 A user profile model based on weight decay TF–IDF is constructed to tackle the 
issue of dynamic time decay of user interest. This model captures users’ evolv-
ing preferences over time, ensuring the relevance and accuracy of personalized 
recommendations.

3.	 The agricultural knowledge service prediction is performed by embedding labels 
into the TextCNN-LSTM algorithm. This integration of labels enhances the capa-
bility of the intelligent algorithm to predict users’ ratings accurately. Moreover, 
the GAN network is employed to confuse the embedded vector data, thus improv-
ing the privacy protection ability of the algorithm.

4.	 Experimental results demonstrate that the proposed knowledge service framework 
achieves higher accuracy in predicting user ratings while ensuring user privacy.

The rest of this paper is organized as follows: Section 2 introduces the construc-
tion method of the user portrait labeling system. Section 3 presents the framework 
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for agricultural knowledge services based on user portraits. Section 4 presents the 
experimental setup. In Sect.  5, the influence of each parameter on the model’s 
performance is discussed, and the prediction performance is evaluated through 
experiments. Finally, Sect. 6 provides an overview of the main conclusions of this 
study and outlines potential directions for future research.

2 � Construction of user portrait label system

Based on the basic information and log records of registered users of the national 
agricultural knowledge intelligent service cloud platform, this paper divides the 
data that constitutes user portraits into static data and dynamic data. Names, gen-
ders, ages, and other basic user information that is relatively stable can be self-
contained depending on the information entered when registering. Using dynamic 
context data, hobbies, and behaviors of users, create labels and weights. Accord-
ing to the data sources of user portraits, different attribute characteristics of users 
can be obtained, which can also reflect the specific agricultural information needs 
of users to a certain extent. Then, user portraits are comprehensively described 
from different dimensions according to knowledge service requirements [14]. The 
finer the dimension division, the more accurate the user characteristics can be 
described, and the higher the accuracy of the service.

Comprehensively considering the agricultural service scenarios, the actual 
needs of users, and combining the interactive behavior of users on the platform, 
the labeling system is constructed from five dimensions: basic information, con-
text attributes, behavior attributes, hobbies, and user access activity. The specific 
information is shown in Table  1. All dimensional information constitutes the 
overall user portrait, reflecting the normal interaction behavior and information 
needs of users in the agricultural knowledge service platform. The national agri-
cultural knowledge intelligent service cloud platform extracts data from sporadic 
and scattered information establishes real-time labels for data resources and real-
izes precise services on the platform more accurately and effectively based on 
user portraits.

Table 1   Agricultural user 
portrait label system

Datasources Datacontent

Basic attributes Name, gender, age, and occupation
Behavioral attributes Browse, favorite, like, and comment
Situational attributes Date, location
Hobby Vegetables, grain, fruit trees, live-

stock and poultry
User activity Low activity, high activity
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3 � An agricultural knowledge service framework based on user 
portraits

In traditional knowledge service systems, it is often challenging to accurately deter-
mine the specific needs and preferences of individual users. For instance, farmers 
seeking agricultural information may face difficulties in locating relevant and timely 
resources due to the vast amount of information available. The proposed framework 
aims to address this issue by constructing user portraits that capture various dimen-
sions of user characteristics, including basic information, context attributes, behav-
ior attributes, hobbies, and user access activity. This comprehensive user profiling 
enables more accurate positioning of user preferences and needs, resulting in per-
sonalized and targeted agricultural knowledge services. In order to solve the prob-
lem of accurate characterization of user behavior and accurate inference of knowl-
edge preference, an agricultural knowledge service framework based on user portrait 
is proposed, as shown in Fig. 1. Firstly, the user portrait knowledge service frame-
work incorporates generative adversarial nets (GAN) privacy protection, which aims 
to address the issues of vague user positioning, serious privacy leakage, and low 
efficiency of personalized knowledge services. This integration of privacy protection 
techniques is specifically tailored to the agricultural knowledge service platform, 
ensuring that user data remains secure and confidential. Secondly, the construction 
of the weight decay TF–IDF user profile model is designed to tackle the problem of 
dynamic time decay of user interest. By incorporating weight decay techniques into 
the TF–IDF model, we can capture the evolving interests and preferences of users 

Fig. 1   Framework of agricultural knowledge service based on user portrait
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over time, enhancing the accuracy and timeliness of our knowledge service predic-
tions. Thirdly, the agricultural knowledge service prediction utilizes the TextCNN-
LSTM algorithm with embedded labels. This combination allows us to leverage the 
strengths of both convolutional and recurrent neural networks, enabling accurate and 
context-aware predictions for agricultural knowledge services. The integration of the 
GAN network to confuse embedded vector data further enhances privacy protec-
tion, ensuring that sensitive user information is safeguarded. To clearly illustrate the 
entire structure, this framework uses a multi-layered notation consisting of three lay-
ers: user portrait construction, privacy protection, and knowledge service. Among 
them, the user portrait construction layer includes label design and label embedding.

3.1 � TF–IDF user portrait construction layer based on weight decay

Term Frequency-Inverse Document Frequency (TF–IDF) is a statistical method used 
to evaluate the importance of feature words in a document set or corpus, and it is 
also a very effective feature extraction algorithm. With increasing number of occur-
rences in the document, the importance of the words decreases inversely with fre-
quency. High-frequency words with little discrimination are filtered out by TF–IDF, 
while representative low-frequency words are retained. In the process of extracting 
user portrait tags, natural attribute information such as basic information and user 
categories are used as the basic features of user portrait tags. The levels of tags and 
user groups can be divided according to the basic features, and the tags will not 
change for a long time after they are established. The user’s interest attributes such 
as behavioral attributes and situational attributes will change over time and have cer-
tain timeliness. Therefore, the time decay of interest tags needs to be considered 
when calculating tag weights. Based on user behavior weight, times, and time decay 
information, the following formula is proposed for calculating the weight of TF–IDF 
tags:

In the formula, ci,jrepresents the number of tags that user i appears in item j, 
∑

k ck,j 
represents the number of tags that user i appears in all items, |N| represents the 
number of tags that item j appears in all users, |j ∶ ti ∈ nj| represents the total num-
ber of all tags, and �i represents the weight of user behavior, �i represents the time 
decay coefficient, and �i represents the number of behavior tags. Combined with the 
actual situation, users’ browsing, favorites, comments, and likes on the platform 
will become less and less relevant to the current reference as time goes by, so the 
weight will gradually decrease over time. Set according to Newton’s law of cool-
ing,� = e−0.1556t , where, represents the interval time. Behavior-type weight dimen-
sion tables are established according to the importance of the behavior. The weight 

(1)TF − IDF =
ci,j∑
k ck,j

∗ lg
�N�

�j ∶ ti ∈ nj�

(2)W = �i ∗ �i ∗ �i ∗ TF − IDF
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of browsing behavior is set to 0.3, the weight of collection behavior is set to 0.5, the 
weight of comment behavior is set to 1, and the weight of like behavior is set to 1.5.

3.2 � GAN‑based user privacy protection layer

Privacy protection is of utmost importance when handling user data, especially in 
the context of agricultural knowledge services. For example, when sensitive data 
such as user location, browsing content, and points of interest are excessively col-
lected and accessed, there is an increased risk of data loss and privacy breaches. To 
mitigate this risk, incorporating privacy protection measures is proposed into our 
framework. To ensure that user data is safeguarded and protected from unauthorized 
access or disclosure, in the process of building user portraits, it is necessary to use 
user information as detailed as possible to improve the knowledge intelligent rec-
ommendation ability of the national agricultural knowledge service cloud platform. 
However, it is inevitable to encounter the contradiction between user information 
utilization and privacy protection [15].

Generative adversarial nets (GAN) are used to confuse embedded vector data, 
improve the model’s ability to protect user privacy, and resolve the contradiction 
between data privacy protection and platform precision services [16]. The activ-
ity data generated by users in the process of surfing the Internet, such as browsing, 
favorites, comments, and likes, users often choose to disclose such data and submit 
it to service providers in exchange for high-quality personalized recommendation 
knowledge services. However, users of data such as gender, age, and occupation will 
regard it as their own private property and are unwilling to open it to the outside 
world. Although the user does not publish his private data, the connection between 
public data and private data usually leads to serious privacy leakage. Based on the 
GAN model, this paper generates time series data consistent with the distribution 
of the original data set for data obfuscation, so as to achieve the purpose of privacy 
protection. A generator, discriminator, and input noise comprise the basic structure, 
as shown in Fig. 2.

Assume that the original user data set is expressed as x,

where m is the number of basic user information, l is the length of the time series, 
and xij is the jth information value corresponding to the ith moment. Here, define a 
binary matrix T,

x = [xi1, ..., xij, ..., xim] ∈ Rm×l, i ∈ [1, l], j ∈ [1, m]

Fig. 2   Basic structure diagram 
of GAN
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 which is the same size as the original user data x and only consists of 0 and 1. Then, 
the reconstructed data X̂ can be expressed as:

T can mean that a component of x is observed. Values of 1 in T represent observed 
true data, and values of 0 in T represent missing values in X̂ . By adjusting the num-
ber of 0 in T, construct samples with different ratios of user information protection. 
Then, the generator performs obfuscation processing according to the observed 
results, and the obfuscated vector is represented by ŷ:

In the formula, X̂ means missing processing data; T means a binary matrix with the 
same size as X̂ ; Z means noise; ⊙ means multiplication of corresponding elements.

The final output of the generator is a complete vector X̃ after confusion, and the 
formula is:

Since some of the complete results output by the generator are real and some are 
generated, unlike the original GAN network, the discriminator here does not judge 
whether the entire vector is true or false, but tries to distinguish which are real and 
which are generated. Train D by maximizing the probability of correctly predicting 
T, and train G by minimizing the probability of D correctly predicting T. The objec-
tive function formula is:

The discriminator distinguishes the source of each part of the input data, and the 
obtained discriminant matrix is represented by . In order to accurately judge each 
element in T, the cross-entropy loss function is used. The calculation formula is 
expressed as:

For the estimation of the confused data as close as possible to the original data, the 
loss function formula of the generator is expressed as:

T = [Ti1, ..., Tij, ..., Tim] ∈ Rm×n, i ∈ [1, n], j ∈ [1, m]

(3)X̂ =

{
xi,j, Ti,j = 1

Nan, else

(4)

(5)

(6)min
G

max
D

V(G,D) = EX̃,T [T
T logD(X̃) + (1 − T)T log(1 − D(X̃))]

(7)

(8)
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3.3 � Knowledge service layer based on TextCNN‑LSTM word embedding

The knowledge service layer in our proposed framework utilizes the TextCNN-
LSTM algorithm for predicting agricultural knowledge services, enabling accurate 
inference of user behavior. To achieve this, word embedding is first performed in 
the first convolutional layer, where each word is mapped into a word vector and 
then classified [17]. Considering that a word usually has different importance in 
documents with different class labels, the classification performance of TextCNN 
is improved by combining with word embedding, and then LSTM is used for time 
series prediction, as shown in Fig. 3.

First, according to the input text information and word vector dimensions, 
TextCNN is used to model the text and label vectors, and capture the semantic cor-
relation among them. The text can be expressed as:

In the formula, ⊕ represents a cascade operation, and a document is represented as a 
matrix similar to an image matrix, which is convenient for using convolution opera-
tions to obtain local features. A convolutional layer consists of a convolution kernel 
that performs a convolution operation with input samples and the resulting feature 
map. The length of the convolution kernel is F1 , the width is the same as the input 
word vector dimension, and the number of convolution kernels is Fn . The convolu-
tion kernel performs convolution operation on the input text data along the direc-
tion of time series, with a step size of 1. To keep the convolved output in the same 
dimensionality, zero-padding is used. After the convolution operation, the Tanh acti-
vation function is used to increase the nonlinear processing capability of the model. 
The convolution operation formula is expressed as:

In the formula, � represents the nonlinear activation function; Xi∶i+Nw−1
 represents 

the input time series; Wv and bv represent the weight and bias items of the convolu-
tion kernel, respectively.

(9)X = x1 ⊕ x2 ⊕ ⋅ ⋅ ⋅⊕ xn

(10)xv = 𝜑(Wv
TXi∶i+Nw−1

+ bv), 0 < v ≤ Fn, v ∈ Z

Fig. 3   TextCNN-LSTM structure diagram
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The feature map obtained by the convolution kernel is expressed as:

In the formula, W1 , W2,..., WFn
 represent the weights from the 1st to the Fn th convo-

lution kernel, Xi∶i+Nw−1
 represents the input sequence, and b1 , b2,..., bFn

 represent the 
weights from the 1st to the Fn th volume, the offset of the product kernel.

Following the TextCNN component, the LSTM model learns the relationship 
between the long- and short-term patterns in the time series data. It consists of 
an input layer, a hidden layer, and an output layer, incorporating three gating 
units (input gate, forget gate, and output gate) and a memory unit. The input gate, 
forget gate, and output gate control the flow of historical information, and the 
memory unit retains important information from previous time steps. The LSTM 
model effectively captures temporal dependencies in the data, facilitating accu-
rate predictions [18, 19].

Finally, the TextCNN-LSTM model produces a score output, which is con-
verted into a single unit using the Flatten operation. This step transforms the mul-
tidimensional data processed by the model into a one-dimensional representation.

4 � Experimental setup

4.1 � Experimental data set description

The data comes from the user log records of the national agricultural knowledge 
intelligent service cloud platform. Data set components include user id, project 
id, user location, gender, occupation, age, behavior type, and behavior frequency, 
and each records a user’s scoring data for the project. The score is divided into 5 
levels, with 1 being the lowest and 5 being the highest. The training set is used 
for training the model of knowledge service, and the test set is used to verify its 
performance. In the test set, the user’s rating of the item is hidden, and only basic 
information, behavior, and basic information are retained. See Tables  2 and   3 
for the data distribution of the training set and test set, and see Table 4 for the 
detailed description of each field.

(11)
x = {�(W1

TXi∶i+Nw−1
+ b1),�(W2

TXi∶i+Nw−1
+ b2), ...,�(WFn

TXi∶i+Nw−1
+ bFn

)}

Table 2   Distribution of training set

User_id Item_id Area Sex Profession Age Behav-
ior_type

Behav-
ior_count

Score

Min 0 0 1 1 1 1 1 1 1
Max 221000 14000 8 2 8 7 4 9 5
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4.2 � Experimental settings and evaluation metrics

The hardware environment of this experiment is Intel(R) Core(TM) i7-10700F CPU, 
32 GB memory, and NVIDIA GTX1660 graphics card. A Windows 10 operating 
system is used in the software environment. The programming environment is the 
Tensorflow framework, Python 3.6. RMSE and MAE are used as evaluation indica-
tors to verify the effectiveness of the method proposed in this paper, and the formula 
is as follows [20]:

In the formula, di represents the difference between the predicted value and the 
actual value. MAE and RMSE measure the deviation of the prediction results. The 
smaller the value, the higher the prediction accuracy and the better the recommenda-
tion algorithm.

5 � Experimental results and analysis

5.1 � Analysis of TF–IDF user portrait results based on weight decay

To assess the impact of promoting agricultural knowledge services and determine 
whether it leads to an increase in users, we need to first understand the daily active 
user count on the platform and track changes in user growth over time. In this 
paper, user activity labels are divided into two dimensions: high-active users and 
low-active users. The platform provides users with agricultural knowledge services, 
which are mainly reflected in the form of questions and answers. Based on activity 
information analysis of user comments, Fig. 4 shows that the number of comments 
and the number of comments within 30 days have a positive relationship.

According to Fig.  4, the number of platform users participating in comments 
gradually decreases as the number of comments increases, and an inflection point 
appears 15 times. Therefore, from the perspective of the distribution of user 
comment behavior, users who comment more than 15 times are defined as high-
active users, and those who comment less than or equal to 15 times are defined as 

(12)MAE =

n∑
i=1

�di�

n

(13)RMSE =

�
1

n

∑n

i=1
d2
i

Table 3   Distribution of test set

User_id Item_id Area Sex Profession Age Behav-
ior_type

Behav-
ior_
count

Min 0 0 1 1 1 1 1 1
Max 221000 14000 8 2 8 7 4 9
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low-active users. Through the analysis of user activity, the platform can take corre-
sponding measures and optimize policies for different users to reduce user loss. For 
users who are not active, optimize and adjust the webpage according to the functions 
and paths of their access to the site, so as to increase the attractiveness of the system 
to users.

As shown in Table  5, some label weight results are obtained according to the 
TF–IDF label weight method based on weight decay using user behavior categories, 
behavior weights, time decay factors, and behavior times.

In Fig.  5, an outline of the national agricultural knowledge intelligent service 
cloud platform is presented. The platform leverages user data, including behavior 
categories, behavior weights, time decay factors, behavior times, and tag weight 
results obtained through the TF–IDF label weight method based on weight decay. 
The platform utilizes these data to build user portraits and enhance its precision 
and personalized service capabilities. One of the key features of the platform is the 
visualization and analysis of user data. Numerical user data, such as monthly visit 
frequency and fixed-time visit volume, are analyzed and represented using various 
visualization techniques, including pie charts, column charts, and bar charts. These 
visualizations provide valuable insights into user behavior patterns and prefer-
ences, enabling a deeper understanding of user needs. By visualizing and analyz-
ing user data, the national agricultural knowledge intelligent service cloud platform 

Fig. 4   Relationship between 
the number of comments and 
the number of comments within 
30 days

Table 5   Partial results of label weights

User_id Item_id Behav-
ior_type

Behav-
ior_count

tfidf_ratio Act_
weight_
plan

Time_reduce_ratio Act_weight

492 310 1 1 0.149055 0.3 0.5366 0.0239
492 399 1 1 0.159331 0.3 0.0174 0.0008
492 508 1 1 0.178222 0.3 0.2109 0.0112
492 652 1 2 0.178222 0.3 0.2109 0.0225
492 310 1 1 0.149055 0.3 0.5366 0.0239
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facilitates effective decision-making and resource allocation in the agriculture 
domain. It allows agricultural service providers to gain a comprehensive understand-
ing of user interests, behavior patterns, and information needs. This knowledge can 
be used to optimize knowledge service delivery, tailor recommendations to individ-
ual users, and improve the overall user experience on the platform.

5.2 � Results of personalized service of agricultural knowledge

In order to verify the effectiveness of the method proposed in this paper, the model 
Epoch parameters were analyzed first, and the experimental results are shown in 
Fig. 6.

Fig. 5   Schematic diagram of user portrait application system

Fig. 6   Influence of Epoch on the experimental results
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Figure 6a shows that as the number of iterations increases, the loss value gradu-
ally decreases and tends to be stable at about 70 times. The model effect is evaluated 
according to Eqs. 12 and  13, and the changes of MAE and RMSE with Epoch have 
plotted relationship, as shown in Fig. 6b. With the increase in Epoch, the prediction 
effect of the model fluctuates. When the Epoch is small, it brings more randomness 
and it is difficult to converge, thus reducing the prediction accuracy. As the number 
of iterations increases, however, the model will overfit and increase a lot of training 
time, which will reduce prediction accuracy. A larger number of epochs makes gra-
dient descent more accurate and reduces the occurrence of training fluctuations. It 
can be seen from the figure that for the proposed method, the Epoch size is set to 70, 
and the two evaluation indicators get the optimal value.

Then, in order to explore the performance of the model, it is compared with the 
methods commonly used in recent years. A comparison of multi-layer perceptrons 
(MLP), TextCNN, LSTM, and TextCNN-LSTM models is shown in Fig. 7.

Figure  7 shows the comparison curves of the experimental results of the four 
models in the test data set and two evaluation indicators. The abscissa indicates 
the different models selected, and the ordinate indicates the evaluation index value. 
According to the line chart, MLP and LSTM have similar results for both evaluation 
indicators, and their performance is lower than that of TextCNN. Among the four 
models, TextCNN-LSTM achieved the best prediction effect. On the one hand, the 
TextCNN model was used to extract detailed features of the spatial scale, and on the 
other hand, the LSTM model was used to fit the temporal and nonlinear relation-
ships of complex multidimensional data. Additionally, fusion technology can effec-
tively improve prediction accuracy and solve the problem of high data dimensional-
ity and long-term dependence on time series, which supports the notion that fusion 
technology has great potential in the field of recommendation.

In addition, in order to verify the GAN-based privacy protection methods pro-
posed in this paper, the gender, age, occupation, region, and other user data of the 
national agricultural knowledge intelligent service cloud platform was obfuscated. 
Taking RMSE as the evaluation index, discuss the data confusion effect of GAN, 
where Eq. 13 represents the error value between the confusion value and the real 
value.

Fig. 7   Comparison results of the prediction accuracy of the four models on the test set
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In this paper, “confusion rate” is used to denote the degree of obfuscation or 
obfuscation applied to the embedded vector data using a GAN network. The con-
fusion rate represents the extent to which the original user data is obfuscated or 
made less distinguishable to protect user privacy. A higher confusion rate indicates 
a higher level of obfuscation, leading to a greater degree of data privacy protection. 
On the test set, the confusion rates are set to 0.1−0.9, respectively. Under different 
confusion rates, the GAN prediction results are shown in Fig. 8.

Figure 8 shows that as the confusion rate increases, the RMSE value of the data 
set increases, and accuracy slowly decreases. When the confusion rate is greater 
than 0.6 and the data are seriously lacking, the sample information is less, and it is 
difficult to restore the real sample data. Therefore, in order to solve the contradiction 
between data privacy protection and precise platform services, the confusion rate 
should not exceed 0.6 under the condition of ensuring the accuracy of user data.

Finally, under different confusion rates, the prediction results of the proposed pre-
diction method on the test set are verified. The simulation experiment results are 
shown in Table 6, and the corresponding curves are shown in Fig. 9.

It can be seen from Fig. 9 that the overall trends of the four models in the two 
evaluation indicators are basically the same. The performance of the TextCNN-
LSTM model is the best, followed by the TextCNN model. When the mixing effi-
ciency is lower than 0.3, the performance of LSTM and MLP is similar, and the 
mixing efficiency is above 0.3, and LSTM outperforms MLP. When the confusion 
rate is 0, it means the user’s real data set. As the confusion rate increases, the pre-
diction accuracy of the models gradually decreases. When the confusion rate is 
below 0.4, the predicted values of the models closely resemble the results of the 
unconfused data, with the proposed prediction model showing better performance. 
However, when the confusion rate exceeds 0.4, the data information loss becomes 
substantial, posing challenges for accurate prediction. The results highlight that agri-
cultural user portraits can effectively deliver personalized agricultural information to 

Fig. 8   RMSE value of the paired data under different confusion rate processing
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practitioners, providing them with timely and accurate agricultural knowledge. The 
agricultural information personalized recommendation system leverages user behav-
ior to update user portraits regularly, ensuring that the user attributes and interests 
are accurately reflected. By collecting and analyzing user behavior, the agricultural 
knowledge intelligent service cloud platform overcomes constraints of time and 
space, allowing users to access and publish content anytime and anywhere.

6 � Conclusions

Agricultural knowledge service frameworks based on user portraits were proposed 
to address problems of inadequate descriptions of knowledge information for spe-
cific needs of users, privacy leakage, and low accuracy of personalized recommen-
dations of agricultural information resources. In order to realize the accurate infer-
ence of the user’s retrieval intention and knowledge preference, the TF–IDF label 
calculation method with weight decay is adopted in the process of user portrait 
construction. In the process of user preference prediction, TextCNN-LSTM is used 
for feature extraction and prediction. At the same time, GAN data obfuscation is 
used for encryption processing to reduce the risk of user privacy leakage. Experi-
ments were carried out using the data set established by the national agricultural 
knowledge intelligent service cloud platform. Compared with MLP, TextCNN, and 
LSTM, the model proposed in this paper demonstrates higher prediction accuracy, 
affirming the utility of the method introduced in this paper for practical agricultural 
knowledge services. It has laid a foundation for the users of the national agricultural 
knowledge intelligent service cloud platform to provide safe and accurate push and 
personalized services in different scenarios.

In future work, we will further consider using regional characteristic crops com-
bined with platform user-selected interest content to jointly form new user initial 
interest tags as the initial user portrait of new users in the recommendation system. 
Due to the lack of new user data, the recommendation system usually faces the 

Fig. 9   Performance comparison of each model under different confusion rates
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cold start problem when performing personalized user services. Due to the strong 
regional characteristics of crops, and in the absence of new user behavior data, agri-
cultural production is determined according to the user’s location. Based on regional 
characteristics, a group user portrait is established to solve the cold start problem of 
the recommendation system.
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