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Abstract1

Looking at the ever-increasing amount of heterogeneous distributed applications supported on current data transport networks,1

it seems evident that best-effort packet delivery falls short to supply their actual needs. Multiple approaches to Quality of

Service (QoS) differentiation have been proposed over the years, but their usage has always been hindered by the rigidness

of the TCP/IP-based Internet model, which does not even allow for applications to express their QoS needs to the underlying

network. In this context, the Recursive InterNetwork Architecture (RINA) has appeared as a clean-slate network architecture2

aiming to replace the current Internet based on TCP/IP. RINA provides a well-defined QoS support across layers, with

standard means for layers to inform of the different QoS guarantees that they can support. Besides, applications and other

processes can express their flow requirements, including different QoS-related measures, like delay and jitter, drop probability

or average traffic usage. Greedy end-users, however, tend to request the highest quality for their flows, forcing providers to

apply intelligent data rate limitation procedures at the edge of their networks. In this work, we propose a new rate limiting

policy that, instead of enforcing limits on a per QoS class basis, imposes limits on several independent QoS dimensions. This

offers a flexible traffic control to RINA network providers, while enabling end-users freely managing their leased resources.

The performance of the proposed policy is assessed in an experimental RINA network test-bed and its performance compared

against other policies, either RINA-specific or adopted from TCP/IP. Results show that the proposed policy achieves an

effective traffic control for high QoS traffic classes, while also letting lower QoS classes to take profit of the capacity initially

reserved for the former ones when available.3
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1 Introduction19

As networking environments evolve, the inherent limitations20

of the current TCP/IP protocol stack to cope with the increas-21

ing variety of communication requirements of heterogeneous22

distributed applications are clearer than ever [1]. TCP/IP not23

only lacks true Quality of Service (QoS) support, but also24

misses any standard way for applications to express their25

service requirements or expectancies. Thus, with unknown26

application requirements, network providers cannot differen-27

tiate flows traversing their networks effectively, being limited28
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to guess application requirements based on manual inputs, 29

port numbers and past information. In this regard, the Recur- 30

sive InterNetwork Architecture (RINA) [2, 3] provides an 31

enhanced medium for QoS-based solutions. Unlike most 32

common solutions aiming to enhance the current TCP/IP 33

model, RINA is a clean-slate recursive Internet architecture 34

based on the idea of distributed Inter-Process Communica- 35

tion (IPC), which aims to progressively replace the current 36

TCP/IP Internet model. 37

In contrast to the well-known TCP/IP and OSI stacks, 38

RINA provides a recursive stack of layers, called Distributed 39

IPC Facilities (DIFs), where each layer is defined by a net- 40

working domain, rather than a subset of networking functions 41

(e.g., there is no network or transport layer as in the OSI 42

stack, for example). In fact, all DIFs provide a complete set 43

of networking functions (forwarding, scheduling, security, 44

etc.), but each one’s operation can be configured via pro- 45

grammable policies, allowing to deliver the best outcomes in 46
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its particular scope. In addition, by having the same type of47

layer at each level, RINA provides a consistent Application48

Programming Interface (API) across the stack.49

In this work, we focus on the RINA’s QoS model. Specif-50

ically, RINA bases all QoS-related functionalities on the51

definition of QoS Cubes, namely, quality assurances that a52

DIF can provide under normal operation. Applications are53

thus capable of requesting flows with specific QoS require-54

ments that will then be mapped to the best suited QoS Cube.55

Moreover, thanks to the recursive structure and the consis-56

tent API, such QoS requirements can easily be shared among57

DIFs, while each DIF is responsible for ensuring that those58

are met for all flows or, at least, inform when they are unfea-59

sible for a certain one.60

In order to provide the best service to a diverse set of dis-61

tributed applications, a key point to consider is how resources62

are shared between flows. In this regard, the information63

that QoS Cubes give on flow requirements facilitate the con-64

figuration of different scheduling policies in a RINA DIF.65

Specifically, QTAMux [4] is a scheduling policy based on the66

!Q framework [5–7] that takes great advantage of the QoS67

Cube information in RINA. It is a scheduling policy that68

provides differentiated flow treatment without excessively69

degrading those flows with the lowest QoS requirements (as70

opposed to what happens with the well-known weighted-fair71

queuing strategy, for example).72

However, when applications are free to inform the net-73

work about their QoS needs, greedy users can hamper the74

sustainability of the solution [8]. Indeed, the scenario can75

end either as a best-effort scenario (all applications request76

the highest QoS to the network) or, even worse, as a sce-77

nario where respectful users receive poor network service78

because greedy ones are exceeding reasonable QoS demands.79

While RINA allows for a more dynamic and accurate service80

assurance than TCP/IP, it cannot deal with such greedy users81

by itself, unfortunately. So, limitations have to be imposed82

on their usage. In this work, we focus on the evaluation of83

the effects of outgoing traffic policing with QoS guaran-84

tees in overbooked networks, focusing on a typical Internet85

home-user scenario, and the limitations that an Internet Ser-86

vice Provider (ISP) can impose to its clients. We propose87

a new RINA scheduling policy based on the !Q frame-88

work that, instead of enforcing rigid per-flow or per-QoS89

class rate limitation, it offers enhanced flexibility by limiting90

the outgoing traffic simultaneously in various independent91

dimensions (e.g., urgency and cherish). As a result, the pro-92

posed policy offers explicit traffic control to RINA network93

providers, while allowing users to freely manage their leased94

resources.95

The rest of the paper is organized as follows. Section 296

introduces the RINA Software Development Kit (SDK).97

Section 3 introduces the !Q framework and the existing98

QTAMux policy. Section 4 introduces the proposed rate lim-99

itation policy and its implementation within the RINA SDK. 100

Section 5 provides experimental results in a home-user sce- 101

nario. Finally, Sect. 6 concludes the paper. 102

2 Rina SDK 103

RINA is a clean-slate architecture for computer network- 104

ing based on the idea that networking is distributed IPC and 105

only IPC [9]. RINA presents a single type of layer, called 106

DIF, which repeats as many times and levels as needed by 107

the network designer (see Fig. 1). This contrasts with the 108

TCP/IP model, where the different layers are designed to 109

perform different functions (transport, networking, security, 110

etc.). RINA defines the DIF as a programmable layer, capa- 111

ble of performing any of the functions needed to provide 112

IPC services to applications or higher level DIFs, offering 113

also a common API at each level. DIFs are composed of 114

IPC Processes (IPCPs) running at each node. Those exe- 115

cute layer functions and communicate among them using 116

the same two protocols: a data transfer protocol called Error 117

and Flow Control Protocol (EFCP) and an object-oriented 118

application protocol called Common Distributed Application 119

Protocol (CDAP) that carries all the information exchanged 120

by the DIF management tasks (usually known as control 121

plane, in TCP/IP terms). Both EFCP and CDAP protocols 122

can be adapted to the different requirements of each DIF via 123

policies [10], namely, a set of variable behaviours that can 124

customise the different mechanisms available in the two pro- 125

tocols. This programmability allows network administrators 126

to configure each DIF with the policies that best adapt to 127

its scope, operating environment and offered levels of ser- 128

vice. 129

The implementation of the RINA architecture is in con- 130

stant development and multiple projects have been progres- 131

sively make it a reality (FP7 IRATI [11], FP7 PRISTINE [12], 132

H2020 ACRFIRE [13], etc.). In this regard, the experimen- 133

tal tests conducted in this paper have employed the publicly 134

available RINA implementation reported in references [14, 135

15], that is, a free software implementation of the full RINA 136

stack for Linux systems. An overview of the software archi- 137

tecture of this implementation is presented in Fig. 2. As seen, 138

it spans both kernel and user spaces, performing those tasks 139

with the highest speed requirements (i.e., data transfer and 140

part of the data transfer control tasks) in the kernel modules, 141

while running all management and configuration tasks in user 142

space, thus freeing resources to other tasks and facilitating 143

their programmability. 144

As stated before, one of the key points of RINA is the con- 145

figurability of DIF tasks via programmable policies. In this 146

regard, the approach taken by the current RINA implementa- 147

tion is to treat policies as independent modules, compiled and 148

loaded separately from the fixed part of the stack. The differ- 149

123

Journal: 11235 MS: 0489 TYPESET DISK LE CP Disp.:2018/7/7 Pages: 13 Layout: Large

A
u

th
o

r 
P

ro
o

f



un
co

rr
ec

te
d

pr
oo

f

End-user traffic policing for QoS assurance in polyservice RINA networks

Fig. 1 RINA architecture overview

Fig. 2 Software architecture of IRATI’s RINA implementation

ent tasks of the RINA stack and policies communicate among150

them by means of specific policy-hooks (i.e., for requesting151

specific actions from the policy). In addition, the Resource152

Information Base (RIB) is a distributed database used to store153

and share information between different modules and IPCPs154

in a DIF. Policies can also use private information and share 155

it with compatible policies (e.g., scheduling queues are pri- 156

vate data-structures to the scheduling related policies, but are 157

seen as raw pointers to the task itself). 158
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Fig. 3 QTAMux modules and
workflow

Table 1 Example of 4×3
Cherish/Urgency Matrix

Cherish\urgency Lossless Max Cherish Mid Cherish Min Cherish

Max urgency A1 A2 A3 A4

Mid urgency B1 B2 B3 B4

Min urgency C1 C2 C3 C4

3 1Q and QTAMux159

Applications depend on information to complete computa-160

tions, and distributed computation necessarily involves the161

translocation of information generated by one computational162

process to another located elsewhere, which essentially is163

IPC. Instantaneous and completely loss-less translocation164

is physically impossible, even within the same machine,165

since any translocation experiences some relative impair-166

ment to this ideal. The Degradation of Quality (referred167

to as !Q) is a measure of this impairment, having several168

sources, including the time for signals to travel between dis-169

tant points (!Q|G) and the time taken to serialise/de-serialise170

information (!Q|S). In packet-based networks, statistical171

multiplexing is an additional source of impairment (!Q|V),172

in which quality impairment (loss and delay, as measured173

by !Q) is conserved. Thus, in packet networks, !Q is an174

inherently statistical measure of the statistical properties of175

independent packets and streams of such packets, capturing176

both the effects of the network’s structure and extent and the177

impairment due to statistical multiplexing.178

Whether an application delivers fit-for-purpose outcomes179

depends entirely on the magnitude of !Q and the appli-180

cation’s sensitivity to it. What applications require is for181

the network to translocate the amount of information that182

they need to exchange with an impairment no greater than183

what they can tolerate. A formal representation of such a184

requirement is called a “Quantitative Timeliness Agreement”185

(QTA), providing a way for an application and a network to186

negotiate performance. In RINA, this translates from the QoS187

Cubes into a contract, in which the application agrees to limit 188

its load in return for a promise from the network to transport 189

it with suitably !Q. This idea is embodied in the design of 190

QTAMux (Fig. 3). 191

As some applications are more sensitive to losses than 192

others, and the same can be said for latency, we can say that 193

some flows are more cherished (require lower losses) or more 194

urgent (require less latency). Hence, their requirements can 195

be mapped into a Cherish/Urgency (C/U) matrix, that is, an 196

NxM matrix with relative latency and losses at each edge. An 197

example of 4×3 C/U Matrix is shown in Table 1. This has 198

a straightforward implementation, called a Cherish/Urgency 199

multiplexor (C/U Mux) [16], included within the QTAMux 200

design. Just as the total delay is conserved under scheduling 201

[17], !Q is conserved in C/U multiplexing. A C/U Mux 202

provides differential loss probability using a shared buffer 203

with higher thresholds for packets of more cherished flows, 204

and differential urgency by giving higher precedence service 205

for packets of more urgent flows. In order to do that, the 206

C/U Mux maintains a priority queue of queue references (P/S 207

queues), instead of moving PDUs from one queue to another. 208

While the C/U Mux provides an effective inter-flow con- 209

tention of resources, this is not enough to ensure a suitable 210

!Q for any flow, but only a 2-dimensional priority order 211

between flows. In this regard, in order to provide more 212

precise QoS assurances, the QTAMux employs multiple 213

Policer/Shaper (P/S) sub-modules to manage intra-flow con- 214

tention, as well as to decide the specific cherish and urgency 215

level of each queue reference processed in the C/U Mux. 216

With the use of P/Ss, the QTAMux is not limited to place 217
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Fig. 4 Workflow of RINA RMT task

each QoS Cube within a fixed cell of the C/U Matrix, but218

may vary the placement of the queue references based on the219

current network usage or QoS requirements (e.g., two similar220

QoS Cubes may share the same cell in the C/U Matrix under221

low usage, but the less requiring one may see the urgency222

of half of its references decremented under high usage). In223

addition, the P/S sub-modules perform multiple functions,224

like rate limitation, over-use notification or spacing of pack-225

ets, enforcing in these ways end-users’ QTA.226

The QTAMux implementation is part of the Relay and227

Multiplexing Task (RMT) in the RINA IPC process. This228

task, whose workflow is described in Fig. 4, is responsible229

for relaying packets between the different nodes in a DIF.230

With respect to the RMT task policies, we find 4 different231

policy-hooks in there:232

rmt_q_create_policy and rmt_q_destroy_policy These233

policies create and destroy all internal RMT queues and234

private data within the RMT N−1 port (being N the level235

of the current DIF in the recursive stack, i.e., an N−1 port236

allows injecting traffic to a DIF directly below this one).237

rmt_enqueue_policy In charge of checking against queue238

overrun, monitoring queues and inserting in queue. This239

policy is called whenever a packet arrives and needs to be240

forwarded through an N−1 RMT port.241

rmt_next_scheduled_policy_tx In charge of selecting the242

next packet to be relayed from queues, if any. It is called243

whenever the N−1 port is ready and there are packets244

waiting in the queues. If needed, it can delay the serving245

of PDUs returning a null PDU pointer.246

Given these 4 policy-hooks, the QTAMux implementa-247

tion tightly follows the workflow presented in Fig. 4. It248

maintains multiple queues, one per QoS Cube, which store249

pointers to the stored packets. Upon arrival of a packet250

(rmt_enqueue_policy), this one is stored in its designated251

queue and, then, one of the P/S sub-modules is informed,252

depending on the QoS Cube of the packet. This one will253

decide whether to drop one of the packets of the queue (not254

necessarily the last one) or, otherwise, record the arrival255

and packet length. Then, when a departure is expected256

(rmt_next_scheduled_policy_tx), QTAMux iterates through 257

the different P/S sub-modules and forward some queue refer- 258

ences to the C/U Mux module, accompanied by a cherish and 259

urgency level. The C/U Mux will then decide if it denies the 260

incoming queue reference based on its cherish level, delet- 261

ing a packet from the queue or, otherwise, placing it into a 262

priority queue based on its urgency level if accepted. Finally, 263

if any, it will serve the first packet from the first queue stored 264

in the C/U Mux priority queue. 265

4 Home-user rate-limiting policy 266

As said before, in order to provide QoS assurances in net- 267

works susceptible to congestion, it is required to have a 268

well-distributed traffic, where the amount of priority traffic 269

does not represent the majority of traffic. In controlled envi- 270

ronments, an administrator can know or have some control 271

over the traffic from the different users (e.g., as in a data- 272

center network). In this way, long-term solutions can be used 273

together with short-term solutions like the QTAMux policy to 274

ensure the good behaviour of the network. In contrast, when 275

dealing with wilder scenarios like those closer to home-users, 276

we have little control (or not at all) over what they can do 277

with their allocated resources. 278

Focusing on the specific case of an ISP providing services 279

to home-users, QoS requirements must be met within the 280

network. To achieve this, as already discussed before, the 281

amount of priority traffic leaving end-users’ networks must 282

be limited to only a small fraction of the total. In this regard, 283

QoS Cubes allow imposing a maximum data rate and burst 284

size. Therefore, RINA can provide by itself a fine control of 285

the networking resources used per flow. In addition, the use 286

of policies like QTAMux can improve that with extended 287

control over the aggregated flows, as it allows limiting the 288

rate of groups of flows that use certain QoS Cubes. With 289

these ones, or other similar policies, it is easier for a provider 290

to limit the amount of high priority traffic that their users 291

insert into the network. 292

Straightforward solutions dividing the capacity leased by 293

users, thus ensuring that the amount of incoming priority 294
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Fig. 5 Example of QoS rate limitation in a 3 × 3 C/U Matrix

traffic never exceeds predefined limits, can be acceptable295

for network service providers. Nevertheless, such solutions296

are disadvantageous to end-users that see their link capac-297

ity divided into multiple smaller flows. In Fig. 5, we can298

see an example of how an ISP could limit incoming traffic299

from their users using a strict per-QoS rate limiting pol-300

icy, with QoS Cubes distributed within a 3×3 C/U Matrix.301

Note that this example is only one possible configuration, as302

QoS requirements are fully scenario-dependent. However, it303

serves to illustrate that, as the range of supported QoS classes304

increases, the effective capacity offered to end-users becomes305

more dispersed.306

Strict per-QoS class rate limitation forces end-users to307

underuse their leased capacity eventually, as QoS classes can-308

not employ the capacity dedicated to others. Still, end-users309

not so naïve can start attempting to inject multiple flows with310

different QoS requirements to fill their entire leased capac-311

ity. As a result, even requiring a low priority flow initially,312

they turn into injecting higher priority traffic in the network. 313

For example, with the limits in Fig. 5, a flow assigned to 314

QoS Cube B2 with a rate of 20% the capacity is unfeasible. 315

Hence, 3 flows filling the rates of QoS Cubes A2, B1 and B2 316

might be used instead. 317

In order to avoid that, it is important to seek an appro- 318

priate solution for both parties. In this regard, we propose a 319

new rate-limiting scheduling policy that provides the same 320

upper limits for priority traffic injected into the provider net- 321

work, while giving end-users the freedom to decide on how 322

they use their leased resources. With this in mind, we pro- 323

pose a 2-dimensional rate limiting policy, based on the !Q 324

framework and the C/U Matrix (although easily extendible 325

to other dimensions if required), that limits the amount of 326

outgoing traffic depending on its urgency and cherish level 327

independently. 328

With this policy, instead of imposing limits on a per- 329

QoS Cube basis, providers are able to impose limits on 330

the aggregated traffic, up to some priority level for each 331

QoS dimension. For example, in Fig. 6 we can see how the 332

previous per-QoS class limits in Fig. 5 translate into such 2- 333

dimensional limits. Recall that, with the strict per-QoS class 334

limitation, we could only transmit up to 3% of A1 traffic (see 335

Fig. 5). In contrast, 18% A1 can be transmitted with these 336

new limits (i.e., the sum of capacities initially assigned to A1, 337

B1 and C1 traffic flows). Moreover, these limits allow us to 338

use more traffic of high priority classes if needed, avoiding to 339

use more traffic of both A* and *1 QoS Cubes, maintaining 340

in this way the same limits in both the amount of maximum 341

urgent and maximum cherished traffic as in the strict solu- 342

tion. In a similar way, the previous problem appearing when 343

having to allocate 20% B2 traffic would be inexistent here, as 344

end-users could directly request those resources for that QoS 345

Cube (in this case, even after using 18% for A1 traffic), avoid- 346

ing the need for borrowing additional capacity from higher 347

priority QoS Cubes, something useful from both end-user 348

and provider perspective. 349

It has to be remarked, though, that it is a policy designed 350

for border routers on the end-user side. This policy does not 351

consider QoS assurance on an end-to-end basis, but focuses 352

Fig. 6 Example of imposed urgency and cherish rate-limits with traffic in a 3 × 3 C/U Matrix
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on enforcing rate limitation based on future flow require-353

ments along its path. Of course, a proper path selection354

between each source–destination pair will also be crucial355

to effectively provide the QoS assurances specified by QoS356

cubes across a DIF. It is noteworthy that, although we focused357

on two specific dimensions (urgency and cherish) in line with358

!Q, providers could define their own QoS dimensions (e.g.,359

cherish, urgency and packet size), requiring then to provide360

an appropriate mapping between upper flows and QoS Cubes361

on flow allocation.362

With respect to the implementation of the policy, it shows363

similar complexity as that of QTAMux. It uses one queue364

per cell in the defined C/U Matrix (similarly as using one365

queue per P/S). When a packet arrives, it is stored in the366

queue matching its QoS Cube’s cherish and urgency levels.367

When the policy is called, it serves the oldest packet from368

the most urgent non-empty queue with available rate for both369

urgency and cherish levels. In order to know which queues370

have available rate, we maintain a counter that records the371

amount of sending credit for each urgency and cherish level.372

These counters are increased each time the policy is called,373

in accordance to the available rate for that level, as well as374

the time elapsed from the last call, similarly as with a leaky375

bucket approach (e.g., with a 100 Mb link and the limits in376

Fig. 6, in 1 ms urgency A will gain 18 Kb, B 31 Kb and C377

51 Kb of credit). When selecting the available queues, we378

limit those up to the highest urgency and cherish levels with379

a positive amount of credits (e.g. if we have [0, − 5, 20, 50]380

credits for cherish levels from 0 to 3 respectively, we can381

serve only queues with cherish level 2 or 3). Finally, when382

serving a packet, we remove the used credits. If this case, if383

there are not enough credits in the current level, we take them384

from upper levels, only leaving the original level in negative385

if not enough credits are available between all upper lev-386

els. Given that lower levels can use credits from upper ones,387

and that we allow negative credits, in order to avoid compli-388

cations our credit-based system presents some peculiarities389

that makes it different from a typical leaky bucket. Credits390

are assigned from lower to higher levels. When encountering391

a level with negative credits, it will get all new gains until392

reaching 0 credits, at which point the gains will be given393

either to the next level with negative credits or the level that394

originally owned them. After all new credits are assigned,395

then, from higher to lower, each level with credits exceed-396

ing their maximum backlog will pass its surplus to the next397

level. Pseudo-codes 1 and 2 describe the process of credit398

consumption and gain for both Cherish and Urgency, respec-399

tively.400

401

402
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Fig. 7 RINA test-bed for
rate-limiting policy evaluation

5 Numerical results403

5.1 Experimental scenario404

To assess the proposed rate limiting policy, we have con-405

ducted an experimental evaluation using the RINA SDK406

delivered by the FP7 PRISTINE project [12]. To this goal,407

we have deployed the point-to-point RINA network test-bed408

depicted in Fig. 7. In this scenario, two nodes, A and B,409

emulate a home router and its ISP gateway. For this, we have410

used two laptops using the latest version of the RINA/IRATI411

stack [14] over a Debian 8 system with kernel 4.9. These two412

nodes are connected using a 1 Gbps Ethernet link on which413

a VLAN, with its rate limited to 100Mbps is configured to414

connect them in the RINA environment (using a VLAN Eth-415

ernet Shim-DIF). Over the shim-DIF, we set a normal DIF416

(Home2ISP) providing QoS support. In that DIF, one aggre-417

gated flow for each available QoS Cube is allocated, and418

node A is required to ensure that the different rate limits are419

achieved. Finally, we set a conventional DIF (DIF Net) on top420

that mimics an Internet-wide DIF providing communication421

between applications in both sides of the network.422

For the different experiments, we define the seven generic423

QoS Cubes depicted in Table 2, based on a 3×3 C/U Matrix.424

Moreover, we define and impose the rate-limits depicted in425

Table 3, limiting the amount of traffic that node A can inject426

into the network up to each cherish/urgency level. As men-427

tioned before, the mapping between upper flows and QoS428

Cubes should consider how these flows are routed across the429

DIF to effectively ensure the QoS requirements end-to-end.430

However, for these tests, we considered a straightforward431

mapping between application requirements to QoS Cube432

Table 2 Defined QoS cubes for tests

Cherish\urgency Max Cherish Mid Cherish Min Cherish

Max urgency A1 A2 –

Mid urgency B1 B2 B3

Min urgency – C2 C3

Table 3 Imposed rate-limits for tests

Parameter\levels Max (Mbps) Max + Mid
(Mbps)

All (Mbps)

Urgency 15 60 (+ 45) 100 (+ 40)

Cherish 15 60 (+ 45) 100 (+ 40)

(i.e., C/U Matrix cell), leaving the end-to-end QoS assurance 433

consideration out of the scope of this paper. 434

5.2 Validating the policy 435

Once the scenario, QoS Cubes and rate limitations are 436

decided, our first goal is to assess the behaviour of the pro- 437

posed rate-limiting policy within the specified environment. 438

To avoid stationary scheduling states, for these tests we use 439

an application that sends packets at constant intervals, but 440

with their size varying between a minimum and maximum 441

size, always maintaining an average rate of 1Mbps (including 442

headers). We run multiple experiments were traffic matri- 443

ces are configured to reach 100% of the acceptable rates in 444

average with the goal to assess that rate limits are enforced 445

correctly by the rate-limiting policy. 446

To check that the policy behaves as expected, we captured 447

the packets received at node B in a post-execution run with 448
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Fig. 8 Comparison of average and maximum delay for the different QoS cubes

a tcpdump on the incoming port. Then, we used a similar449

approach as for the rate limiting policy. Using the recorded450

arrival time and size of packets, we computed the gain and451

expenditure of credits in a discrete way. As expected, the452

results validated that the policy maintained the outgoing traf-453

fic under the required limits, not reaching negative credits454

along the entire test. Even so, it has to be noted that the max-455

imum backlog of credits considered in the validation process456

was set slightly higher, as to amount to the internal queues457

of Ethernet ports, managed independently to the CPU and458

different encoding times depending on packet size.459

In addition, while the policy is not specifically designed to460

provide QoS guarantees, we aim to ensure that the priorities461

defined by the C/U Matrix in Table 2 are properly delivered.462

In this regard, Fig. 8 presents a comparison between the aver-463

age and maximum delay suffered by the flows assigned to464

each QoS Cube. As can be seen, the urgency priority is main-465

tained in both average and worst cases (i.e., maximum delay).466

In order to emphasize the effects of the scheduling policy,467

we also compare it to the average delay in an uncongested468

scenario (baseline delay), where we ensure that queues are469

always emptied between incoming packets. In comparison470

with this baseline scenario, we see that urgent QoS cubes (A1471

and A2) incur almost no additional delay on average, with472

its maximum growing up mostly due to collisions of packets473

with the same priority or small bursts. A similar behaviour474

can be seen for mid-urgent flows (B1, B2 and B3), but with475

slightly higher delays given their lower priority. In contrast,476

non-urgent flows suffer from higher delays. This is expected,477

and works as a measure to avoid losses due to the small over-478

booking of the network (e.g., in the most extreme situations,479

we can experience bursts at up to 120% of the link rate).480

While such delays are high, it has to be noted that we are481

considering an overbooked low-rate link in these tests. If we482

consider the number of preceding packets in queue instead of483

the time spent there, non-urgent packets only wait for 25 pre-484

ceding packets in average, 90 in the worst case. As the drop485

threshold was set to 100 packets for non-cherished flows, no486

losses were experienced in the tests).487

Table 4 Rate limits per QoS cube employing the QTA Mux and DiffServ
policies

Cherish\urgency Max Cherish
(Mbps)

Mid Cherish
(Mbps)

Min Cherish

QTA:Max urgency A1:5 A2:10 –

QTA:Mid urgency B1:10 B2:15 B3:20 Mbps

QTA:Min urgency – C2:20 C3:20 Mbps

DS 1:15 2:45 3:no-limit

5.3 Comparison with other solutions 488

Once the behaviour of the policy has been validated, we also 489

compare it against the main QoS scheduling policy in RINA, 490

namely, QTAMux (QTA), configured with limits per C/U 491

cell, as well as against a DiffServ-based policy (DS) [18, 492

19] with limits per cherish level. In order to do that, we set 493

a scenario where limits per QoS and limits per quality can 494

be compared, using the same test-bed described in Fig. 7 495

and QoS Cubes defined in Table 2. For the proposed rate- 496

limiting policy (configuration R-lim), we consider the same 497

limits for cherish and urgency levels described in Table 3, 498

and for the QTAMux and DiffServ we consider the limits 499

per QoS Cube described in Table 4. It has to be noted that 500

those limits are only a possible configuration for this scenario 501

(ISPs should freely decide or modify the limits they impose 502

to their clients). 503

Besides, we consider three types of traffic: 504

• Voice flows Based on G.722 [20]. Constant interval 505

between packets, but with their size varying between voice 506

and silence periods. Urgent but admits some losses, mini- 507

mum A2. 508

• Video Based on YouTube HD and fullHD qualities [21]. 509

MTU size packets with varying bitrate. Mid urgent, but 510

requires to avoid losses, minimum B1. 511

• Data P2P like flows. MTU size packets with a maximum 512

rate of 5Mbps. Non-urgent and can withstand losses, min- 513

imum C3. 514
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Fig. 9 Comparison of average rate per application (in Mbps)

Given these applications and flow constraints, we setup515

our scenarios in a way that the maximum number of voice,516

video and data flows can be supported without exceeding the517

imposed limits. With this into consideration, we setup our518

offered traffic matrices as follows:519

R-lim and DS scenarios:520

• 150 voice flows with QoS Cube A2521

• 3 FullHD with QoS Cube B1522

• 4 HD flows with QoS Cube B1523

• 12 P2P flows with QoS Cube C3524

QTA scenario:525

• 25 voice flows with QoS Cube A1 and 95 with A2526

• 1 FullHD flow with QoS Cube A1 and 1 with B1527

• 4 HD flows with QoS Cube B1528

• 3 P2P flows with QoS Cube B2, 4 with B3, 4 with C2 and529

4 more with C3.530

Before presenting the results in this scenario, it has to be531

noted that the same QoS Cube has to be kept across layers.532

This is important, as the DS policy does not degrade pack-533

ets that exceed the rate-limit, but drop them (otherwise, they534

would regain their priority when reaching destination). With535

this in mind, we can realize from the construction of the sce-536

nario itself that requirements are better translated into QoS537

Cubes in the R-lim and QTA scenarios, as those can differen-538

tiate not only by cherish, but also by the urgency of flows. In539

addition, the fewer restrictions in R-lim removes the need for540

differentiating traffic with identical requirements, increasing541

the amount of flows that can successfully be accepted in the542

network.543

Regarding the network utilization, we can see in Fig. 9 a544

comparison between the amounts of traffic successfully sent545

in the network per application, as well as the overall link546

occupation in each case. As observed, the amount of suc- 547

cessfully sent data belonging to voice and video flows results 548

slightly higher with R-lim and DS than with QTA. In con- 549

trast, data flows are boosted with QTA. This was expectable, 550

as less voice and video flows can successfully be accepted 551

with the requirements of the QTA scenario. In addition, we 552

can see in Fig. 10 a comparison between the amounts of traffic 553

assigned to each QoS Cube in each scenario. These results, 554

mainly describing the assumed traffic matrices, also highlight 555

the need for a fair rate-limiting policy. In summary, as traffic 556

cannot use the QoS Cube that better adapts to its require- 557

ments in the QTA case, we end in a scenario where 60% of 558

the outgoing traffic ends assigned to QoS Cube providing a 559

better service than required (denoted as over requiring in the 560

legends of Figs. 9 and 10). 561

Besides the problems that an unfair rate-limiting policy 562

imposes to the ISP, a strict rate limitation also affects the 563

service that applications eventually receive. Indeed, when 564

imposing too strict rate limits, we enforce an artificial differ- 565

entiation among flows with the same requirements. Figure 11 566

shows a comparison between the service received per appli- 567

cation. In the QTA scenario, voice flows get more or less 568

the same service (all have the same urgency). However, we 569

see oscillations in video flows, where FullHD urgent flows 570

experience a smaller delay than the rest, similarly to that 571

experienced by voice flows. In contrast, mid-urgent flows 572

get slightly higher average delay and an extra 0.5 ms of max- 573

imum delay in comparison. In a similar way, we can see how 574

Data flows suffer large variations, near to 1 ms, between the 575

maximum delay of those assigned to QoS Cubes B2/B3 and 576

C2/C3. In comparison, in the R-lim scenario, we see all flows 577

of each application receiving similar services (as expected), 578

but more importantly, all suffering lower delays (both aver- 579

age and maximum) than flows sharing the same QoS Cube in 580

the QTA scenario. In contrast to the two !Q-based policies, 581

when using the DS policy, flows do not experiment any visi- 582
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Fig. 10 Comparison of average rate per QoS cube (in Mbps)

Fig. 11 Comparison of average and maximum delay per application and QoS cube using the proposed rate limiting policy, QTA Mux and DS

ble differentiation in terms of delay, resulting in a best-effort583

scenario.584

In this second scenario, we did not consider a traffic matrix585

as tight to the rate limits as when testing the rate limiting pol-586

icy. Instead, we considered the use of traffic patterns based587

on current applications, each with its own QoS requirement,588

in a scenario close to congestion. There, the maximum rate589

would be that imposed by the rate limits (with high proba-590

bility), something that could be policed within RINA’s flow591

allocation. While, at first sight, working under the maximum592

rate would result in a scenario without too many collisions,593

it has to be considered that bursts of flows arriving from dif-594

ferent applications can be common in this scenario. This is595

a similar scenario to that in a usual home nowadays, as the596

number of connected devices keeps increasing.597

Finally, with respect to this particular test-bed and the598

obtained results, some particularities have to be considered.599

Firstly, the test-bed used a 100 Mbps VLAN over a 1 Gbps600

Ethernet [22] link as shim-DIF. This has some peculiarities601

with respect to using the Ethernet link directly at its maximum602

rate. Firstly, we have to consider the slightly larger headers 603

of the Ethernet frame due to use of a VLAN. Secondly, given 604

that the VLAN works at 1/10th of the Ethernet link capacity, 605

the inter-frame delay used to separate Ethernet frames does 606

not affect us, as all packets are served with higher separa- 607

tions. Furthermore, while we are emulating routers, we are 608

doing it using machines, not only offering networking func- 609

tionality but also running the same applications that generate 610

that communication, while at the same time having multiple 611

active background processes. This affects negatively to all 612

networking processes, as those have to compete for the CPU 613

time with other non-related processes. 614

6 Conclusions 615

Given the increasing number of heterogeneous distributed 616

applications populating the network, each one with specific 617

QoS requirements, it is evident that future networks must 618

provide a way to allow an effective QoS differentiation. 619
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RINA, with its default QoS support employing QoS Cubes,620

together with the incorporated !Q-based scheduling poli-621

cies, can yield superior performance to this end compared to622

the current TCP/IP-based Internet. Even so, in order to allow623

home-users to request differentiated QoS treatment for their624

flows, it is imperative for Internet Service Providers to upper625

limit the amount of high priority traffic that these users can626

inject in the network. While RINA and the !Q-based QTA-627

Mux scheduling policy already provide ways to impose such628

limits, they are not end-user friendly and can lead to unde-629

sired end-user behaviours. To solve that, in this work, we have630

proposed and experimentally evaluated a RINA rate limit-631

ing policy based on the ideas of !Q, which limits urgent632

and cherished traffic independently. The proposed policy633

not only succeeds in avoiding end-users filling the network634

with high priority traffic, but also achieves it in an end-user635

friendly way, allowing them to use the available capacity in636

the way most suited for their needs. While gracefully solv-637

ing the targeted issue of limiting end-user priority traffic to638

allow a global differentiated QoS treatment, there is room for639

improvement. Although not explained in depth, the proposed640

policy bases its internal multiplexing on that of simple !Q641

scheduling policies. In this regard, it is left for future work642

to check the benefits of other multiplexing options, which643

could not only consider the urgency of flows, but also if they644

are taking unused resources of higher priorities.645

While the proposed policy focuses on the priority con-646

tention of outgoing flows, something required for avoiding647

greedy users, it does not consider the assurance of QoS648

requirements in an end-to-end basis. In fact, this policy bases649

on the inherent recursivity of RINA, capable of providing650

means to assure QoS requirements on the end-to-end path651

in view of the guarantees provided by lower layers. How-652

ever, while RINA provides the means to effectively translate653

specific end-to-end requirements into the most suited QoS654

Cubes at any level, in this work we have taken a more straight-655

forward approach, focused only on the limited scope of the656

proposed policy. In this regard, it is left for future work to657

propose and test the joint work of RINA’s flow allocation658

policies and rate-limiting policies.659

In addition, in this work we have limited to a scenario660

centred on the communication between home router and the661

ISP, without considering home devices or the interaction with662

other policies (congestion control, flow allocation, etc.). In663

this regard, future work in this area will aim to expand this664

scenario, taking into consideration fast congestion control665

and retransmission policies, as well as QoS Cube based flow666

allocation mechanisms. Furthermore, while the policy man-667

ages flow contention on the shim level, it is left for future668

work the mechanism for translating QoS requirements of669

upper level flows into QoS Cubes, something that would670

require considering the different sub-networks traversed by671

them.672
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